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ABSTRACT

In-context learning (ICL) is an effective approach to help large language mod-
els (LLMs) adapt to various tasks by providing demonstrations of the target task.
Considering the high cost of labeling demonstrations, many methods propose syn-
thesizing demonstrations from scratch using LLMs. However, the quality of the
demonstrations synthesized from scratch is limited by the capabilities and knowl-
edge of LLMs. To address this, inspired by transfer learning, we propose In-
Context Transfer Learning (ICTL), which synthesizes target task demonstrations
by transferring labeled demonstrations from similar source tasks. ICTL consists
of two steps: source sampling and target transfer. First, we define an optimization
objective, which minimizes transfer error to sample source demonstrations similar
to the target task. Then, we employ LLMs to transfer the sampled source demon-
strations to the target task, matching the definition and format of the target task.
Experiments on Super-NI show that ICTL outperforms synthesis from scratch by
2.0% on average, demonstrating the effectiveness of our method.

1 INTRODUCTION

In-context learning (ICL) is an effective approach for large language models (LLMs) to adapt to
various tasks based on the brilliant generalize ability of LLMs (Xun et al., 2017; Song et al., 2023b;
Luo et al., 2024a). During the inference with ICL, input not only includes user questions but also
several demonstrations to guide LLMs in generating answers correctly. Considering the high cost
of demonstration labeling, many methods utilize LLMs to synthesize demonstrations from scratch
without human involvement (Kim et al., 2022; Jin & Lu, 2024). For instance, Self-ICL (Chen et al.,
2023b) employs LLMs to synthesize demonstration based on the task definition, while Su et al.
(2024) improves the synthesis through iterations, where each iteration uses the previous results.

However, the synthesis using LLMs from scratch is constrained by the capabilities and knowledge
of LLMs, limiting the quality of the synthesized demonstrations (Yu et al., 2023). For example, a
model trained pre-2023 can not use knowledge after 2023, while a model not trained on coding tasks
cannot understand code well (Rozière et al., 2024; Luo et al., 2024b). To solve this issue, thereby
improving ICL performance while reducing human involvement, motivated by transfer learning (Pan
& Yang, 2010; Iman et al., 2023), we propose to synthesize demonstrations for the target task by
transferring the labeled demonstrations of similar tasks. We use the idea of transfer learning since
the previous works show that given similar source tasks, the performance of the target task can be
enhanced according to the source task learning (Sun et al., 2020; Wang et al., 2024b). For example,
as shown in Figure 1, the model can combine the context and the answer in the input of the sampled
source demonstration, which is then used as the demonstration of the target task.

Based on the above discussion, we present In-Context Transfer Learning (ICTL), which obtains
the demonstrations of the target task by transferring the demonstrations of the source tasks. ICTL
consists of two steps: sample the demonstrations similar to the target task, and transfer the sampled
demonstrations to the target task, as shown in Figure 1. First, we present an optimization objective
to measure the transfer error, where we minimize the transfer error to sample the demonstrations
highly similar to the target task. Then, we transfer the sampled demonstrations to the target task
with LLMs, taking the sampled results and the target task definition as the input.
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Transferred Target Task Demonstration
Instruction: Transfer the given data of 
the source task into the target task.
Input: <Source Definition> <Source 
Demonstration> <Target Definition>

Input: … away, then has nothing to 
do. Question: What will Sasha to do?
Output: Yes

Sampled Source Task Demonstration
Definition: Classify whether the given 
answer is correct or not.

Input: Sasha hated Taylor, sent him 
away. Question: What will Sasha to 
do? Answer: Nothing to do.
Output: Yes

Synthesized Target Task Demonstration
Instruction: Synthesize an example 
with the given definition.
Input: <Target Definition>

Input: John went to buy some milk. 
Question: Where did John buy milk?
Output: Yes

Target Task Definition
Definition: If the provided sentence 
contains an explicit mention that 
answers the given question.

Synthesis with Transfer

Target Task Definition
Definition: If the provided sentence 
contains an explicit mention that 
answers the given question.

Synthesis without Transfer

Figure 1: Comparison between previous demonstration synthesis methods (top) and our method
(bottom). The blue part denotes the definition of the target task. The previous method synthesizes
demonstration from scratch, while the model misinterprets the definition and generates a demonstra-
tion with the wrong answer, where the answer is not explicit mentioned by the sentence. In contrast,
our method synthesizes demonstrations by transferring the sampled demonstrations, reducing the
reliance on the capabilities of LLMs. The corresponding parts between the source and the target
demonstrations of our method are marked in bold.

To validate ICTL, we conduct experiments on Super-NaturalInstructions (Super-NI) (Wang et al.,
2022), which can fully evaluate the multi-task capability of models with more than 1, 600 different
tasks. Compared to the demonstration synthesis by LLMs from scratch, our method achieves an
average 2.0% performance improvement, demonstrating its effectiveness. Further analysis shows
that our method can effectively sample demonstrations that are highly similar to the target task from
source tasks, showing the effectiveness of our optimization objective.

Our contributions are as follows:

• We argue that answering from scratch is constrained by the capabilities and knowledge of LLMs
and thus propose synthesizing demonstrations by transferring labeled demonstrations of similar
tasks;

• We introduce an optimization objective to guide the source sampling, ensuring the similarity be-
tween the sampled results and the target task;

• Experiments on Super-NI show that, compared with the synthesis from scratch, ICTL delivers a
2.0% performance improvement on Super-NI, proving the effectiveness of ICTL.

2 RELATED WORKS

2.1 DEMONSTRATION SYNTHESIS

Demonstrations are of great importance in ICL, which can effectively help LLMs adapt various tar-
get tasks (Dong et al., 2024). Considering the high cost of human labeling, many methods present to
synthesize demonstrations using LLMs from scratch, lowering the human involvement (Kim et al.,
2022; Chang & Fosler-Lussier, 2023; Jin & Lu, 2024). Some methods focus on ensuring the cor-
rectness of the synthesized demonstrations, meeting the task definitions by filtering out low-quality
synthesized results (Chen et al., 2023b; Su et al., 2024; Yang et al., 2024). Another type of method
aims to increase the diversity of the synthesized demonstrations, creating ones dissimilar to synthe-
sized results (Zhang et al., 2023; Shum et al., 2023; Wang et al., 2024a).

However, the demonstrations synthesized by the current methods are constrained by the knowledge
and capabilities of LLMs themselves, limiting their performance on the tasks unseen in their pre-
training (Yu et al., 2023). Although human-labeled demonstrations for new task scenarios can help
LLMs generalize to these new tasks, labeling demonstrations for any new task or domain is costly
(Wang et al., 2013). To address these issues, we present ICTL, which synthesizes demonstrations
for new target scenarios by transferring labeled source demonstrations similar to the target task,
addressing the limitation of the knowledge and capabilities of LLMs.
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Source Tasks

• • •

1. Source Sampling
Sampled Demonstration 1

Definition: Classify whether the given 
answer is correct or not.

Input: Context: Sasha hated Taylor, 
sent him away. Question: What Sasha 
to do? Answer: Has nothing to do.
Output: Yes

2. Target Transfer
Transferred Demonstration 1
Instruction: Transfer the given data of 
the source task into the target task.
Input: <Source Definition> <Source 
Demonstraion> <Target Definition>

Input: …, then have nothing to do. 
Question: What will Sasha to do?
Output: Yes

Sampled Demonstration 2
Definition: Answer that if the context 
is inappropriate / nonsensical.

Input: Context: The birthday party 
went well, there were plenty of kids 
and a few of our friends.
Output: No

Source Task 1

⋯

Definition: …

Input: …
Output: …

Input: …
Output: …

Source Task 3

⋯

Definition: …

Input: …
Output: …

Input: …
Output: …

Source Task 2

⋯

Definition: …

Input: …
Output: …

Input: …
Output: … Transferred Demonstration 2

Instruction: Transfer the given…
Input: …

Input: … and a few of our friends. 
Question: Is it inappropriate?
Output: No

• • • • • •

Figure 2: The illustration of ICTL, taking the target task definition “If the provided sentence con-
tains an explicit mention that answers the given question” as an example. ICTL consists of two
steps: (i) Source Sampling: sample demonstrations that are similar to the target task from the source
tasks; (ii) Target Transfer: transfer the sampled demonstrations to the target task. The blue part in-
dicates the task definitions and demonstrations similar to the target task, and the gray part indicates
that it is dissimilar. The green part denotes the transferred demonstrations.

2.2 DEEP TRANSFER LEARNING

Transfer learning is a widely researched direction aimed at helping models acquire the ability to
solve target tasks based on their existing capabilities from the source tasks (Pan & Yang, 2010;
Zhuang et al., 2020). With the impressive performance demonstrated by deep learning methods,
deep transfer learning has become an important approach within the field of transfer learning (Iman
et al., 2023). Some methods focus on transferring and freezing model parameters to retain and learn
features of different tasks (Scialom et al., 2022; Song et al., 2023a; Wang et al., 2023; Rostami et al.,
2023; Du et al., 2024). Other transfer learning methods enhance the performance from the data
perspective, studying how to adjust the training sequence of tasks, mix source task data with target
task data, or modify the source task format to improve transfer learning performance (Xu et al.,
2023; Wang et al., 2024b; Madine, 2024).

However, current transfer learning methods rely on the labeled data of the target task and the model
training, leading to the high cost of the adaption considering the high cost of labeling and LLM
training. Therefore, in this paper, we present to employ transfer learning to enhance ICL by syn-
thesizing demonstrations using the labeled source demonstrations, lowering the human involvement
and training cost, meanwhile helping LLMs adapt to various target tasks.

3 METHODOLOGY

In this section, we present ICTL, which synthesizes the demonstrations of the target task by trans-
ferring the labeled source demonstrations. The illustration of ICTL is shown in Figure 2, which
consists of two steps: source sampling (§3.1) and target transfer (§3.2). Following the previous
methods (Wang et al., 2024a; Yang et al., 2024), we synthesize demonstrations for each target task
offline, where we do not synthesize for each target question since we want to ensure high efficiency
of the inference. The prompts we used can be seen in Appendix B. The computational efficiency
analysis of ICTL is shown in Appendix E.

3.1 SOURCE SAMPLING

The source sampling step is designed to sample demonstrations that are highly similar to the target
task from the labeled source demonstrations. In this paper, we define the similarity as: If we want
to sample N source demonstrations, the N source task demonstrations can minimize the target task
error after transferring. We first present an optimization objective to guide the source demonstration
sampling by minimizing the transfer error. Then, we discuss how to sample the source demonstra-
tions similar to the target task using our objective specifically.

3
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3.1.1 OPTIMIZATION OBJECTIVE FOR SOURCE SAMPLE

Supposing S and T represent the source and target tasks, respectively. ϵ(h) denotes the task error
of the hypothesis h, µ̂ represents the empirical distribution for each task, W is the Wasserstein
distance (Rabin et al., 2012) measuring the divergence between two distributions, N denotes the
sample scale for each task, and φ is a negligible function. The previous work (Redko et al., 2017)
proves that the error of the transfer learning satisfies:

ϵT (h) ≤ ϵS(h) +W (µ̂S , µ̂T ) + φ(NS , NT ) (1)

Further details of Equation 1 are discussed in Appendix A. From Equation 1, we can see that the
upper bound of the error for the target task is mainly determined by the error of the source task and
the divergence between the source and target tasks. It is hard to reduce the source task error since the
source demonstrations can not be modified. So we aim to minimize the target error by minimizing
the divergence between the source and target tasks W (µ̂S , µ̂T ).

However, directly minimizing the upper bound results in µ̂T = µ̂S , which makes the transferred
demonstrations irrelevant to the target task. Therefore, giving x as the representation vector of the
task definition, we ask µ̂T to satisfy that:

µ̂T = argmin
µ̂

W (µ̂, µ̂S) +W (µ̂, xT ) (2)

In Equation 2, the first term minimizes the divergence between the target and source demonstra-
tions, and the second term ensures that the target demonstrations are consistent with the target task
definition. When calculating the Wasserstein distance, if an input is a point (vector), we regard it as
a distribution with a variance of 0. We discuss the effectiveness of Equation 2 with experiments in
Appendix F.2.

Given a series of source tasks {Si}, suppose N is the sampling scale of demonstrations from multiple
source tasks {µ̂Si

}, NSi
is the sampled number of Si and µ̂ is the empirical distribution of all

possible sampled source demonstrations. Based on Equation 1 and Equation 2, we can derive the
optimization objective to sample the source demonstrations:

µ̂S = argmin
µ̂

∑
Si

NSi

N
(6W (µ̂Si , xT ) +W (xSi , xT )) (3)

The proof of Equation 3 is provided in Appendix A. It can be observed that the first term in the sum-
mation ensures that the sampled source task demonstrations are similar to the target task definition,
and the second term ensures that the source task definitions are similar to the target task definition.
Using Equation 3, we can sample source demonstrations highly similar to the target task, thereby
lowering the transfer error, and ensuring the quality of the transferred demonstrations.

3.1.2 SAMPLING WITH EQUATION 3

Based on the above discussion, we then discuss how to sample source demonstrations specifically.
First, we embed the definitions and demonstrations of all source tasks, as well as the definition of
the target task, into vectors using an embedding model. Following previous work (Wang et al.,
2024b), we then filter the source tasks to select those most similar to the target task, reducing the
overhead of subsequent calculations while ensuring performance. The filtering is done by ranking
the Wasserstein distance between the embedding vectors of the source and target task definitions.
From the filtered source tasks, we sample a fixed number of demonstrations using Equation 3. We
employ a randomized algorithm for the sampling, with details provided in the Appendix C.

3.2 TARGET TRANSFER

The target transfer step focuses on transferring the sampled demonstrations to the target task while
ensuring that the transferred demonstrations are consistent with both the target task and the sampled
demonstrations, transcending the limitations of the inherent capabilities and knowledge of LLMs.
The target transfer step consists of: Transfer, Verify, and Sample.

4
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Transfer is to transfer the sampled demonstrations to match the target task definition and format.
We employ LLMs for the transfer, where the input includes the definitions of both the source and
target tasks, the source demonstration to be transferred, and a human-labeled example of the target
task to specify the input and output formats.

Verify is designed to check whether the transferred demonstration is consistent with the definition
of the target task, improving the quality of the transferred demonstrations. We employ LLMs to
verify the transferred results. The target task definition, one example, and the transferred demon-
stration are provided as input to check whether the transferred demonstration consistent with the
task definition, with the correct input and output formats. Any demonstration verified by the LLM
as inconsistent is discarded to ensure the quality of the transferred results.

Sample is to sample the verified target demonstrations with Equation 2, ensuring that the sam-
pled demonstration is consistent with the target task while staying similar to the sampled source
demonstrations, thereby transcending the limitations of the capabilities and knowledge of LLMs.
The sampling algorithm used for the transferred demonstration sampling is the same as the source
sampling, with the optimization objective defined by Equation 2. The sampled demonstrations are
considered as the final output of our transfer method.

4 EXPERIMENTS

4.1 EXPERIMENT SETUP

4.1.1 DATASET

We use the Super-NaturalInstructions dataset (Super-NI) (Wang et al., 2022) to validate our method,
which contains over 1, 600 tasks, allowing for a comprehensive evaluation of the model cross-task
generalization ability. Following previous work (Wang et al., 2024b), we conduct experiments on all
English tasks in Super-NI, including 756 tasks in the training set and 116 tasks in the test set. Based
on prior research (Wang et al., 2024b), we categorize all tasks in the test set into six categories to
better analyze the performance of our method across different tasks, as shown in Appendix D.

4.1.2 METRIC

Following the Super-NI setup, we use Rouge-L (RougeL) and Exact Match (EM) as the evaluation
metrics. RougeL measures the overlap between the predicted output and the reference answer, while
EM assesses whether the predicted output exactly matches the reference. Following Wang et al.
(2022), we mainly use RougeL as the evaluation metric, since EM is not suitable for tasks that can
be answered in multiple ways (e.g., summarization, title generation).

4.1.3 MODEL

We use BGE-EN-ICL (Chen et al., 2023a) to embed task definition and demonstrations for the
sampling, which is the state-of-the-art (SOTA) embedding model during our experiments. For
the transfer and inference, we use Llama3.1-8b-Instruct (Llama3.1-8b) (Dubey et al., 2024) and
GPT-4o (OpenAI et al., 2024) as the experimental models. Llama3.1-8b is one of the current
best-performing open-source LLMs. GPT-4o is one of the most powerful LLMs at present, which
achieves SOTA performance on multiple mainstream benchmarks. We mainly use Llama3.1-8b as
the model of our analysis experiments due to the high cost of GPT-4o.

4.1.4 BASELINE

To thoroughly evaluate the effectiveness, we compare ICTL with the following baselines:

• Zero: No demonstrations are provided during inference, using a zero-shot setting;
• Direct: Directly use the sampled source demonstrations without transferring;
• Single: Only use the single human-labeled example as the demonstration;
• Synthesis: Synthesize demonstrations from scratch based on the one example provided.

5



270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

Under review as a conference paper at ICLR 2025

Table 1: The main experiment results on Super-NI. For each category, we use RougeL for evaluation.
The best result for each category is highlighted in bold. Considering the high cost of GPT-4o, we
only adapt experiments on 12 tasks of the Super-NI test set for GPT-4o, where we randomly select
2 tasks for each category, as shown in Appendix D.

Model Category Zero Direct Single Synthesis ICTL

Llama3.1-8b

Classification 62.5 60.3 61.9 65.4 68.0
Comprehension 56.1 55.3 60.0 62.8 67.8
Dialogue 57.2 62.7 65.2 73.1 72.3
Extraction 43.4 38.7 48.3 53.2 51.2
Generation 38.4 34.6 41.1 42.3 45.8
Rewriting 46.6 32.6 58.1 60.5 61.0

Overall (EM) 36.9 35.6 39.7 41.9 44.0
Overall (RougeL) 52.0 48.8 54.7 57.8 60.3

GPT-4o

Classification 76.0 72.2 78.0 79.0 81.0
Comprehension 78.4 76.4 74.9 72.2 78.4
Dialogue 80.5 78.5 80.5 83.5 82.0
Extraction 72.7 65.2 73.0 71.0 70.9
Generation 39.1 38.4 42.6 44.5 45.4
Rewriting 65.3 59.3 79.6 80.2 80.7

Overall (EM) 49.2 44.6 49.4 49.7 51.8
Overall (RougeL) 68.7 65.0 71.4 71.8 73.1

4.1.5 IMPLEMENTATION DETAIL

During sampling, we first select 16 source tasks that are most similar to each target task. For each
target task, we sample 128 demonstrations from the source tasks to be transferred. Since Super-
NI labels more than one answer for some questions, we transfer each answer with the question
separately. For the transferred results, we sample 512 demonstrations for the inference. We employ
the 3-shot inference, selecting demonstrations for each test question based on the BM-25 similarity.
The reason for the parameter selection in this part is discussed in §4.4.

4.2 MAIN EXPERIMENT

As shown in Table 1, ICTL outperforms all baselines without transfer across different metrics and
models on most categories, showing the effectiveness of our method. Additionally, the results in the
table also reveal the following insights:

Baseline Compared to all baselines without transfer, our method achieves better performance,
demonstrating the effectiveness of transferring. Notably, ICTL brings 2.0% improvement on aver-
age compared to the Synthesis setting. This shows that the demonstrations synthesized by LLMs
from scratch are constrained by the capabilities and knowledge of LLMs themselves. In contrast,
ICTL overcomes this constraint by providing the labeled demonstrations of other similar tasks, low-
ering the capability and knowledge requirement. Additionally, the Direct setting directly using the
sampled results as demonstrations leads to worse performance compared to the Zero setting. This
indicates that transfer is necessary when using demonstrations from other tasks to enhance perfor-
mance, even if the sampled source demonstrations are highly similar to the target task.

Task ICTL improves performance across most task categories, proving its effectiveness. Specif-
ically, the performance improvement is more significant for tasks with a higher rate in all test data,
as there are sufficient similar source demonstrations for transfer, where the rates of different tasks
are shown in Appendix D. However, our method slightly underperforms compared to other settings
in the Dialogue and Extraction tasks. This is because these two tasks comprise only about 5% of the
total data, leading to lower-quality transfer results due to a lack of similar source demonstrations.
These findings suggest that it is important to use source demonstrations that are highly similar to the
target task, as discussed in detail in §4.4.3. To better observe the relationship between the source
and target tasks of various categories, we static the transfer status of ICTL in Appendix F.3.
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Metric On both the EM and RougeL metrics, ICTL results in performance improvements, demon-
strating its effectiveness. Compared to EM, the performance improvement on RougeL is more sig-
nificant. That is because EM is harder to improve since it requires the generated answer to be
completely identical to the reference answer, while RougeL allows for partial matches and flexibil-
ity in answer formats, providing credit for partially correct outputs, making it relatively easier to
improve.

Model With both Llama3.1-8b and GPT-4o, ICTL demonstrates performance improvements,
confirming its effectiveness on LLMs with different levels. Besides, compared to Llama3.1-8b, the
performance enhancement of GPT-4o is somewhat weaker. That is because, it can be observed
that even under the Zero setting without demonstrations, GPT-4o is already capable of effectively
addressing the tasks within Super-NI. Therefore, when the model struggles to adequately tackle the
target task on itself, ICTL can yield more significant performance gains.

4.3 ABLATION STUDY

Table 2: The ablation experiment results using
Llama3.1-8b for the following components: (i)
Transfer Verify: remove target verification; (ii)
Source Sample: sample source demonstrations
randomly; (iii) Target Sample: directly use the
verified target demonstrations without sampling.

Method EM RougeL

ICTL 44.0 60.3
- Target Verify 41.4(−2.6) 56.3(−4.0)
- Source Sample 41.7(−2.3) 56.8(−3.5)
- Target Sample 43.7(−0.3) 60.0(−0.3)

To verify the effectiveness of each component
in ICTL, we conduct ablation studies, where
the experimental results are shown in Table 2.
Based on the table, we analyze each ablation
study in order of its impact on performance,
from most to least significant.

Target Verify Removing transfer verification
results in the most significant performance drop
of 3.3% on average across two metrics. This in-
dicates that the quality of demonstrations trans-
ferred directly is relatively low, showing the ne-
cessity of the verification. There are two main
reasons for the low quality of demonstrations
transferred directly: (i) For many test tasks, especially those that can be answered in multiple ways,
it is difficult for LLMs to determine the format of the task, resulting in poor transfer results; (ii) Pre-
vious research (Min et al., 2022) shows that LLMs could generate responses according to their prior
experience during the pre-training while ignoring instructions, resulting in some generated results
not meeting the definition and format of the target task.

Source Sample Removing source sampling also causes a sharp performance drop of 2.9% on
average. This is because, without source sampling, our method uses random sampling of source
demonstrations, which leads to many dissimilar source demonstrations being sampled, decreasing
the performance. This result proves the necessity of sampling the source demonstrations according
to the similarity to the target task before the transfer. Besides, after removing source sampling, the
performance of ICTL is near the Synthesis setting. This shows that when the source demonstrations
provided are significantly different from the target task, LLMs are more inclined to synthesize results
by themselves without referring to the demonstrations provided.

Target Sample Removing target sampling has the least impact on performance, causing only a
0.3% decrease. This is because, considering that ensuring the similarity between the demonstration
and the question can effectively ensure the performance of ICL (Shum et al., 2023; Yang et al.,
2024), during the evaluation, we also select the demonstration corresponding to each question based
on BM-25, which overlaps with transfer sampling to a certain extent.

4.4 ANALYSIS

In this part, we analyze how different parameters affect the performance of ICTL to guide the selec-
tion of parameters in practical applications, as shown in Figure 3. To better observe the performance
changes brought about by ICTL with the change of different parameters, we use the Single setting as
our baseline. We also present the case study in Appendix G to present how ICTL transfer demon-
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Figure 3: The impact of different parameters on the performance of the Super-NI test set with ICTL
using Llama3.1-8b. 0 of the X-axis indicates the performance under the Single setting.

strations, and evaluate the performance of ICTL under human-labeled target task demonstrations
and cross-domain settings in Appendix F.5 and Appendix F.6.

4.4.1 SOURCE DEMONSTRATION SCALE

The scale of source demonstrations available for different practical applications varies, so we ana-
lyze the impact of different scales of source demonstrations on the performance of our method, as
shown in Figure 3a. From the figure, we can see that: (i) When the scale of the source demonstration
sampling is smaller than 128, the overall experimental results exhibit an upward trend, demonstrat-
ing that increasing the amount of source demonstrations can effectively enhance the performance of
our method; (ii) When the sampling scale exceeds 128, there is a slight decrease in performance,
indicating that further addition of new source demonstrations does not continue to improve per-
formance, as the number of demonstrations similar to the target task is limited. Therefore, when
obtaining demonstrations of source tasks, it is necessary to obtain as many demonstrations as possi-
ble to ensure that there are enough different abilities or knowledge for the target task.

Notably, compared to not using transfer learning, even transferring using one source demonstration
can also effectively improve the performance of the target task. This is because: (i) Even using
one single source demonstration, we can also synthesize a large amount demonstrations of the target
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task, resulting in a high-quality demonstration pool and thus better performance than without transfer
learning; (ii) Previous research (Kim et al., 2022; Wang et al., 2024a) and the Synthesis setting of
Table 1 show that even without source demonstrations, LLMs can still synthesize demonstrations
based on the inherent knowledge of themselves, thereby enhancing inference performance.

4.4.2 SOURCE TASK SCALE

The scale of source tasks that can be obtained varies in practical applications, so we analyze the
impact of different task scales on the performance of ICTL. The experimental results are shown in
Figure 3b, from which we can see that: (i) When the scale of source tasks is less than 16, the overall
performance exhibits an upward trend, while when the scale exceeds 16, the performance starts
to decline sharply, showing that blindly increasing the scale of the source task cannot bring about
continuous improvement and the importance of ensuring the similarity between the source and the
target tasks; (ii) Compared to the source demonstration scale, the performance degradation is more
pronounced with the increase in source task scale, since the scale of source tasks similar to the
target task is limited, whereas simply increasing the scale of tasks, rather than the demonstrations,
introduces more irrelevant information, leading to a more significant decrease in the quality of the
transferred demonstrations and the inference performance.

4.4.3 TASK SIMILARITY RANK

Considering there could be many new tasks emerging in future research and applications, to ex-
plore the adaptability of ICTL to new tasks, we conduct experiments to examine the impact of the
similarity between the source and target tasks on performance. We rank the Wasserstein distance
of the embedding vectors of the source and target task definition in descending order, selecting the
1st, 10th, 100th, and last-ranked (756th in the Super-NI train set) source tasks to be transferred. The
experimental results are shown in Figure 3c, from which we can observe the following: (i) When the
similarity ranking of the source tasks is within the top 10, the performance of our method does not
fluctuate significantly, since there exists multiple source tasks similar to those in the Super-NI test
set, resulting in transferred demonstrations of comparable quality; (ii) After the similarity ranking
exceeds 10, the performance of our method begins to decline sharply, indicating that demonstra-
tions of tasks with large gaps can not help the target task, showing the importance of ensuring the
similarity between the source tasks and target tasks.

4.4.4 TARGET TRANSFER SCALE

Due to the computational resource limitation in practical applications, the scale of the transferred
demonstrations could be limited. Therefore, we evaluate the performance of ICTL under different
scales of transferred demonstrations, as shown in Figure 3d. From the figure, we can observe the
following: (i) In cases where only one single demonstration is transferred, the model performance
decreases compared to without transfer, since the quality of the single transferred demonstration is
lower than the provided example labeled by humans, leading to a performance decline; (ii) Even only
obtains 10 demonstrations by transferring, our method achieves better performance than no transfer,
whereas the scale of transferred demonstrations increases, the performance improves accordingly,
demonstrating the necessity of sufficient transferring; (iii) However, after the transferred demon-
strations reach a certain scale, the model performance plateaus, since the information contained in
the sampled source demonstrations is fully represented with 512 transferred demonstrations, and
further increasing the scale does not yield new high-quality demonstrations, while the performance
is reduced since mixing more low-quality demonstrations.

5 CONCLUSION

In this paper, motivated by transfer learning, we propose ICTL, which synthesizes the demonstra-
tions of the target task by transferring the similar labeled demonstrations, addressing the constraint
that synthesizing from scratch with LLMs is limited by the capabilities and knowledge of LLMs.
We first present an optimization objective for sampling source demonstrations, aiming to minimize
transfer errors by ensuring that sampled demonstrations are highly similar to the target task. Sub-
sequently, we transfer the sampled demonstrations to the target task using LLMs without human
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involvement, taking the sampled results and the target task definition as the input. Experiments on
Super-NI demonstrate that our method achieves an average improvement of 2.0% over demonstra-
tions synthesized without transfer, validating its effectiveness. Additionally, analysis confirms that
our method ensures a high similarity between sampled source demonstrations and the target task,
proving the effectiveness of our proposed optimization objective.

REFERENCES

Dimitris Bertsimas and John Tsitsiklis. Simulated annealing. Statistical Science, 8(1):10–15, 1993.

Shuaichen Chang and Eric Fosler-Lussier. Selective demonstrations for cross-domain text-to-
SQL. In Houda Bouamor, Juan Pino, and Kalika Bali (eds.), Findings of the Association for
Computational Linguistics: EMNLP 2023, pp. 14174–14189, Singapore, December 2023. As-
sociation for Computational Linguistics. doi: 10.18653/v1/2023.findings-emnlp.944. URL
https://aclanthology.org/2023.findings-emnlp.944.

Jianlv Chen, Shitao Xiao, Peitian Zhang, Kun Luo, Defu Lian, and Zheng Liu. Bge m3-embedding:
Multi-lingual, multi-functionality, multi-granularity text embeddings through self-knowledge dis-
tillation, 2023a.

Wei-Lin Chen, Cheng-Kuang Wu, Yun-Nung Chen, and Hsin-Hsi Chen. Self-ICL: Zero-shot in-
context learning with self-generated demonstrations. In Houda Bouamor, Juan Pino, and Kalika
Bali (eds.), Proceedings of the 2023 Conference on Empirical Methods in Natural Language Pro-
cessing, pp. 15651–15662, Singapore, December 2023b. Association for Computational Linguis-
tics. doi: 10.18653/v1/2023.emnlp-main.968. URL https://aclanthology.org/2023.
emnlp-main.968.

Qingxiu Dong, Lei Li, Damai Dai, Ce Zheng, Jingyuan Ma, Rui Li, Heming Xia, Jingjing Xu,
Zhiyong Wu, Baobao Chang, Xu Sun, Lei Li, and Zhifang Sui. A survey on in-context learning,
2024. URL https://arxiv.org/abs/2301.00234.

Wenyu Du, Shuang Cheng, Tongxu Luo, Zihan Qiu, Zeyu Huang, Ka Chun Cheung, Reynold Cheng,
and Jie Fu. Unlocking continual learning abilities in language models, 2024. URL https:
//arxiv.org/abs/2406.17245.

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, Abhishek Kadian, Ahmad Al-Dahle, Aiesha
Letman, Akhil Mathur, Alan Schelten, Amy Yang, Angela Fan, Anirudh Goyal, Anthony
Hartshorn, Aobo Yang, Archi Mitra, Archie Sravankumar, Artem Korenev, Arthur Hinsvark,
Arun Rao, Aston Zhang, Aurelien Rodriguez, Austen Gregerson, Ava Spataru, Baptiste Roziere,
Bethany Biron, Binh Tang, Bobbie Chern, Charlotte Caucheteux, Chaya Nayak, Chloe Bi, Chris
Marra, Chris McConnell, Christian Keller, Christophe Touret, Chunyang Wu, Corinne Wong,
Cristian Canton Ferrer, Cyrus Nikolaidis, Damien Allonsius, Daniel Song, Danielle Pintz, Danny
Livshits, David Esiobu, Dhruv Choudhary, Dhruv Mahajan, Diego Garcia-Olano, Diego Perino,
Dieuwke Hupkes, Egor Lakomkin, Ehab AlBadawy, Elina Lobanova, Emily Dinan, Eric Michael
Smith, Filip Radenovic, Frank Zhang, Gabriel Synnaeve, Gabrielle Lee, Georgia Lewis Ander-
son, Graeme Nail, Gregoire Mialon, Guan Pang, Guillem Cucurell, Hailey Nguyen, Hannah
Korevaar, Hu Xu, Hugo Touvron, Iliyan Zarov, Imanol Arrieta Ibarra, Isabel Kloumann, Ishan
Misra, Ivan Evtimov, Jade Copet, Jaewon Lee, Jan Geffert, Jana Vranes, Jason Park, Jay Ma-
hadeokar, Jeet Shah, Jelmer van der Linde, Jennifer Billock, Jenny Hong, Jenya Lee, Jeremy
Fu, Jianfeng Chi, Jianyu Huang, Jiawen Liu, Jie Wang, Jiecao Yu, Joanna Bitton, Joe Spisak,
Jongsoo Park, Joseph Rocca, Joshua Johnstun, Joshua Saxe, Junteng Jia, Kalyan Vasuden Al-
wala, Kartikeya Upasani, Kate Plawiak, Ke Li, Kenneth Heafield, Kevin Stone, Khalid El-Arini,
Krithika Iyer, Kshitiz Malik, Kuenley Chiu, Kunal Bhalla, Lauren Rantala-Yeary, Laurens van der
Maaten, Lawrence Chen, Liang Tan, Liz Jenkins, Louis Martin, Lovish Madaan, Lubo Malo,
Lukas Blecher, Lukas Landzaat, Luke de Oliveira, Madeline Muzzi, Mahesh Pasupuleti, Man-
nat Singh, Manohar Paluri, Marcin Kardas, Mathew Oldham, Mathieu Rita, Maya Pavlova,
Melanie Kambadur, Mike Lewis, Min Si, Mitesh Kumar Singh, Mona Hassan, Naman Goyal,
Narjes Torabi, Nikolay Bashlykov, Nikolay Bogoychev, Niladri Chatterji, Olivier Duchenne, Onur
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Julien Rabin, Gabriel Peyré, Julie Delon, and Marc Bernot. Wasserstein barycenter and its applica-
tion to texture mixing. In Alfred M. Bruckstein, Bart M. ter Haar Romeny, Alexander M. Bron-
stein, and Michael M. Bronstein (eds.), Scale Space and Variational Methods in Computer Vision,
pp. 435–446, Berlin, Heidelberg, 2012. Springer Berlin Heidelberg. ISBN 978-3-642-24785-9.

Ievgen Redko, Amaury Habrard, and Marc Sebban. Theoretical analysis of domain adaptation with
optimal transport. In Michelangelo Ceci, Jaakko Hollmén, Ljupčo Todorovski, Celine Vens, and
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A PROVE OF EQUATION 3

In this section, we present the proof of Equation 3. The proof includes three parts. First, we discuss
how to measure the transfer error when transferring across multiple source tasks. Next, we address
how to measure the discrepancy between the source tasks and the target task, denoted as W (µ̂S , µ̂T ).
Finally, we combine the existing results to derive Equation 3.

ϵT (ĥα) ≤ min
h

ϵT (h) + c1 + 2

N∑
i=1

αi (W (µ̂Si , µ̂T ) + λi + c2) (4)

Suppose α = {αi} represents the proportion of each source task, c1, c2 are dependent on
n,NSi

, NT , and λi = minh(ϵSi
(h)+ϵT (h)) denotes the joint error of each source task Si. Based on

Equation 1, the previous work (Redko et al., 2017) has proved that, for the transfer learning across
multiple source tasks, the error satisfies Equation 4.

µ̂S = argmin
{µ̂Si

}N

N∑
i=1

αiW (µ̂Si
, µ̂T ) (5)

To minimize the error, we aim to minimize the upper bound of the error. Since minh ϵT (h) ≤∑N
i=1 αiϵT (hSi

), and
∑N

i=1 αiλi ≤
∑N

i=1 αiϵT (hSi
) + αiϵSi

(h), by replace ϵT (hSi
) with Equa-

tion 1, and ignoring the terms related to the error of source tasks and constants unrelated to µ, we
can obtain Equation 5. Equation 1 defines how to sample the target demonstrations given the source
demonstrations. Then, we discuss the upper bound of the value of Equation 1, where we can adjust
the source demonstrations to minimize the upper bound, thereby lowering the transfer error.

Theorem 1 Let xS , xT represent the representation vectors of the task definition of S and T . If

µ̂T = argmin
µ̂

W (µ̂, µ̂S) +W (µ̂, xT ),

then
W (µ̂S , µ̂T ) ≤ 6W (µ̂S , xT ) +W (xS , xT ).

Proof 1 Let µ̂S,T represent the empirical distribution of the subset sampled from XS , which has the
data most close to xT . It is obvious that W (µ̂S,T , xT ) ≤ W (µ̂S , xT ).

Because µ̂T = argminµ̂ W (µ̂, µ̂S) +W (µ̂, xT ), we can get:

W (µ̂T , µ̂S) +W (µ̂T , xT ) ≤ W (µ̂S,T , µ̂S) +W (µ̂S,T , xT )

≤ W (µ̂S,T , µ̂S) +W (µ̂S , xT )

≤ W (µ̂S,T , xT ) + 2W (µ̂S , xT )

≤ W (µ̂S,T , µ̂T ) +W (µ̂T , xT ) + 2W (µ̂S , xT )

Erase W (µ̂T , xT ) on both sides of the unequal sign, we can get:

W (µ̂T , µ̂S) ≤ W (µ̂S,T , µ̂T ) + 2W (µ̂S , xT )

≤ W (µ̂S,T , xT ) +W (µ̂T , xT ) + 2W (µ̂S , xT )

≤ 3W (µ̂S , xT ) +W (µ̂T , xT ) +W (µ̂T , µ̂S)

≤ 3W (µ̂S , xT ) +W (µ̂S,T , µ̂S) +W (µ̂S,T , xT )

≤ 5W (µ̂S , xT ) +W (µ̂S,T , xT ) +W (xT , xS)

≤ 6W (µ̂S , xT ) +W (xT , xS)

Thus, we conclude:
W (µ̂T , µ̂S) ≤ 6W (µ̂S , xT ) +W (xT , xS).
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Theorem 1 provides an upper bound for measuring the difference between the demonstrations of the
target task and the source task in task transfer, based on the discrepancy between the task definitions
of the source and target tasks. The reason this measurement holds is that the demonstrations for
the target task are entirely transferred from the source demonstrations and the target task definition,
meaning they can describe its characteristics. By substituting Theorem 1 into Equation 5, we can
derive Equation 3.

B PROMPTS OF ICTL

Table 3: The prompt of transfer.

The Prompt of Transfer of ICTL

Convert an example from Task A into an example for Task B, ensuring that both examples are
consistent in terms of domain and knowledge. A sample for Task A is provided below. Please create
a corresponding example for Task B, while maintaining the same domain and knowledge context.
The definition of Task A: {task a definition}
The definition of Task B: {task b definition}

—

For example, given the following example for Task A:
Input:
{task A question demo}
Reason:
{task A rationale demo}
Answer:
{task A answer demo}

The corresponding example for Task B could be:
Input:
{task B question demo}
Reason:
{task B rationale demo}
Answer:
{task B answer demo}

—

Based on the above example, please transfer the following example from Task A to Task B:
Input:
{task A question}
Answer:
{task A answer}

Your output format should be as follows:
Input:
<Converted input of Task B >
Reason:
<Explanation of the converted >
Answer:
<Converted answer of Task B >

The prompts we used in ICTL are shown in Table 3, Table 4 and Table 5.

C ALGORITHM FOR DATASET SAMPLING

In this section, we introduce the specific design of the randomized algorithm for sampling. The
algorithm utilizes simulated annealing (Bertsimas & Tsitsiklis, 1993) to optimize the sampling of
demonstrations most similar to the target task with low computational costs.
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Table 4: The prompt of verification.

The Prompt of Verification of ICTL

Given a task description, several examples, and a pre-synthesized example, evaluate whether the
pre-synthesized example matches the format and functionality of the provided examples and aligns
with the task description. Based on the evaluation, determine whether the pre-synthesized example
is ”Qualified”
You should check the pre-synthesized example based on the following criteria:
1. Format Consistency: Does the pre-synthesized example follow the format of the provided exam-
ples?
2. Task Fulfillment: Does the pre-synthesized example fulfill the requirements of the task descrip-
tion?
3. Functional Accuracy: Are the input and output in the pre-synthesized example consistent with
those in the provided examples?
If the pre-synthesized example meets all the criteria above, return: ”Qualified.”
If the pre-synthesized example fails to meet any of the criteria, return: ”Unqualified.”
Think it step by step.

Task Description:
{definition}

Examples:

Input:
{input demo}
Reason:
{reason demo}
Answer:
{answer demo}

—

...

—

Pre-synthesized Example:
Input:
{input transferred}
Reason:
{reason transferred}
Answer:
{answer transferred}

Simulated annealing is a probabilistic global optimization algorithm that initially accepts suboptimal
solutions at high temperatures to avoid local optima. As the temperature gradually decreases, the
algorithm converges. The initial solution is generated through random sampling, where samples
from the given demonstrations are randomly selected as the starting candidate solution. We use
Equation 3 and Equation 2 as the score function to evaluate the quality of random sampling from the
given demonstrations, where we calculate the Wasserstein distance following Rostami et al. (2023).

During each iteration, the algorithm perturbs the current candidate solution to generate a new one.
If the algorithm fails to find a better solution after several attempts, the perturbations are triggered
to escape local optima. Whether the perturbed candidate is accepted depends on the difference in
scores between the new and current solutions. Even if the new candidate is worse, there is a certain
probability it is accepted. This probability decreases as the temperature drops, promoting sufficient
search space exploration.

The annealing process starts with an initial temperature of 1.0, with a cooling rate of 0.99. The tem-
perature decays after each iteration until it reaches the minimum value of 10−4, at which point the
algorithm stops. Additionally, we set a threshold: if no better solution is found after 100 iterations,
large-step perturbations are applied. Although our method demands the additional cost for comput-
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Table 5: The prompt of inference.

The Prompt of Inference of ICTL

{task definition}
Here are some demonstrations of the task:

—

Input:
{input demo}
Reason:
{reason demo}
Answer:
{answer demo}

—

...

—

Based on the above demonstrations, please generate a response to the following question.
Your output format should be as follows:
Reason:
<Explanation of the answer >
Answer:
<Your answer >
Think it step by step.

Input:
{input user}

ing simulated annealing compared with the general ICL methods, these costs are offline, where our
method has the same inference cost as other general ICL methods.

D CATEGORY OF SUPER-NI TEST TASKS

Table 6: Category of the Super-NI test set. The tasks used for GPT-4o experiments are marked in
bold.

Category Task ID

Classification 20, 50, 190, 199, 200, 201, 202, 226, 232, 233, 242, 290, 349, 391, 392, 393,
520, 614, 623, 640, 641, 642, 738, 827, 828, 890, 935, 936, 937, 970, 1344,
1385, 1386, 1387, 1388, 1393, 1439, 1442, 1516, 1529, 1554, 1612, 1615,
1624, 1640

Comprehension 33, 133, 249, 304, 329, 330, 401, 648, 891, 892, 893, 1390, 1391, 1664

Dialogue 362, 879, 880, 1394, 1531, 1533, 1534

Extraction 36, 39, 281, 613, 620, 645

Generation 102, 219, 220, 288, 418, 500, 510, 569, 602, 619, 677, 743, 760, 769, 957,
1152, 1153, 1154, 1155, 1156, 1157, 1158, 1159, 1161, 1342, 1356, 1358,
1407, 1409, 1540, 1586, 1598, 1631, 1659, 1728

Rewriting 34, 35, 121, 402, 442, 670, 671, 1195, 1345, 1557, 1562, 1622

The category of the Super-NI test set is shown in Table 6, where we follow the category of Wang
et al. (2024b). To better observe the impact of demonstration volume on transfer performance, we
also count the distribution of demonstrations corresponding to different categories of tasks in the
Super-NI test set, as shown in Figure 4.
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Figure 4: Category distribution of the Super-NI test set.

E EFFICIENCY ANALYSIS OF ICTL

E.1 EFFICIENCY OF DEMONSTRATION SYNTHESIS

In this section, we provide a detailed analysis of the computational efficiency of ICTL. Our goal
is to analyze how the efficiency of source sampling and target transfer impacts the overall runtime
and resource utilization, particularly in terms of the source demonstration scale and model inference
time.

Let Ns represent the total scale of the source demonstrations, NS
s the scale of the sampled source

demonstrations, and NS
t the scale of the sampled target demonstrations. The symbol cθ denotes the

time taken by the sampling algorithm to process one single data with parameter θ. Similarly, cM
represents the time for the model M to process a single data.

cθNsN
S
s + cMNS

s + cMNS
s + cθN

S
s N

S
t (6)

Then, we can represent the total computational cost with Equation 6. In Equation 6, the first term
represents the efficiency of source sampling, the second term corresponds to the target transfer,
the third term describes the transfer verification, and the fourth term reflects the efficiency of the
sampling of the synthesized demonstrations.

(cθNs + 2cM)NS
s + cθN

S
s N

S
t (7)

Based on Equation 6, we can derive Equation 7. From the equation, it can be observed that the total
runtime is primarily dependent on NS

s , which is the scale of the sampled demonstrations. Therefore,
when computational resources are limited and the overall scale of the source demonstrations Ns is
large or the model inference time cM is high, we can reduce NS

s to improve efficiency.

E.2 EFFICIENCY OF INFERENCE

Setting Zero Direct Single Synthesis ICTL

Average Tokens 95.7 257.3 156.7 278.7 262.3

Table 7: The average input token number during inference under different settings on Super-NI.

To evaluate the efficiency of ICTL during inference, we calculate the average input token numbers
under different settings, as shown in Table 7. From the table, we can see that, during inference,

20



1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133

Under review as a conference paper at ICLR 2025

the average token number of our method is similar to Direct and Synthesis. This is because, the
demonstration generation is offline, where during the inference, we only need to sample question-
related demonstrations from the generation results, having a similar efficiency to the general ICL
methods.

F FURTHER ANALYSIS EXPERIMENT

F.1 PERFORMANCE OF DIFFERENT SOURCE SAMPLING METHODS

Retriever Direct ICTL

BM25 Robertson & Zaragoza (2009) 46.2 55.8
Contriever Lei et al. (2023) 46.5 56.3
Dr.ICL Luo et al. (2023) 48.4 58.7
ICTL 48.8 60.3

Table 8: The RougeL of ICTL filtering source task data with different retrieval methods under two
settings (Direct, ICTL) on Super-NI using Llama3.1-8b. The best performance is marked in bold.

To further prove the effectiveness of ICTL, we compared the demonstration transfer performance
using different source task sampling methods. The experimental results are shown in Table 8, where
we can see that the sampling method of ICTL is better than other sampling methods, proving the
effectiveness of ICTL.

F.2 TARGET SAMPLING DIVERGENCE
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55.5

56
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Figure 5: RougeL on the Super-NI test set using the 32 different sets of randomly sampled trans-
ferred demonstrations with different values of Equation 2 using Llama3.1-8b. To better observe the
changes, we normalize the values of the X-axis.

To validate the effectiveness of Equation 2 as a sampling metric, we randomly sample 32 differ-
ent sets of synthesized demonstrations. For each set, 128 demonstrations are randomly selected for
each task, where the corresponding Equation 2 values and performance are shown in Figure 5. From
the figure, we can observe the following: (i) As the Equation 2 value increases, the model perfor-
mance shows a declining trend, indicating that the equation we proposed can effectively evaluate
the divergence between the source demonstrations, the target task definition, and the synthesized
demonstrations, which in turn helps assess model performance; (ii) The variation in all experimental
results is less than two points, suggesting that sampling synthesized demonstrations has a relatively
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Figure 6: The Sankey figure of the transfer between different source categories and target categories.
The category follows Wang et al. (2024b).

small impact on performance, matching the results in Table 2, since we also select the question-
related demonstrations during subsequent inference, which overlaps the effectiveness of the target
sampling.

F.3 THE TRANSFER BETWEEN SOURCE DEMONSTRATIONS AND TARGET DEMONSTRATIONS

To investigate the relationships between different source tasks and target tasks, we static the number
of target demonstrations corresponding to various source tasks after source sampling. The statistical
results are shown in Figure 6, from which we can see that: (i) Almost all source tasks contribute to
various target tasks, showing the necessity of sampling source demonstrations from different source
tasks; (ii) Among all source tasks, Generation provides significant assistance to all categories of
target tasks, indicating that the generalization capability of different source tasks to various target
tasks differs; (iii) All categories of source tasks contribute demonstrations to target tasks for transfer
learning, suggesting that when choosing source tasks to be sampled, it is essential to cover different
categories of tasks to help target tasks acquire diverse capabilities and domain knowledge.

F.4 PASS RATE OF TRANSFER VERIFICATION

Table 9: The pass rate of the transfer verification of ICTL on the Super-NI test set using Llama3.1-
8b.

Category Pass Rate (%)

Classification 85.6
Comprehension 68.4
Dialogue 76.5
Extraction 80.8
Generation 61.3
Rewriting 66.6

Overall 74.1

To verify the quality of the transfer results across different target tasks, we report the pass rates of
transfer verification across various task categories, as shown in Table 9. From the table, we can
observe that: (i) For all task categories, the synthesized demonstrations of ICTL achieve a pass rate
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of over 60%, indicating that the synthesized results generally satisfy the requirements of the target
tasks; (ii) Compared to tasks with more definite answers (e.g., Classification, Extraction), tasks
with more open-ended answers (e.g., Generation, Rewriting) exhibit lower pass rates, since during
transfer for these tasks, the model struggles to determine the appropriate answer format based on the
task definition, leading to poorer transfer results.

F.5 COMBINE ICTL WITH HUMAN-LABELING DEMONSTRATIONS

Table 10: The performance of ICTL with and without additional human labeling using Llama3.1-
8b. Single denotes only using the example of each target task. Multiple denotes using additional
human-labeled demonstrations provided by Super-NI.

Metric Single + ICTL Multiple + ICTL

EM 39.7 44.0 41.5 45.6
RougeL 54.7 60.3 57.6 60.4

To verify the performance of our method in the presence of human-labeled demonstrations, we con-
duct experiments using additional demonstrations labeled by humans. For each test task, we utilize
the dataset excluding the 100 test instances as the demonstration pool for the experiments. We per-
form two sets of experiments: one using only human-labeled demonstrations and the other combined
with the demonstrations transferred by ICTL. The experimental results are shown in Table 10. From
the table, we can see that compared to the results using only human-labeled demonstrations, our
method achieves further performance improvements, demonstrating the effectiveness in augmenting
demonstrations labeled by humans.

F.6 PERFORMANCE OF ICTL CROSS DIFFERENT DOMAIN

Table 11: The cross-domain performance of ICTL on BOSS (Yuan et al., 2023) under different
settings present in §4.1.4 using Llama3.1-8b. The performance of each category is evaluated with
RougeL. We delete all toxic detection questions because the security restrictions of the model we
use lead to refusal to answer questions with sensitive words. The best performance of each category
is marked in bold.

Category Zero Direct Single Synthesis Ours

Name Entity Recognition 28.2 84.4 85.0 84.6 85.4
Natural Language Inference 21.1 21.7 21.0 22.5 24.8
Question Answering 60.6 62.5 64.2 62.3 64.8
Sentiment Analysis 71.5 73.8 70.0 70.8 74.0

Overall (EM) 33.2 36.8 34.8 35.3 39.9
Overall (RougeL) 45.4 60.6 60.0 60.0 62.2

To evaluate the performance of ICTL across different domains for the same task, we conduct cross-
domain experiments. Since all different tasks of Super-NI exhibit some variation, we opt to use
BOSS (Yuan et al., 2023) for the experiments, which standardizes the input-output format for data
across different domains within the same task, allowing for a more accurate evaluation of cross-
domain performance. The experimental results are shown in Table 11, from which we can observe
the following: (i) Under the setting of the same task across different domains, our method still yields
performance improvements, demonstrating its effectiveness in cross-domain scenarios. (ii) Apart
from our method, Direct achieves the best performance, since despite being in different domains,
the task and input-output format are identical, allowing the model to learn how to perform accurate
reasoning from demonstrations in other domains of the same task.

F.7 PERFORMANCE OF ICTL WITH SYNTHESIZED DEFINITIONS

Considering that humans could label no task definition in the real application, we discuss the perfor-
mance of ICTL using the synthesized definitions in this section. We employ Auto-ICL Yang et al.
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Definition EM RougeL

Auto-ICL 42.3 59.1
Human-Labeled 44.0 60.3

Table 12: The performance of ICTL using task definitions synthesized by LLMs and labeled by
humans on Super-NI.

(2024) to synthesize task definition, where the experiment results are shown in Table 12. From the
table, we can find that the performance degradation caused by synthetic definition is not significant.
This is because the performance of our method is not particularly sensitive to the similarity between
the source task and target task definitions, as shown in Figure 3c.

G SYNTHESIS CASE STUDY

Table 13: The case study of the capability transfer for the classification task.

Source Data

Definition

QA ZRE Question Generation on Subject Relation:
You will be given a context, a subject and a relation. Your task
is to generate a question based on the subject and relation. The
generated question should include the given subject. Try to use a
minimum number of words that are not present in either context,
subject or relation while generating question.

Input

Context : Blind Company was shot in Bicheno, Tasmania in
September 2008.
Subject : Blind Company
Relation : narrative location

Output Which place is Blind Company in?

Transferred Data

Definition

Scitail1.1 Classification:
You are given two sentences. You have to find if there is entailment
or agreement of the Hypothesis by the Premise. From the given
pair of sentences, you should identify if there is enough informa-
tion in the Premise to support the claim made in the Hypothesis.
The Premise may not exactly be the same as Hypothesis. Your
task is to return ’entails’ if the premise supports hypothesis else
return ’neutral’.

Input
Premise: Blind Company was shot in Bicheno, Tasmania in
September 2008.
Hypothesis: Blind Company is in Bicheno.

Output entails

In this section, we conduct a case study on the data transferred by ICTL to gain a deeper un-
derstanding of how task transfer is performed. We investigate from two perspectives: capability
transfer (Table 13, Table 15) and domain transfer (Table 14, Table 16). From these cases, we can
observe that: (i) Capability transfer generally occurs when the source and target tasks are highly
similar, where when the definition or format of the source and target tasks are similar, our method
can effectively understand the meaning of the source task and apply it to the target task; (ii) Domain
transfer occurs when there is a significant difference between the source and target tasks, where the
model leverages the original input information from the source task, which includes domain knowl-
edge, while the answers or other information for the target task are generated independently by the
model.

H BAD CASE STUDY

To better understand how ICTL enhances reasoning performance, we analyzed a bad case of Super-
NI, as shown in Figure 7. The figure illustrates that without ICTL, the model erroneously focuses
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Table 14: The case study of the domain transfer for the classification task.

Source Data

Definition

XLWIC True or False Answer Generation:
In this task, you are given a word, followed by two sentences. Your
task is to figure out whether both the sentences use the aforemen-
tioned word with the same meaning. You should respond with
’True’ if the words in both sentences share the same meaning, and
’False’ otherwise.

Input
spring
Sentence1: I spent my spring holidays in Morocco.
Sentence2: He will hold office until the spring of next year.

Output False

Transferred Data

Definition

ANLI R2 Entailment:
In this task, you will be presented with a premise and a hypothesis
sentence. Determine whether the hypothesis sentence entails (im-
plies), contradicts (opposes), or is neutral with respect to the given
premise. Please answer with ”Contradiction”, ”Neutral”, or ”En-
tailment”.

Input
Premise: The spring season is a time of renewal and growth, often
associated with warmer weather and longer days.
Hypothesis: He will hold office until the spring of next year.

Output Neutral

Table 15: The case study of the capability transfer for the generation task.

Source Data

Definition

Para-NMT Paraphrasing:
This is a paraphrasing task. In this task, you’re given a sentence
and your task is to generate another sentence which express same
meaning as the input using different words.

Input someone other than the owner must have known it .

Output someone , outside the owner , must have known about that .

Transferred Data

Definition

Ollie Sentence Answer Generation:
Given two noun phrases (arguments) and relationship between
them, form a sentence that expresses these arguments with the
given relationship.

Input
Relationship: ’known’
Argument/Subject 1: ’someone other than the owner’
Argument/Subject 2: ’it’

Output someone other than the owner must have known it.

on the phrase “worked fine”, leading to an incorrect answer. However, with ICTL, the model
is guided to more comprehensively evaluate the user input, thereby producing the correct result.
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Table 16: The case study of the domain transfer for the generation task.

Source Data

Definition

Peixian Rtgender Sentiment Analysis:
Given a ’poster’ sentence and a corresponding ’response’ (often,
from Facebook or Reddit)classify the sentiment of the given re-
sponse into four categories: 1) Positive, 2) Negative, 3) Neutral,
and 4) Mixed if it contains both positive and negative.

Input
Poster: La edad hace de las suyas con mis ojitos. Aging is getting
to my eyes. OMG!!!!
Responser: sorryy jeje eso dije

Output Neutral

Transferred Data

Definition

Reddit Tifu Title Summarization:
In this task, you are given a Reddit post as a text. Your task is to
generate a title for this text. The title should start with T̈IFU by,̈
followed by a situation that caused humor. The title should contain
7-12 words, ideally.

Input Text: La edad hace de las suyas con mis ojitos. Aging is getting to
my eyes. OMG!!!!

Output TIFU by letting aging ruin my eyes in seconds

Target Task: Analyze the 
sentiment of the review.
Target Input: The product works 
fine, but the delivery was delayed 
by two weeks, which was 
frustrating.

Answer: The review mentions that 
"the product works fine," which is a 
positive statement about the 
product's functionality. So the 
answer is Positive.

Answer: While the user say the 
product works fine, the frustration 
over the delayed delivery 
dominates the sentiment of the 
review. So the answer is Negative.

Source Task:Generate a sentence 
of the given sentiment.
Source Input: Negative
Source Output: The product was 
defective and I had to return it. 
Very disappointing.

Transferred Input: The product 
was defective and I had to return it. 
Very disappointing.
Transferred Output: Negative

 Inference

 Demonstrate

 Transfer

    Inference

Figure 7: A case of Super-NI without (left) and with (right) ICTL. The correct answer is marked in
green and the incorrect answer is marked in red.

26


	Introduction
	Related Works
	Demonstration Synthesis
	Deep Transfer Learning

	Methodology
	Source Sampling
	Optimization Objective for Source Sample
	Sampling with Equation 3

	Target Transfer

	Experiments
	Experiment Setup
	Dataset
	Metric
	Model
	Baseline
	Implementation Detail

	Main Experiment
	Ablation Study
	Analysis
	Source Demonstration Scale
	Source Task Scale
	Task Similarity Rank
	Target Transfer Scale


	Conclusion
	Prove of Equation 3
	Prompts of ICTL
	Algorithm for Dataset Sampling
	Category of Super-NI Test Tasks
	Efficiency Analysis of ICTL
	Efficiency of Demonstration Synthesis
	Efficiency of Inference

	Further Analysis Experiment
	Performance of Different Source Sampling Methods
	Target Sampling Divergence
	The Transfer between Source Demonstrations and Target Demonstrations
	Pass Rate of Transfer Verification
	Combine ICTL with Human-Labeling Demonstrations
	Performance of ICTL cross Different Domain
	Performance of ICTL with Synthesized Definitions

	Synthesis Case Study
	Bad Case Study

