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Abstract

Artificial Intelligence and autonomous systems that use it have an
established impact on society and individuals. Their behaviour and the
decisions they make on our behalf are increasingly in need of moral consid-
erations. If machines are to have moral sensitivity or make moral choices,
we need to consider the question of morally relevant information that
needs to be made available for their use. Currently morally relevant in-
formation is not seriously considered with different people using different
data structures to represent different aspects of it. This work motivates
the need to develop formal specifications of morally relevant information
supplied for the use by machines.

1 Introduction

Artificial intelligence (AI) is a concept that today is used both to indicate the
research field and a special type of computational artefact that has some prop-
erties of behaviour we attribute to intelligence. Among else, AI research is
focused on the problem of using computation to automate tasks that require
intelligence [Bellman, 1978]. AI and machine learning applications in particular
have demonstrated the potential to change how we do things [Bengio et al.,
2021]. However, “the greater the freedom of a machine, the more it will need
moral standards” [Picard, 1997]. As a result we have witnessed a sharp rise in
interest in the AI value alignment problem [Gabriel, 2020] and AI ethical impact
[Slavkovik, 2021].

The AI alignment problem is the problem of ensuring that the research,
development, deployment, procurement and use of AI is aligned or guided by
a set of (ethical) values. AI ethics is an umbrella term encompassing various
research efforts towards ensuring a non negative ethical impact of AI [Dignum,
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Figure 1: An illustration of a possible AI supported (moral) decision making by
an autonomous system

2019]. Somewhere in the intersection of these two research directives we find
machine ethics which is a research field that “is concerned with the behaviour of
machines towards human users and other machines” [Anderson and Anderson,
2007]. Within computer science, the main problem of machine ethics is how to
automate moral decision-making and reasoning [Slavkovik, 2022].

Figure 1 depicts an illustration of the problem of automating moral decision
making. An autonomous system relies on a decision-making algorithm to select
what to do when operating in an environment. That algorithm needs to take
as input the informational and motivational attitudes that autonomous system
has as well as cues from the environment. The attitudes can include a machine
learning trained model, a large language model, etc.

The alignment problem here can be seen as: how to accomplish that the
behaviour of an algorithm is within specified value-informed parameters. Ma-
chine ethics, from the perspective of computer science, asks how can we make
that decision-making algorithm, a moral decision-making algorithm. A moral
decision-making algorithm would necessarily require to be provided with in-
formation on what is morally relevant. However, we have not yet made any
systematic attempt towards identifying what morally relevant information is in
the context of automating moral decision making, nor how that information
should be formally specified.

This work motivates the need for developing formal specifications of morally
relevant information (such as values) for the purpose of governing the ethical
behaviour of an algorithm and more specifically automating moral reasoning and
decision-making. In Section 2 we motivate the need for considering algorithmic
moral decision-making discuss some approaches to accomplishing moral machine
behaviour. In Section 3 we give an overview of the different data structures
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that are currently used to encode some aspect of what is morally relevant for
the use of some type of algorithmic moral-decision making. In Section 4 we
give some reasons why these encoding are insufficient and motivate the need to
invest efforts in considering formal specifications to represent morally relevant
information for machines.

2 Machine morality

The need for automating moral decision-making is clear: the speed, scale and
complexity of algorithmic decision-making surpasses human capabilities. At the
same time, that speed, scale and complexity presses new demands on making the
moral choices made in the decision-making processes more transparent, some-
thing that human decision-makers can struggle with [Conitzer, 2024]. Lastly, it
may be immoral not to automate moral decision-making. In areas in which it
is harmful for humans to operate, either physically or mentally, not automating
means prolonging human suffering. Consider for example the problem of con-
tent moderation in social media. Content moderation is the task of removing
highly disturbing content that is posted, such as for example beheadings, violent
pornography, and child abuse. Content moderation is psychologically texing on
people Spence et al. [2024] and it is difficult to moderate because it requires
that the moderator is capable of making moral evaluations [Gillespie, 2020].

The problem of algorithmic moral decision-making encapsulates challenges.
Even if it were clear what it means for a person to behave ethically, it is not clear
what does it mean for a machine to behave ethically, because the two may not be
the same [Hidalgo et al., 2021]. As a consequence, we have the issue of who gets
to decide what is moral for the machine to choose and how is that information
to be elicited in a way that is procedural ethical Baum [2020]. Assuming all
these challenges are solved, we are still left with the challenge of how to make
that morally relevant information available for an algorithmic input. Lastly,
it is necessary to be able to validate and/or verify that the decisions made by
the autonomous agent (moral decision-making algorithm) are indeed align and
accomplish the intended moral behavior [Dennis and Fisher, 2024]. Both of
these last challenges require the availability of formal specifications of morally
relevant information.

Formal specifications are used to represent such parameters. They are math-
ematical models of a system, its properties, behaviour, environment, require-
ments, etc. They are knowledge representations that have a syntax and seman-
tics and can be used to prove properties of the entity they specify as well as
automatically verify that the entity is in compliance with the requirement they
model.

Another way to consider the problem if algorithmic moral decision-making
is from an engineering perspective. To engineer moral behaviour in an au-
tonomous systems, we need have at least three “layers” in their architecture,
illustrated in Figure 2. The aligned layer specifies what we want to accomplish
in decision-making (beyond the rationality and optimisation requirements), such
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Figure 2: Engineering algorithmic moral-decision making

as for example, we want that our algorithmic decisions respect the freedom of
speech. We need to specify that requirement into a functional programming
code, such as if threshold value is greater than 500 then call function f . A
possible intermediary step is to consider first “instantiating” the alignment re-
quirements into some kind of rules or norms. These norms or rules are context
specific interpretations of the requirement. Ideally, the norms could then auto-
matically be “parsed” to obtain the functional programming code. The formal
specifications are required to accomplish this “normative” layer. The challenges
to accomplishing this specification are both the adequate level of abstraction
and the adequate expressivity of the specification language.

3 Specifications in use

People colloquially often use the term of moral or social value to give indica-
tions of what should guide a moral decision. For example, Gabriel [2020] defines
values as information (facts) about what is good or bad, what ought to be pro-
moted or suppressed from an ethical point of view (of an individual or society).
These terms are actually a misnomer because each conflates morally relevant
factor such as good, well-being, happiness, pleasure, desire-satisfaction etc.,
moral principle (guiding belief) such as fidelity, beneficence, justices, auton-
omy, explicability etc., and the value itself, which is “the degree in which a
thing fulfils the attributes contained in the intension of its concept” [Hartman,
1961]. Therefore we use the term “morally relevant information” to indicate all
three. We will refer to factors and principles jointly as “moral requirements”
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and consider value to be the degree to which the requirement is (expected or
predicted to be) satisfied by a certain decision option.

Morally relevant information is by nature contextual and ambiguous, and
sometimes also ambivalent. Consider for example the principle of justice [John-
ston, 2011]: the same action by the same actor can in one context promote
justice and in another hinder it, as well as have different set of consequences in
different contexts. Respect can be promoted by shaking a persons hang or by
not touching a person altogether.

Morally relevant information is by nature doxastic, in the sense that we have
to admit for the possibility that different actors may disagree on what is right
and what is wrong, what principle is more relevant to another and to which
degree an action or a state fulfils the attributes of a value or principle. Aspects
of morally relevant information have been specified and quantified in different
ways in machine ethics and AI ethics.

As quantitative measures. Specifying morally relevant information directly
as measures, requires quantifying the value of a specific requirement, which in
turn requires contextualising that requirement (interpreting it in a specified
decision context). It also requires awareness of what information is captured
and what is lost by the measure. One aspect of justice is fairness in making
decisions. There are dozens of quantitative measures of fairness with subsets of
measures that cannot be satisfied at the same time [Chouldechova and Roth,
2020]. These measures count and compare desirable and undesirable decisions
across different decision recipients. In algorithmic fairness of machine learning
we find numerous approaches to quantify the extent to which a decision-making
algorithm discriminates against protected groups, based on statistical measures
of frequency of type of decision outcomes made for members of the groups of
interest [Pessach and Shmueli, 2022].

As preferences. Values can be used to construct preferences or expressed as
preferences [Warren et al., 2011] that are then used to guide the choices that
are made by the decision-making algorithm. Preferences can be mathemati-
cally represented as orders over a set of options, actions, states, etc. Under this
interpretation, moral value preferences become the same data structure as pref-
erences that represent other desirable properties of options such as for example
payoffs, constraints, etc. Sen [1974] considers moral judgments to be orders
over preferences that inform about the utility of different options. Thus moral
judgement are thus specified as second order preferences. Moral judgements
are appraisals of an event, behaviour, or person in light of moral requirements
[Bello and Malle, 2023]. They can also be made from an observer perspective,
namely a decision-making agent can use existing moral judgements to apply to
available options and does not need to form their own.

As norms. Norms are rules and other social mechanisms that inform the be-
haviour of agents towards desired outcomes. They are “an instruction, in a
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given community, to (not) perform a behavior in a given context, provided that
a sufficient number of individuals in the community (i) demand, to a certain
degree, of each other to follow the instruction and (ii) do in fact follow this
instruction” [Bello and Malle, 2023]. Norms are constructed to accomplish ad-
herence to specific values. Norms are by design contextual. For example, both
the norm to shake hands and to not touch a person are promoting the value of
respect, but in different societies 1

Deontic logic is used to formally specify norms and the systems in which
they are applied Cuppens et al. [2020]. Deontic logic focuses on formal specifi-
cations of the obligations, permissions, and prohibitions, that in turn inform the
decision-making of an agent in a particular environment they share with other
agents. Norms have an influence on which option is chosen, they represent
moral or social requirements, but they alone are not a mechanism to evaluate
the degree to which the requirement they represent is satisfied.

As reward functions. Within the machine learning paradigm of reinforce-
ment learning [Sutton and Barto, 2018], one encounters specifications of morally
relevant information in terms of a reward function. An agent navigates through
different states of the world by choosing to perform certain actions and receiving
a reward or penalty for its choice. Reward function is a reinforcement signal
provided by the agent’s designer, or learnt (in the case of Inverse Reinforcement
Learning [Ng and Russell, 2000]) that accumulates from the received rewards.

The specification of morally relevant information as a reward function in-
volves identifying the right amount of reward (utility, quantity) to represent
how ethically right or wrong a particular action (or state) is [Noothigattu et al.,
2019]. This is accomplished either by human specification or by providing ex-
amples from which the reward function is learnt. The design of a reward signal
that incorporates morally relevant information, or an approach that adapts the
reward signal to be sensitive to morally relevant information is a growing area
of research in reinforcement learning [Vishwanath et al., 2024].

As data Lastly we need to morally relevant information specified as data.
These are statements, often expressed in natural language and labeled with a
moral value. These data points are then used to train a model that can classify
new statements of the same nature with the (hopefully right ) moral value [Jiang
et al., 2021]. Or with other words, a model that an algorithm can use to make
moral judgements. The motivation behind building such models, as they are
built today, is to aid people in their consideration of moral problems and not to
serve as a resource for algorithmic moral decision-making.

1Not only eastern vs western societies, but also commoners vs royals, you are not allowed
to touch the king.
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4 Morally relevant information need semantics

We here give some arguments to why Morally relevant information specifications
need to be formal and whey they are needed at all.

With the excepting of perhaps norms, the specifications presented in the
previous section are not formal, in the sense that there is not semantics defined
beyond what the data structure itself affords. This severely limits our capabil-
ities to do automated moral reasoning and algorithmic decision-making. One
may enable a machine to compare choices based on their adherence to a value,
but moral reasoning needs to take one step further, that is have a theory of
why one option is morally better. Namely, most of the moral dilemmas involve
situations in which the options conflict and cannot be discerned [Horty, 2003].
Even in deontic logic, what is specified and reasoned with is when the obliga-
tions, permissions and prohibitions apply; the “why” is left to the agent or the
environment and not modeled as part of the norm. The evaluation to which
degree is the norm adhered to by different decision options, is also left without
discussion, typically there being an underlying assumption that adherence is
binary: the norm is either followed or not. The value that motivates the norm
“dissapears” when the norm is created. To chose how to resolve conflicts more
structure is needed, such as for example argumentation theory [Liao et al., 2023].
But one can argue that it is the ability to justify the morality of an option in a
morally conflicting situation is an essential part of making moral decisions.

It can be observed that the machine ethics literature, and more generally the
value alignment literature, rarely make a distinction between values, factors an
principles, using the terms moral judgments, and moral judgments (and further
moral decisions, etc. [Bello and Malle, 2023]). Values point to the existence of
and ideal advisor that sets the value, normative reasoning assumes and consid-
ers a social institution that manages the norm establishment and compliance,
while moral judgements make more of a demand on recognising that different
individuals will have different points of view and that a moral judgement is
kind of like a considered judgment [Elgin, 1996]. The semantics and with that
differences between values, factors, principles, norms, moral judgments, moral
decision would be much clearer if a clear formal specification exist in the same
sense that the difference between knowledge and belief is clearly seen when both
are formally specified in modal logic. Beyond just a disciplinary clarity, a an
investment in semantics would also help compare and contrast related work in
the field of machine ethics, AI alignment, decision-making, normative reasoning
etc., a very difficult task as things stand today.

It has been argued in the literature that what informs the moral behaviour of
an AI agent should be subject of some type of representative collective decisions
obtained, for example by the process of reflective equilibrium [Awad et al., 2022]
or social choice [Baum, 2020, Adler, 2016, Botan et al., 2023]. Social choice in
particular offers a lot of algorithmic procedures for aggregating preferences and
judgments represented as logic formulas. The question, however, is whether
moral values are just regular preferences and opinions and more specifically is a
the concept of representative morally relevant information the same concept of
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morally representative social choice. If we look into utilitarian moral aggregation
[Hirose, 2014], early attempts in aggregating moral preferences [Adler, 2016] and
current efforts in AI alignment [Conitzer et al., 2024], it seems not.

We do not vote for which morality to follow in society, and citizens always
have the choice to follow their own moral judgement. However, AI computa-
tional artifacts are not personal to a user but to a user model, which means that
the moral behaviour we impose on that artefact (application, service, device)
impacts what moral options you as a citizen have. In other words, collectively
identified morally relevant information may have different individual impact
compared to the individual impact other decision made by social choice have.
That in turn changes the definition of what is representative collective choice
when the opinions are ethically pertinent information. Kenneth Arrow used
mathematics to axiomatise the properties of a social choice function that yields
representative options. A formal specification of morally relevant information
would allow for axiomatisation of social choice functions that yield representa-
tive moral values that can than be used in the functional layer when engineering
autonomous systems.

There is a need to make the moral behaviour of a computational artifact
dynamically specifiable, or different for different citizens. While at present one
can customize privacy settings on many services, at least in name if not in
function, there is no lever to allow you to choose more of gender equality less of
historical accuracy in your generated content today. A lot of ethical behaviour
and value adherence is promised by so called AI services, but checking whether
the adherence is true is difficult. Automated verification of behaviour is more
feasible when a formal specification of the property of interest is available Dennis
and Fisher [2024].

Beyond validating and verifying moral behaviour there is also the question
of faithfulness of representation. If we consider Figure 2 again, we need a way
to establish that a norm indeed brings about the ethical requirement and that
the programmed encoding really is an adequate implementation of a specified
norm.

5 Summary

AI alignment in general and machine ethics in particular are concerned with
achieving ethical behaviour from computational artefacts and entities. For a ma-
chine to be able to reason ethically and implement algorithmic moral decision-
making we need to supply it with a data structure that captures morally relevant
information. Formal specifications are particularly powerful data structures be-
cause they allow for automated reasoning. We here discussed how morally
relevant information is encoded and presented reasons why developing formal
specification for morally relevant information deserves more attention from re-
searchers in AI, autonomous systems, as well as formal ethics and formal phi-
losophy.
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