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Abstract

Evaluating text revision in scientific writing re-001
mains a challenge, as traditional metrics such002
as ROUGE and BERTScore primarily focus003
on similarity rather than capturing meaningful004
improvements. In this work, we analyse and005
identify the limitations of these metrics and ex-006
plore alternative evaluation methods that better007
align with human judgments. We first conduct008
a manual annotation study to assess the qual-009
ity of different revisions. Then, we investigate010
reference-free evaluation metrics from related011
NLP domains. Additionally, we examine LLM-012
as-a-judge approaches, analysing their ability013
to assess revisions with and without a gold ref-014
erence. Our results show that LLMs effectively015
assess instruction-following but struggle with016
correctness, while domain-specific metrics pro-017
vide complementary insights. We find that a018
hybrid approach combining LLM-as-a-judge019
evaluation and task-specific metrics offers the020
most reliable assessment of revision quality.021

1 Introduction022

Effective revision is a critical step in scientific writ-023

ing, ensuring clarity, coherence, and adherence to024

academic standards. The writing process typically025

consists of four stages: 1) Prewriting, 2) Draft-026

ing, 3) Revising, and 4) Editing (Jourdan et al.,027

2023). The revision stage involves substantial mod-028

ifications to improve readability, style, and formal-029

ity (Du et al., 2022; Li et al., 2022). This step030

is particularly critical, as poor writing quality can031

obscure research findings and often contributes to032

paper rejection (Amano et al., 2023). As illustrated033

in Figure 1, the revision task takes an original para-034

graph and an instruction specifying the required035

modification as input. The expected output is a036

revised paragraph that aligns with the given instruc-037

tion.038

Given the importance of this task, reliable evalua-039

tion is crucial. Like other text generation tasks, text040

Figure 1: Overview of the text revision task

revision is assessed using well-established metrics 041

such as ROUGE (Lin, 2004) or BERTScore (Zhang 042

et al., 2020). While embedding-based metrics (e.g., 043

BERTScore) capture some semantic similarity, they 044

still primarily focus on surface-level features and 045

lexical overlap, rather than capturing deeper as- 046

pects of text quality. 047

In text revision, similarity-based metrics alone 048

fail to fully capture revision quality. Beyond sur- 049

face similarity to a reference text, revision assess- 050

ment requires considering improvements over the 051

original version, meaning preservation, and adher- 052

ence to the instruction. Several studies have relied 053

on human evaluation to assess text revision sys- 054

tems (Du et al., 2022; Raheja et al., 2023, 2024; Ito 055

et al., 2020; Schick et al., 2023). However, human 056

evaluation is costly and time-consuming, making it 057

impractical for large-scale or iterative assessments 058

during system development. To address this limi- 059

tation, we explore alternative automatic evaluation 060

approaches that provide a more reliable and scal- 061

able assessment of revision quality. 062

Since text revision encompasses various sub- 063

tasks (e.g., paraphrasing, summarization, text sim- 064

plification, style transfer, grammar error correction 065

(GEC)) (Li et al., 2022; Raheja et al., 2024; Ito 066

et al., 2019; Kim et al., 2022), we first explore 067

reference-free evaluation metrics commonly used 068

to assess these tasks. These metrics compare the 069

original and revised texts directly, rather than re- 070

lying on a gold reference. Additionally, we ex- 071
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plore different LLM-as-a-judge approaches, which072

can incorporate the revision instruction and po-073

tentially approximate human reasoning. With the074

rapid growth of LLMs, these approaches are in-075

creasingly used for evaluating diverse tasks (Gu076

et al., 2024). However, prior studies have shown077

that LLMs experience performance drops when no078

gold reference is provided, sometimes being out-079

performed by simpler methods, making them less080

appealing (Doostmohammadi et al., 2024; Mita081

et al., 2024). In this work, we aim to evaluate082

whether these results generalise to the text revision083

task and investigate the impact of providing a gold084

reference. Our contributions are as follows:085

• We release ParaReval, a dataset of human pair-086

wise evaluations of generated revisions.1087

• We show that traditional similarity metrics fail088

to accurately evaluate text revision.089

• We demonstrate that LLM-as-a-judge can effec-090

tively assess instruction following without the091

need for a gold reference.092

• We find that similarity metrics complement093

LLM-as-a-judge in addressing challenging094

cases.095

• While LLM-as-a-judge performs best, we show096

that the ParaPLUIE metric (Lemesle et al., 2025)097

can serve as a cost-effective alternative for mea-098

suring meaning preservation.099

2 Related Work100

In this section, we categorise evaluation ap-101

proaches into three types: n-gram similarity met-102

rics, embedding-based similarity metrics, and103

LLM-as-a-judge methods.104

2.1 N-grams Similarity Metrics105

N-gram-based similarity metrics have been the stan-106

dard for evaluating text generation tasks. These107

metrics primarily measure lexical overlap between108

the generated text and the reference. However,109

they cannot capture semantic equivalence or im-110

provements made over the original text. The most111

commonly used n-gram-based metrics are:112

• BLEU (Papineni et al., 2002): Initially devel-113

oped for machine translation evaluation, BLEU114

has been widely used in text revision tasks (Du115

et al., 2022; Raheja et al., 2024; Jourdan et al.,116

1https://anonymous.4open.science/r/parareval-
5B84/parareval.jsonl

2024; Dwivedi-Yu et al., 2022; Mücke et al., 117

2023). 118

• ROUGE (Lin, 2004): Designed for summariza- 119

tion evaluation, ROUGE includes several vari- 120

ants, with ROUGE-L being the most commonly 121

used in text revision (Du et al., 2022; Jourdan 122

et al., 2024, 2025; Dwivedi-Yu et al., 2022). 123

• METEOR (Banerjee and Lavie, 2005): A uni- 124

gram matching metric for machine translation, 125

less sensitive to paraphrasing than BLEU. Used 126

in text revision by Mücke et al. (2023). 127

• GLEU (Napoles et al., 2015): A variant of 128

BLEU tailored for GEC, and used for text re- 129

vision in (Dwivedi-Yu et al., 2022; Raheja et al., 130

2023; Dwivedi-Yu et al., 2022). It takes the 131

source text into account, rewarding corrections 132

and crediting unchanged parts, while also penal- 133

izing ungrammatical edits. 134

• SARI (Xu et al., 2016): Designed for automatic 135

text simplification, it is the most commonly used 136

metric for evaluating text revision (Du et al., 137

2022; Raheja et al., 2023, 2024; Jourdan et al., 138

2024, 2025; Dwivedi-Yu et al., 2022). It com- 139

pares the system’s output to both the reference 140

and the source texts, rewarding correct additions, 141

deletions, and retention of words. 142

BLEU, ROUGE and METEOR metrics score 143

the similarity between the generated output and a 144

reference text. SARI and GLEU are the only met- 145

rics that consider the source text, which is essential 146

for assessing improvements in text revision. How- 147

ever, while they are interpretable, they struggle 148

with tasks requiring deeper semantic understand- 149

ing, such as evaluating instruction following or 150

measuring improvements over the original text. 151

2.2 Embedding similarity metrics 152

Embedding-based metrics like BERTScore (Zhang 153

et al., 2020), MoverScore (Zhao et al., 2019) or 154

SemDist (Kim et al., 2021) are designed to cap- 155

ture semantic similarity beyond surface-level lex- 156

ical overlap. These methods compare the embed- 157

dings of generated and reference texts to assess 158

their alignment. In text revision, only BERTScore 159

has been used (Mücke et al., 2023; Jourdan et al., 160

2024). It computes cosine similarity between con- 161

textualised embeddings from BERT for correspond- 162

ing words in reference and generated sentences. 163
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2.3 LLM-as-a-Judge Approaches164

Recent works have explored the use of LLM-as-165

a-judge for evaluating generation tasks to go be-166

yond surface similarity. These approaches treat167

evaluation as a judgment task, where an LLM168

assesses generated text based on multiple crite-169

ria. Several classification schemes have been pro-170

posed: Gu et al. (2024) propose to categorise them171

into Scores, Yes or No, Pair and Multiple choice.172

Zheng et al. (2023) propose three different varia-173

tions: pairwise comparison, single-answer grad-174

ing(score) and reference-guided grading.175

Notably, Doostmohammadi et al. (2024) pro-176

posed evaluating generated text on three dimen-177

sions: naturalness (does the generation sound nat-178

ural and fluent?), relatedness (is the generation179

related to the prompt and follow the required for-180

mat?), and correctness (is the generation correct?,181

with meaning varying by task). For text revi-182

sion evaluation, Mita et al. (2024) designed a one-183

question pairwise comparison prompt and tested184

it in a zero and few-shot settings. However, their185

results showed that this approach underperformed186

compared to a fine-tuned BERT classifier.187

For our LLM-as-a-judge approaches, we build188

on these works and we propose a combination of189

the three variations from (Zheng et al., 2023).190

3 Experimental Setup191

To examine the limitations of traditional similarity192

metrics, we first generate multiple revised outputs193

using various LLMs and manually evaluate them.194

3.1 Dataset195

We use the evaluation split of the ParaRev196

dataset (Jourdan et al., 2025), which contains 258197

pairs of revised paragraphs extracted from scien-198

tific articles revised by the authors themselves.199

Each paragraph is annotated with two different re-200

vision instructions, resulting in a total of 516 data201

points. Additionally, each paragraph is labelled202

with its revision intention type, which will be used203

in our analysis (i.e., Rewritting+{Light, Medium,204

Heavy}, Concision, Content Deletion). The205

full taxonomy is provided in Appendix A.206

3.2 Revision models207

To ensure a diverse set of revision outputs in terms208

of quality, we generate revised paragraphs for each209

original paragraph + instruction pair using 6 dif-210

ferent models. The models used are the following:211

• CoEdIT-XL, a T5-based model fine-tuned for 212

sentence revision (Raheja et al., 2023) 213

• Open foundation models: Llama 3 8B Instruct, 214

Llama 3 70B Instruct, Mistral 7B Instruct 215

v0.2 216

• Closed-source foundation models: GPT 4o 217

mini, GPT 4o 218

The prompts are provided in Appendix B. 219

3.3 Annotation task 220

To identify which metrics best reflect the true qual- 221

ity of revisions, we conducted a manual evaluation 222

comparing human judgments with automatic met- 223

ric scores. For this, we designed an annotation task 224

where human annotators compared pairs of revision 225

candidates and selected their preferred version. 226

We carried out the annotation with the help of 227

10 annotators: 3 professors and 7 PhD students, 228

all non-native English speakers but experienced 229

in both reading and writing scientific papers in 230

NLP. Each annotation instance consisted of two re- 231

vision suggestions for a given paragraph, produced 232

in Section 3.1, along with the corresponding revi- 233

sion instruction. Annotators answered a series of 234

questions to assess the quality of the revisions: 235

• Q1A and Q1B Relatedness x2: Did model A/B 236

address the instruction? {Yes strictly, Yes with 237

additional modifications, No} 238

• If it was your article and your instruction: 239

– Q2 Correctness: Which revisions would you 240

consider acceptable? {Both, A only, B only, 241

None} 242

– Q3 Preference: Which revision would you 243

prefer to include in your paper? {Both, A, B, 244

None} 245

• Category-Specific Evaluation, {Both, A, B, 246

None} are possible answers for each question: 247

– Rewriting light: Which model improves the 248

academic style and English the most? 249

– Rewriting medium: Which model improves 250

the readability and structure the most? 251

– Rewriting heavy: Which model improves the 252

readability and clarity the most? 253

– Concision: Which model manages the most to 254

give a shorter version while keeping all the 255

important ideas? 256

A screenshot of the annotation environment is avail- 257

able in Appendix C. To ensure fair evaluation, we 258
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balanced the pairwise comparisons across models,259

ensuring that each model was compared to the oth-260

ers a similar number of times.261

3.4 Annotation phase results262

From the evaluation subset of the dataset, we gen-263

erated 1,548 pairs of revised paragraphs for annota-264

tion. Among these, 129 pairs (8.33%) received dou-265

ble annotations to measure inter-annotator agree-266

ment. The agreement scores (Cohen’s Kappa κ)267

for each question are reported in Table 1.268

For our analysis, as we are studying the metrics’269

capacity to identify the best revision among two270

propositions, we introduce the notion of Extended271

Preference. Even if annotators select None for the272

Preference question, a model is still considered273

preferable if it is the only one Correct or Related274

to the instruction. We then consider the leftovers275

Both and None as Ties.276

Question κ Agreement

Relatedness 0.54 Moderate
Correctness 0.55 Moderate
Preference 0.33 Fair
Concision 0.22 Fair
Rewriting light 0.41 Moderate
Rewriting medium 0.48 Moderate

Table 1: Cohen’s Kappa (κ) for each question.

Figure 2 presents the distribution of human pref-277

erences across models. Based on human anno-278

tations, GPT-4o emerges as the best-performing279

revision model, being strictly favoured in 56% of280

comparisons. Llama 3 70B follows closely, with a281

preference rate of 54%. When doing pairwise com-282

parison of revision models, Llama 3 70B emerges283

as the preferred model against all others. For more284

details, we also report the pairwise preferences on285

revision models in Appendix D.286

4 Limitations of Similarity-based Metrics287

In this section, we evaluate generated revisions and288

study the weaknesses of similarity-based metrics.289

4.1 Performance of Revision Models with290

Similarity-based Metrics291

To determine the best revision model, we evaluate292

each generated revision using traditional similarity-293

based metrics by comparing them to a reference.294

CoEdIT-x
l
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Extended Preference Distribution
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Figure 2: Distribution of human extended preference
for each revision model. The green area indicates cases
where the model is preferred.

Additionally, we compare the scores of these mod- 295

els with CopyInput, a no edits baseline that sim- 296

ply recopies the input as output. Results are pre- 297

sented in Table 2. We observe that all metrics, 298

except GLEU, consider CopyInput to be the best- 299

performing approach, with CoEdIT-XL also being 300

a strong contender. However, upon manual inspec- 301

tion, we find that CoEdIT-XL tends to perform 302

minimal revisions, such as correcting grammar and 303

typos or, in some cases, excessively deleting parts 304

of the paragraph. This suggests that these metrics 305

favour not making any changes rather than reward- 306

ing meaningful, in-depth revisions. 307

4.2 Redundancy and Correlation Among 308

Metrics 309

To further investigate this issue, we analyse the 310

correlation between different metrics and their rela- 311

tionship with edit distance (Levenshtein distance). 312

We compute the Pearson correlation coefficient be- 313

tween all metrics (see Figure 3). We observe that 314

most metrics are highly correlated, suggesting they 315

provide redundant information. The only exception 316

is SARI, which differs from most other metrics be- 317

cause it considers the original text, the generated 318

revision, and the reference. These results suggest 319

that, although we aim to use different metrics to 320

study the revisions from various angles, most of 321

them ultimately convey the same information. 322

4.3 Sensitivity of Metrics to Edit Distance 323

The first two columns of Figure 3 show a strong 324

correlation between similarity metrics and edit dis- 325

tance, both in relation to the original and the refer- 326

ence paragraph. This relation is further illustrated 327
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Revision Model ↓ / Metric → BLEU ROUGE-L METEOR GLEU SARI Bertscore

CopyInput - no edits 66.00 78.30 83.80 25.78 60.63 95.95
CoEdIT-XL 50.24 67.46 66.66 23.84 39.60 93.90
Mistral-7B-Instruct-v0.2 27.77 50.79 54.02 15.38 31.63 92.14
Meta-Llama-3-8B-Instruct 41.66 62.07 62.00 25.78 39.33 93.53
Meta-Llama-3-70B-Instruct 46.78 65.61 67.20 30.31 42.74 93.90
GPT4o-mini 51.68 69.54 72.70 32.67 45.06 94.80
GPT4o 49.34 68.20 69.88 31.35 43.54 94.45

Table 2: Initial results on the paragraph revision task.

Lev Dist 
Original

Lev dist 
Reference

BLEU

ROUGE-L

METEOR
GLEU

SARI

BERTScore

Lev Dist Original

Lev dist Reference

BLEU

ROUGE-L

METEOR

GLEU

SARI

BERTScore

1 0.88 -0.57 -0.59 -0.68 -0.35 -0.46 -0.57

0.88 1 -0.62 -0.67 -0.7 -0.52 -0.5 -0.63

-0.57 -0.62 1 0.92 0.91 0.86 0.7 0.77

-0.59 -0.67 0.92 1 0.9 0.81 0.61 0.79

-0.68 -0.7 0.91 0.9 1 0.73 0.65 0.8
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Figure 3: Correlation of the similarity metrics against
each other and to the edit distance.

in Appendix E. Two key observations emerge:328

• First, metrics only capture surface similar-329

ity. The high correlation with the distance be-330

tween the reference and generated revision sug-331

gests that traditional metrics mostly reflect how332

closely a model replicates the reference revision,333

rather than evaluating the quality of the revision334

itself. Even BERTScore, despite being based on335

embeddings and computationally more expen-336

sive, ultimately provides similar information to337

simpler distance-based metrics.338

• Second, substantial revisions are penalised.339

The strong correlation between metric scores and340

the distance between the original and generated341

text indicates that the more a revision deviates342

from the original paragraph, the lower its score.343

This suggests that traditional metrics do not re-344

ward substantial, qualitative improvements, such345

as restructuring sentences or enhancing clarity.346

Instead, they encourage conservative edits that347

closely match the reference.348

This phenomenon creates a major evaluation349

bias: Models that produce minimal edits receive 350

higher scores and valid, but different, improve- 351

ments are penalised. In many cases, making no 352

revision at all results in a higher score than making 353

meaningful changes, as exemplified in Appendix F. 354

Among all metrics, SARI and GLEU stand out by 355

having a lower correlation to edit distance (≤ 0.52), 356

as they explicitly penalise unchanged text edits, 357

thereby encouraging revision. 358

5 Exploring alternative evaluation 359

approaches 360

The goal of this section is to identify evaluation 361

metrics that better correlate with human assess- 362

ments of text revision quality. 363

5.1 Metrics from related NLP domains 364

We hypothesise that in text revision, an essential 365

factor is the comparison to the original text, as 366

the metrics computing the similarity to a reference 367

revision tend to overlook whether the modification 368

effectively improves the original text. SARI and 369

GLEU are widely used in text revision because they 370

consider both the original and reference texts. 371

Additionally, text revision encompasses various 372

subtasks depending on the type of modification con- 373

ducted. Raheja et al. (2024) classified revisions into 374

three main categories: GEC, Simplification, and 375

Paraphrasing. They evaluated each with a distinct 376

set of metrics. This suggests that a single metric 377

may not be sufficient for text revision, as we are not 378

trying to capture the same phenomenon depending 379

on the type of revision. 380

Inspired by these ideas, we explore metrics from 381

related NLP domains, selecting those that consider 382

the original text and align with specific types of 383

revision (e.g., text summarization metrics for con- 384

cision tasks or paraphrase evaluation metrics for 385

rewriting tasks). We identify three candidate met- 386
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rics, taking the original and generated revised para-387

graph as input:388

• BETS (Zhao et al., 2023): Designed for text sim-389

plification to assess meaning preservation and390

comparative simplicity at the level of modified391

word pairs, using BERT embeddings.392

• BLANC (Vasilyev et al., 2020) (BLANC-help393

variant): Designed for document summarization394

as a replacement for ROUGE. It measures how395

helpful a summary is to understand a text, using396

a BERT-based model.397

• ParaPLUIE (Lemesle et al., 2025): A metric398

for paraphrase detection that prompts Mistral 7B399

and uses perplexity scores when suggesting a400

Yes or No answer- instead of the generated text.401

Table 3 presents the evaluation results using402

these three candidate metrics. BETS and Para-403

PLUIE present a similar ranking of their preferred404

models and rank CoEdIT-XL last like human an-405

notation. Conversely, BLANC follows the one of406

similarity-based metrics.407

Rev. Model BLANC BETS ParaPLUIE

CoEdIT-XL 58.96 1.554 19.35
Mistral-7B 41.59 2.491 23.02
Llama-3-8B 49.09 2.364 22.67
Llama-3-70B 52.27 2.386 22.58
GPT4o-mini 54.89 2.497 22.74
GPT4o 53.62 2.454 22.86

Table 3: Results on the paragraph revision task with
alternative metrics.

Figure 4 reports the correlations between these408

new metrics and Levenshtein distance. Except for409

BLANC, these metrics showcase a low correlation410

to the edit distance. Additionally, in Appendix E,411

we visualise these correlation relations.412

BETS and ParaPLUIE emerge as promising can-413

didates for evaluating text revision, while BLANC414

appears less suitable. We further investigate their415

alignment with human annotations to confirm their416

effectiveness in Sections 5.3 and 6.417

5.2 LLM-as-a-judge418

An additional hypothesis is that text revision should419

not only account for the original text but also assess420

the model’s ability to follow instructions effectively.421

We explore LLM-as-a-Judge approaches to evalu-422

ate both these aspects.423
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Lev dist 
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Figure 4: Correlation of the out-of-domain metrics
against each other and to the edit distance.

We experiment with different approaches for 424

LLM-as-a-judge, based on the work of Doostmo- 425

hammadi et al. (2024), who employed GPT-4 as 426

a judge to evaluate three key criteria in generated 427

text: 1) Naturalness, 2) Relatedness, and 3) Cor- 428

rectness. Since our task involves modifying ex- 429

isting text rather than generating it from scratch, 430

Naturalness is not relevant to our evaluation. How- 431

ever, Relatedness (whether the revision follows the 432

instruction), aligns with Q1A and Q1B from our 433

human annotation and Correctness (whether the 434

revision is acceptable) aligns directly with Q2. We 435

structure our prompt similarly to the human anno- 436

tation task to evaluate these two aspects. 437

We explore two approaches from Gu et al. (2024) 438

for using LLMs as judges: Generating scores (LLM- 439

Likert) where the model is presented individual re- 440

visions to grade them, and Yes or No questions 441

+ Pairwise comparisons (LLM-Choice) where the 442

model is presented with pairs of revisions to select 443

its preferred one or declare a tie. As Doostmo- 444

hammadi et al. (2024) pointed out a drop in perfor- 445

mance when GPT-4o was not provided a gold refer- 446

ence, we experimented with these two approaches 447

with and without a gold reference. The prompts are 448

provided in Appendix G. 449

Since our revision candidates were generated 450

by multiple LLMs, we ensure a fair evaluation by 451

also using multiple LLMs as judges. This helps to 452

reduce potential bias, where a model might favour 453

its own outputs. In Appendix L, we analyse the 454

preferences of each LLM judge and discuss this 455

potential bias. 456

5.3 Results 457

After identifying all the candidate metrics, we as- 458

sess their alignment with human judgement using 459
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three distinct measures to convey this agreement:460

Cohen’s Kappa (κ), Cramér’s V (V ), and Pairwise461

Accuracy to account for ties (Deutsch et al., 2023).462

For the LLM-as-a-judge approaches, we report463

agreements averaged over three runs for all models464

except GPT-4o due to cost constraints. To present465

the results more concisely, we further average them466

per approach.467

Table 4 reports the alignment of automatic eval-468

uation methods with human judgments. LLM-469

Choice emerges as the most reliable evaluation470

option, followed by ParaPLUIE. LLM-Likert and471

GLEU also exhibit strong alignment. However,472

while LLM-Likert achieves higher accuracy when473

making a decision, it tends to overclassify cases as474

ties (See Appendix H).475

Judge Pair acc. V κ

Avg. LLM choice 49.60 23.88 24.66
Avg. LLM likert 33.77 23.98 18.07
ParaPLUIE 47.72 22.47 19.7
BETS 43.67 15.18 12.66
BLANC 31.24 11.69 -8.02
BERTScore 39.54 16.10 3.43
SARI 41.58 18.35 7.12
GLEU 44.81 19.26 13.78
ROUGE-L 37.32 17.87 -1.34

Table 4: Alignment of automatic metrics with human
judgements across all data.

6 Performance by aspects476

In this section, we further analyse performance477

at a finer granularity on two aspects to see if the478

performances vary with the type of revision or the479

difficulty to discriminate the pair of propositions.480

6.1 Performance by Revision Category481

To test our hypothesis from Section 5.1, we analyse482

the alignment of human and automatic judgments483

across different revision types using ParaRev la-484

bel annotations (see Figure 5). For most cate-485

gories, LLM-Choice is the most reliable evaluation486

approach. However, for cases where paragraph487

content is minimally altered (Rewriting Light,488

Rewriting Medium and Concision), ParaPLUIE489

appears as a good alternative to capture meaning-490

preservation, as it is less costly than LLM-as-a-491

judge approaches. For instance, it processed our492

dataset in just 11 minutes, compared to 1 hour and493

22 minutes required for Mistral 7B-Choice on a 494

V100 GPU. 495

For Content Deletion, n-gram similarity- 496

based metrics such as GLEU and SARI offer cost- 497

efficient alternatives, aligning as well as or better 498

than LLM-Choice with human preferences by lever- 499

aging reference-based deletion information. 500

Finally, for Rewriting Heavy, BETS outper- 501

forms other metrics and aligns better to human 502

annotation than in other categories of revisions. In 503

this category, the meaning of the paragraph must re- 504

main the same, while undergoing in-depth restruc- 505

turing and rephrasing of most of the content. In the 506

dataset, many of the instructions associated with 507

these paragraphs focus on making them clearer, 508

more readable, or easier to understand, which can 509

be linked to the task of text simplification. BETS 510

is a balanced score between meaning preservation 511

and text simplification, which likely explains its 512

strong performance in this category. 513

6.2 Performance by Difficulty 514

To further assess metric effectiveness, we analyse 515

performance across varying difficulty levels. We 516

categorise revision pairs based on human annota- 517

tion difficulty levels: 518

• Easy Cases (530 pairs): defined by Q1A and 519

Q1B, one model followed the instruction while 520

the other did not. 521

• Medium Cases (214 pairs): defined by Q2, both 522

models followed the instruction, but only one 523

produced an acceptable revision. 524

• Hard Cases (575 pairs): defined by Q3: Both 525

revisions were acceptable, but one was preferred. 526

We report the alignment by difficulty in Figure 6. 527

We observe that LLM-Choice performs best in easy 528

cases, achieving 82.1% accuracy. This suggests 529

that LLMs are particularly effective at recognising 530

whether a revision follows the given instruction, an 531

ability that none of the other metrics possess. How- 532

ever, for medium cases, where both revisions com- 533

ply with the instruction, similarity-based metrics 534

outperform LLMs in identifying the best option. 535

We posit that these metrics can leverage informa- 536

tion from the gold reference to assess the expected 537

revision more effectively. 538

For hard cases, none of the metrics perform well, 539

with all methods showing low alignment with hu- 540

man judgments, as the task becomes even more 541

subjective. In such situations, the preference for 542

7
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Figure 5: Alignment of automatic metrics with human annotations by revision category
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Figure 6: Alignment of automatic metrics with human annotations, by difficulty. The triangles in the first column
represent the agreement on the total dataset from Table 4

one revision over another may depend largely on543

the original author’s writing style and intent, mak-544

ing automatic evaluation difficult. However, Para-545

PLUIE seems to be the best option for evaluating546

these hard cases, ensuring that the original meaning547

of the paragraph is preserved during the revision548

process and preventing the revision model from549

hallucinating.550

Since LLMs struggle with correctness assess-551

ment, we further analyse this aspect in Appendix I,552

correlating results with preliminary human anno-553

tation questions. A full alignment breakdown is554

available in Appendix J.555

6.3 Impact of Providing Gold Reference for556

LLM-as-a-Judge Approaches557

We examine whether providing the gold reference558

influences the performance of LLM-as-a-judge559

methods and find minimal impact. LLM-Choice560

accuracy decreased slightly from 49.60 to 49.39561

when provided with the gold reference and LLM-562

Likert from 33.77 to 36.25. Our findings contrast563

with Doostmohammadi et al. (2024), who reported564

that in the absence of a reference, GPT-4o exhibited565

weaker alignment with human judgments. This sug-566

gests that LLMs rely heavily on their own internal567

reasoning rather than direct comparisons to a gold- 568

standard revision. More details in Appendix K. 569

7 Discussion and Conclusion 570

In this article, we identified the most reliable met- 571

rics to evaluate scientific text revision. Our re- 572

sults suggest that LLMs-as-a-judge methods ef- 573

fectively assess whether a revision follows instruc- 574

tions but struggle to distinguish between two strong 575

candidates. Traditional similarity metrics, while 576

not designed to assess instruction-following, prove 577

valuable in differentiating between valid revisions. 578

Their ability to compare revisions against a ref- 579

erence provides a tie-breaking mechanism when 580

LLMs fail to make a clear distinction. 581

However, LLM-as-a-judge methods remain com- 582

putationally expensive. To mitigate this, we rec- 583

ommend using a smaller, complementary set of 584

metrics that strikes a balance between cost, inter- 585

pretability, and alignment with human judgments. 586

This subset could include a small LLM to eval- 587

uate instruction-following, ParaPLUIE for mean- 588

ing preservation, and similarity-based metrics like 589

SARI and GLEU, which leverage information from 590

the gold reference to help differentiate between 591

more challenging cases. 592
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8 Limitations593

The primary limitation of this work is the size of the594

dataset, as we were limited by the size of the evalua-595

tion split of ParaRev dataset and only had a limited596

number of volunteer researchers for manual anno-597

tation. A larger amount of annotated data would598

enhance the reliability of our analysis, strengthen-599

ing the claims we made in this paper.600

Additionally, preference-based annotation is in-601

herently subjective, as reflected in the Cohen’s602

Kappa scores in Table 1. For the ParaReval dataset,603

we first annotated a double-annotated subset and604

retained the annotations from researchers with the605

highest agreement. Those with the highest agree-606

ment scores continued the annotation process to607

enhance reliability. The choice of annotators (simi-608

lar background) may also introduce a bias.609

Finally, numerous methods and metrics have610

been proposed to evaluate tasks in text generation611

throughout the years. To keep our analysis clear,612

we considered a limited number of them. For the613

LLM-based approaches, a larger number of runs614

would have been preferable for GPT-4o but due615

to cost issues we had to limit it to one run per ap-616

proach.617

9 Ethical Considerations618

Data availability All the data are from the619

ParaRev corpus, the paragraphs are extracted from620

scientific articles collected on OpenReview where621

they fall under different "non-exclusive, perpetual,622

and royalty-free license" 2.623

Computational resources624

• To generate revisions with Co-edit and experi-625

ment with BERT-based metrics, we used a lo-626

cal GeForce RTX 2080 11Go GPU for approxi-627

mately 12 hours.628

• To use ParaPLUIE and the different open founda-629

tion LLMs to generate revisions and evaluation,630

we used V100 and A100 for a total of 249 hours631

on a supercomputer, equivalent to 0.009 tons of632

CO2.633

• To use GPT-4o mini and GPT-4o we spent634

29.01$ spent on GPT API credits.635
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A ParaRev Taxonomy838

See Table 5, only the categories in the evaluation839

subset are listed.

Type Description
Light Minor changes in word choice

or phrasing.
Rewriting Medium Complete rephrasing of sentences

within the paragraph.
Heavy Significant rephrasing, affecting

at least half of the paragraph.
Concision Same idea, stated more briefly by

removing unnecessary details.
Content Deletion Modification of content through

the deletion of an idea.

Table 5: Taxonomy of revisions at paragraph level

840

B Text revision prompt 841

Prompt segment 1: Text revision prompt
messages

system_message= """You are a
writing assistant specialised in
academic writing.
Your task is to revise the
original paragraph from a research
paper draft that will be given

according to the a u t h o r s
instruction. The input will follow
the pattern ' <author_instruction

> : "<Original_paragraph >" '.

Please answer only by "Revised
paragraph: <
revised_version_of_the_paragraph
>". Please limit your
modifications only to what is
requested in the a u t h o r s
instruction. Do not make any other
modifications to the rest of the

paragraph ."""

user_message= """{instruct} : \"
{parag}\" """

842

C Annotation environment 843

See Figure 7 844

D Human pairwise revision model 845

preferences 846

See Figure 8 847

E Relation between metrics and 848

Levenshtein distance 849

See Figures 9, 10, 11 and 12 850

F Example of automatic evaluation not 851

aligning with human judgment 852

See Figure 13 853

G LLM-as-a-judge prompts 854

Our prompts are inspired by the ones used in Doost- 855

mohammadi et al. (2024). See Figures 14, 15 and 856

16for longer prompt sections. 857
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Figure 7: Screenshot of the annotation environment
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Figure 8: Pairwise comparison of human preferences
on revision models.

Prompt segment 2: LLM Choice System
message without Gold

You are an evaluator of academic
writing on the task of text
revision.
In this task , two revision models
have been provided with the
original paragraph written for a
scientific article and a revision
instruction on how to revise the
paragraph.
You will be given the proposition
from the two different models and
several questions to determine the
quality of those propositions and
identify the best one. In your

answer please only provide the
answers to the questions.

858

Prompt segment 3: LLM Choice System
message with Gold System

You are an evaluator of academic
writing on the task of text
revision.
In this task , two revisions models
have been provided with the

original paragraph written for a
scientific article and a revision
instruction on how to revise the
paragraph.
You will be given the proposition
from the two different models and
several questions to determine the
quality of those proposition and

identify the best one. To help you in
this task you will also be given the gold
paragraph which is the version revised by
the author themselves.
In your answer please only provide
the answers to the questions.

859

Prompt segment 4: Category Questions
for LLM Choice with and without gold

Rewriting_light :""" Which model
improves the academic style and
English the most ?"""

Rewriting_medium :""" Which model
improves the readability and
structure the most ?"""

Rewriting_heavy :""" Which model
improves the readability and
clarity the most ?"""

Concision :""" Which model manages
the most to give a shorter version
while keeping all the important

ideas ?"""

860
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Figure 9: Distribution of similarity metrics scores based on Levenshtein distance between the generated and
reference paragraph.

Prompt segment 6: Category Questions
for LLM Likert with and without gold

Rewriting_light :""" The academic
style and english has been
improved ."""

Rewriting_medium :""" The
readability and structure has been
improved ."""

Rewriting_heavy :""" The paragraph
has been rewritten in a more well
organized and clear version ,
fitting the academic style ."""

Concision :""" The generated
revision is a shorter version that
kept all the important ideas ."""
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Prompt segment 7: LLM Likert System
message without Gold

You are an evaluator of academic
writing on the task of text
revision.
In this task , a revision
model have been provided with the
original paragraph written for a
scientific article and a revision
instruction on how to revise the
paragraph.
You will be given the proposition
from the revision
model and several affirmations to
determine the quality of this
proposition.
You will answer each affirmation with a
grade (int) from 1 to 5 as following: 1 =
Strongly disagree , 2 = Disagree , 3 =
Neutral ,4 = Agree , 5 = Strongly agree
In your answer please only provide
the answers to the affirmations.
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Figure 10: Distribution of similarity metrics scores based on Levenshtein distance between the original and reference
paragraph.

Prompt segment 9: LLM Likert System
message with Gold

You are an evaluator of academic
writing on the task of text
revision.
In this task , a revision model
have been provided with the
original paragraph written for a
scientific article and a revision
instruction on how to revise the
paragraph.
You will be given the proposition
from the revision model and
several affirmations to determine
the quality of this proposition.
You will answer each affirmation
with a grade (int) from 1 to 5 as
following: 1 = Strongly disagree ,
2 = Disagree , 3 = Neutral ,4 =

Agree , 5 = Strongly agree
To help you in this task you will also be
given the gold paragraph which is the
version revised by the author themselves.
In your answer please only provide
the answers to the affirmations.

863

H Distribution of extended preference of 864

each LLM judge 865

See Table 6. 866

I Distribution on Relatedness and 867

Correctness for LLM-as-a-Judge 868

approaches 869

See Table 7 870

J Alignment all metrics 871

See Figures 17 and 18 872

K Impact of using gold references on the 873

alignment of LLM-as-a-judge 874

approaches 875

See Figures 19 and 20. 876
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Figure 11: Distribution of alternative metrics scores based on Levenshtein distance between the generated and
reference paragraph.

L Bias of LLM models on their own877

revisions878

As we used several LLM for revision that we reused879

as judges, we check in Table 8 if they are biased880

towards their own proposition. We don’t observe881

such bias, and even notice that results tend to be882

consistent across judge models. However, as they883

all tend to favour Mistral 7B we also computed884

the average edit distance between the original and885

generated revised texts for all revision models. As886

Mistral has the highest average, this could indicate887

an opposite bias as the one conveyed in similar-888

ity metrics: LLM-as-a-judge approaches tend to889

favour propositions with more important revisions.890
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Figure 12: Distribution of alternative metrics scores based on Levenshtein distance between the original and
reference paragraph.

Figure 13: Overview of the evaluation in a case where automatic evaluation (here SARI) and human judgment don’t
align.
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Prompt segment 5: LLM Choice User message with and without Gold

[BEGIN DATA]
***
[Original paragraph ]: \"{original_paragraph}\"
***
[Revision instruction ]: \"{instruction}\"
***
[Model A]: \"{modelA_generated_revised_paragraph}\"
***
[Model B]: \"{modelB_generated_revised_paragraph}\"
***
[END DATA]

1. Did model A address the instruction? Answer "Yes strictly", "Yes with
additional modifications" or "No":
- Yes strictly : The model proposition matches what is required in the

instruction. Here , the quality of the revision does not matter.
- Yes with additional modifications : The model proposed additional

modifications to the one required in the instruction. But some of the
modification address the needs stated in the instruction.
- No : The model proposition does not match the instruction.

2. Did model B address the instruction? (Answer "Yes strictly", "Yes with
additional modifications" or "No")

3. Is model A revision acceptable? Answer "Yes" or "No". Answer "Yes" if the
model made a good quality revision proposition that should replace the
original paragraph in the scientific article.

4. Is model B revision acceptable? (Answer "Yes" or "No")

5. Which model proposed the best revision? (Answer preferably "A" or "B", you
can answer "Both" if it is really a tie. Answer "None" if you answered "No" to
question 3 and 4.)"""

<Additional category questions depending on the revision intention labels of
the instance >

"""For all questions , you do not need to explain the reason.

Your response must be RFC8259 compliant JSON following this schema:
{{"1": str , "2": str , "3": str , "4": str , "5": str """
< """ "6": str """ and """, "7": str """ can be added depending on the number
of labels of the instance.>
"""}}

Figure 14: User message for prompting LLM Choice with and without Gold
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Prompt segment 8: LLM Likert User message without Gold

[BEGIN DATA]
***
[Original paragraph ]: \"{original_paragraph}\"
***
[Revision instruction ]: \"{instruction}\"
***
[Model proposed revision]: \"{model_generated_revised_paragraph}\"
***
[END DATA]

1. Relatedness: The generated revision correctly addressed the instruction.

2. Correctness: The generated revision is better than original version in my opinion."""
<Additional category questions depending on the revision intention labels of
the instance >

"""For all questions , you do not need to explain the reason.

Your response must be RFC8259 compliant JSON following this schema:
{{"1": str , "2": str , "3": str , "4": str , "5": str """
< """ "6": str """ and """, "7": str """ can be added depending on the number
of labels of the instance.>
"""}}

Figure 15: User message for prompting LLM Likert without Gold

Prompt segment 10: LLM Likert User message with Gold

[BEGIN DATA]
***
[Original paragraph ]: \"{original_paragraph}\"
***
[Revision instruction ]: \"{instruction}\"
***
[Model proposed revision ]: \"{model_generated_revised_paragraph}\"
***
[Gold revised paragraph]: \"{gold}\"
***
[END DATA]

1. Gold similarity: The generated revision is similar to gold revision.

2. Relatedness: The generated revision correctly addressed the instruction.

3. Correctness: The generated revision is better than original version in my
opinion ."""
<Additional category questions depending on the revision intention labels of
the instance >

"""For all questions , you do not need to explain the reason.

Your response must be RFC8259 compliant JSON following this schema:
{{"1": str , "2": str , "3": str , "4": str , "5": str """
< """ "6": str """ and """, "7": str """ can be added depending on the number
of labels of the instance.>
"""}}

Figure 16: User message for prompting LLM Likert with Gold
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Judge↓/Choice→ Tie A B
Human 15.11 43.72 41.17

Mistral 7B Choice 0.95 82.43 16.63
Llama 3 8B Choice 0.08 53.92 46.00

Llama 3 70B Choice 03.45 52.97 43.58
GPT-4o mini Choice 06.33 39.28 54.39

GPT-4o Choice 04.72 53.62 41.67
Mistral 7B Gold Choice 01.21 77.76 21.04
Llama 3 8B Gold Choice 03.33 23.79 72.85
Llama 3 70B Gold Choice 04.65 51.14 44.21
GPT-4o mini Gold Choice 4.98 39.27 55.75

GPT-4o Gold Choice 08.21 49.94 41.86
Mistral 7B Likert 57.24 22.37 20.39
Llama 3 8B Likert 34.69 34.28 31.03
Llama 3 70B Likert 42.66 28.71 28.64
GPT-4o mini Likert 44.81 27.99 27.2

GPT-4o Likert 21.77 39.02 39.21
Mistral 7B Likert Gold 64.66 17.29 18.05
Llama 3 8B Likert Gold 25.65 38.20 36.16
Llama 3 70B Likert Gold 27.20 35.44 37.36
GPT-4o mini Likert Gold 24.42 37.96 37.62

GPT-4o Likert Gold 18.60 41.54 39.86

Table 6: Distribution of extended preference of each LLM judge

19



Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

3 × 10 1

4 × 10 1

5 × 10 1

Pairwise accuracy
Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy 10 1

2 × 10 1

3 × 10 1

4 × 10 1

Cramer V
Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

0

10 1

2 × 10 1

3 × 10 1

Cohen Kappa

GPT4o
GPT4o-mini
Llama3 70B
Llama3 8B
Mistral 7B

Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

3 × 10 1

4 × 10 1

5 × 10 1

Pairwise accuracy
Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy 10 1

2 × 10 1

3 × 10 1

4 × 10 1

Cramer V
Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

0

10 1

2 × 10 1

3 × 10 1

Cohen Kappa

GPT4o
GPT4o-mini
Llama3 70B
Llama3 8B
Mistral 7B

Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

2 × 10 1

3 × 10 1

4 × 10 1

Pairwise accuracy
Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy 10 1

2 × 10 1

3 × 10 1

4 × 10 1

Cramer V
Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

0

10 1

2 × 10 1

3 × 10 1

Cohen Kappa

GPT4o
GPT4o-mini
Llama3 70B
Llama3 8B
Mistral 7B

Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

10 1

2 × 10 1

3 × 10 1

4 × 10 1

Pairwise accuracy
Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

0

10 1

2 × 10 1

3 × 10 1

Cramer V
Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

0

10 1

2 × 10 1

3 × 10 1

Cohen Kappa

GPT4o
GPT4o-mini
Llama3 70B
Llama3 8B
Mistral 7B

Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

2 × 10 1

3 × 10 1

4 × 10 1

Pairwise accuracy
Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

0

10 1

2 × 10 1

Cramer V
Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

2 × 10 1

10 1

0

10 1

2 × 10 1

Cohen Kappa

ParaPLUIE Mistral
ParaPLUIE Llama3 8B
BETS
BLANC

Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

3 × 10 1

4 × 10 1

5 × 10 1

Pairwise accuracy
Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

0

10 1

2 × 10 1

Cramer V
Overall

Content
Deletion

Concision

Rewriting
light

Rewriting
medium

Rewriting
heavy

10 1

0

10 1

2 × 10 1

Cohen Kappa

BLEU
ROUGE-L
METEOR
GLEU
SARI
BERTScore

LL
M

-a
s-

a-
ju

dg
e 

ch
oi

ce
LL

M
-a

s-
a-

ju
dg

e 
+

 g
ol

d 
ch

oi
ce

LL
M

-a
s-

a-
ju

dg
e 

Li
ke

rt
LL

M
-a

s-
a-

ju
dg

e 
+

 g
ol

d 
Li

ke
rt

Co
m

pa
ri

so
n 

to
 O

ri
gi

na
l

Si
m

ila
ri

ty
 t

o 
re

fe
re

nc
e

Figure 17: Alignment of metrics to human annotations by metric by types of metric
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Figure 18: Alignment of metrics to human annotations by metric by types of difficulty
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Figure 19: Alignment of LLM-as-a-judge approaches with human annotations by revision category
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Figure 20: Alignment of LLM-as-a-judge approaches with human annotations, by difficulty. The triangles in the
first column represent the agreement on the total dataset.
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Relatedness Relatedness Correctness
Model Strict Acc. Soft Acc. Acc.
gpt-4o 67.03 84.69 76.78
gpt-4o-gold 62.99 84.66 76.94
gpt-4o-mini 62.26 85.30 76.04
gpt-4o-mini-gold 58.95 85.14 75.91
llama3-70b 66.66 82.11 75.96
llama3-70b-gold 66.48 82.37 76.10
llama3-8b 45.41 80.16 72.30
llama3-8b-gold 40.55 77.70 61.93
mistral-gold 58.78 75.19 62.37
mistral 58.98 75.27 62.58

Table 7: Accuracy of LLM-Choice on the preliminary
Relatedness and Correctness questions. For relatedness,
in soft accuracy, we merge "Yes stricly" and "Yes with
additional modifications" categories.
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Judge↓/Revision model→ CoEdIT Mistral 7B Llama 3 8B Llama 3 70B GPT-4o mini GPT 4o
Human 3.21 44.54 45.36 54.01 51.43 56.15

Mistral 7B Choice 21.58 60.92 56.20 55.17 50.65 52.65
Llama 3 8B Choice 3.94 64.66 58.98 62.02 58.08 52.07
Llama 3 70B Choice 1.49 73.00 61.76 59.23 46.06 48.13
GPT-4o mini Choice 1.81 66.86 58.53 57.30 47.61 48.90

GPT-4o Choice 1.94 59.30 58.91 62.98 50.19 52.52
Mistral 7B Gold Choice 23.64 54.65 56.33 56.52 51.16 54.07
Llama 3 8B Gold Choice 14.67 51.62 59.24 60.06 53.68 50.74

Llama 3 70B Gold Choice 1.49 64.47 58.85 61.95 51.10 48.19
GPT-4o mini Gold Choice 2.00 62.73 58.08 59.50 51.61 51.16

GPT-4o Gold Choice 2.33 50.19 52.91 62.98 54.07 52.91
Mistral 7B Likert 5.04 25.65 24.55 23.84 25.97 23.25
Llama 3 8B Likert 6.98 38.11 39.99 36.24 38.56 36.05

Llama 3 70B Likert 2.26 40.38 37.40 32.69 29.20 30.10
GPT-4o mini Likert 1.87 36.95 33.85 31.98 31.52 29.39

GPT-4o Likert 1.36 41.28 47.87 49.61 47.67 46.90
Mistral 7B Likert Gold 11.24 18.41 17.89 19.64 19.05 19.77
Llama 3 8B Likert Gold 10.92 46.25 41.15 42.96 42.18 39.60
Llama 3 70B Likert Gold 2.45 46.19 47.22 44.51 39.28 38.76
GPT-4o mini Likert Gold 2.58 44.06 43.99 45.41 46.51 44.19

GPT-4o Likert Gold 3.88 42.25 49.22 49.22 48.45 51.16
ParaPLUIE Mistral 17.83 72.48 56.20 52.91 47.67 50.39

ParaPLUIE Llama3 8B 20.35 70.74 52.33 54.84 52.33 46.90
Edit distance (Original-Generated) 190.82 342.69 270.47 234.95 175.02 197.36

Table 8: Distribution of extended strict preference of each LLM judge by revision model
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