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ABSTRACT

Electroencephalography (EEG) provides high temporal resolution data that are
valuable for analyzing cognitive processes, but the high noise and dimensional-
ity make analysis difficult. Traditional event-related potential studies lose single-
epoch information through epoch averaging and restricting analysis to specific
landmarks. To address this, we apply a latent variable model (LVM), LFADS,
to encode EEG epochs and infer lower-dimensional dynamical factors reflecting
cognitive processes. We first validate LFADS on synthetic EEG data, proving
it recovers latent dynamics and external inputs. We then apply LFADS to real
EEG data from a reading experiment and find it can reconstruct epochs’ signal
and distinguish responses to words with different syntactic roles. Moreover, we
decode two word features from the inferred factors, with performance comparable
to decoding using components obtained from traditional dimensionality-reduction
techniques. Our results illustrate the potential of dynamical LVMs as an alterna-
tive approach for EEG dimensionality reduction, preserving interpretable factors
encoding cognitive information. Applying such models to clinical EEG may un-
cover temporal biomarkers of cognitive processes.

1 INTRODUCTION

Non-invasive neuroimaging techniques are critical for analyzing brain activity related to cognitive
processing and developing neuroengineering solutions for patients with neurodegenerative condi-
tions (Tayebi et al 2023). EEG, with its millisecond-level temporal resolution, is invaluable for
investigating neural processing in which temporal structure is important. However, its high dimen-
sionality and noise make decoding difficult.

Traditional event-related potential (ERP) studies attempt to overcome these issues by averaging
EEG activity evoked by a stimulus across epochs and subjects, to improve the signal-to-noise ratio.
Analysis is often restricted to the ERP components, i.e. the signal amplitude at fixed times after the
stimulus onset, traditionally associated with specific cognitive functions; for instance, the N400 is
considered a marker of semantic processing (Kutas & Federmeier, 2000). However, the use of ERP
has limitations: the ERP waveform is the average of a large number of EEG epochs, leading to the
loss of single-epoch and time-course information. Moreover, ERP components may be associated to
more than one underlying cause (Kutas & Federmeier, |2011), making their interpretation intricate
(Turco & Houghton, |[2022).

Seminal electrophysiology work has shown that neural dynamics can be well described by lower-
dimensional factors (Churchland et al., | 2014)), motivating the development of LVMs that infer latent
dynamics from single-trial recordings. Early work employed Gaussian Process Factor Analysis (Yu
et al., 2009) or linear dynamical systems (Gao & Archer, |2015). The state-of-the-art Latent Factor
Analysis via Dynamical Systems (LFADS) model (Pandarinath et al.l 2018)) consists of a sequential
variational autoencoder (VAE) (Kingma & Welling}, 2013)) that models neural dynamics by learning
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Figure 1: Overview of the model, here shown for synthetic EEG data. GRU encoders summarize
the EEG epochs into initial conditions for a GRU generator, which in turn infers lower-dimensional
latent factors. These factors are then used to reconstruct the original epochs. The factors can be fed
back into a GRU controller, which provides an input to the generator at each time-step.

trial-specific initial conditions from the input data. The inferred dynamical factors have been shown
to be highly predictive of the subject’s behavior in motor tasks. The model has been applied to other
sources of data, such as calcium imaging (Zhu et al., 2021) and EMG (Wimalasena et al., 2022).

Dimensionality reduction on EEG, on the other hand, is usually performed using simple non-
dynamical methods: principal component analysis (PCA), independent component analysis (ICA),
factor analysis (FA) or traditional autoenconders (Zhang et al.,[2020; [Tautan et al.,|2021)). Decoding
of linguistic features from EEG usually relies on analysis of ERPs or full data (Ling et al.l [2019;
Murphy et al., |2022). Extending recent progress in non-linear dimensional reduction will mean that
EEG becomes a better tool for research and diagnosis for cognitive disorders, and could be power
future brain-machine interfaces.

Inspired by recent advances in the analysis of multidimensional electrophysiological data, here,
we consider the application of a dynamical LVM to neurolinguistic EEG data. Language processing
presents an excellent test case due to its fine temporal dynamics. Moreover, many neurodegenerative
conditions have linguistic deficits. We first validate the model on synthetic EEG data, for which we
know the latent dynamics. We then apply the model to publicly available EEG data and test whether
the inferred lower-dimensional latent factors are informative of the cognitive process underlying
language processing. This work represents, to our knowledge, the first application of a dynamical
LVM to neurolinguistic EEG data, and is a novel contribution to the recent literature on LVMs or
single-trial methods for cognitive EEG data (Ghaderi-Kangavari et al., 2022 |Vo et al.| |[2024).

2 METHODOLOGY

2.1 DATA

Synthetic EEG data were generated from the Lorenz dynamical system in its chaotic regime. The
three dynamical factors were mapped to 32 dimensions via a randomly generated linear transforma-
tion, to simulate 32-channel EEG data. To mimic the effect of external stimuli, we perturbed the
epochs with a delta pulse at a random time between 250 and 750 ms. Full details of the synthetic
data generation process are included in Appendix [A.T]

We then analyzed data from previously published EEG recordings from 24 subjects reading 205
natural sentences, comprising 1931 words (Frank et al.,[2015)); our analysis is limited to a subset of
12 subjects. The signal was recorded at a sampling frequency of 500 Hz, then downsampled to 250
Hz, using a 32-electrode cap, and re-referenced to the average of the mastoids. Filtering and artifact
removal were already performed in the original study. We epoched the data from -100 to 700 ms
relative to the word onset, and we baseline-normalized the epochs with respect to the average signal
in the 100 ms pre-onset segment. We then annotated the stimulus with part-of-speech (POS) tags and
grouped them into content (e.g nouns, verbs) and function (e.g. articles, prepositions) words. We
also considered annotations already included in the dataset, such as log-transformed word frequency.
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2.2 MODEL

The latent variable modeling analysis used LFADS, which was adapted for EEG data by employing
a Gaussian likelihood model. The architecture consists of a sequential VAE, as can be seen in
Fig.[l] The dynamical factors f; are inferred by a generator, which is initialized with a set of epoch-
specific initial conditions gg = (o, 09) that are determined by the encoded representations of the
original data z;. All the networks are gated recurrent units (GRU). Mappings to lower and higher
dimensional spaces are obtained with linear weight matrices W. In brief, the generative process is:

g0 ~ N (po, o) (1
gt = GRU(g¢—1)
fi = Wf(gt)

Ty~ /\/(9Ct§ Wx(ft)» 02)~
Additionally, the architecture can include a controller to model external stimuli or perturbations, c;.
The controller is an additional GRU that, at each time-step, receives the dynamical factors from the
previous time-step and provides an input to the generator, ¢; = GRU(¢;_1, [e, fi—1]), where e; is a
state variable sampled from the encoder latent space.

The training objective is to maximize the log-likelihood of the data given the latent variables or,
equivalently, maximizing the evidence lower bound which, for tractability, is approximated using
variational methods. When a controller is used, there is an additional regularization term for the
controller latent space, with an autoregressive prior. The model is optimized using Adam (Kingma
& Bal [2015)) with L2 regularization and annealing the Kullback—Leibler divergence terms to avoid
exploding gradients.

2.3 ANALYSIS

To analyze the generative components of the model, we draw 50 samples from the distribution of
latent variables and average them to obtain posterior probabilities. The inferred factors are assessed
as a reduced-dimensional representation of the original data, considering the proportion of variance
in the actual data explained and the effectiveness of the factors in describing linguistic features.

We decode two word properties from the factors: log-transformed frequency and POS tags. For
the former, we convert frequency values into two classes based on the median value in the training
set. For POS decoding, we consider the six tags with most samples in the training set: NOUN,
VERB, PRON, DET, ADP, ADV. Our classifier consists of a GRU, followed by a fully-connected
layer and a final activation function. Due to the high class imbalance in the dataset, we give the loss
function additional rescaling weights for each class. We compare the decoding from LFADS factors
with two non-dynamical dimensionality-reduction techniques, ICA and FA, with the same number
of components/factors. We also evaluate the performance of the classifier on randomly generated
factors, which act as baseline.

3  RESULTS
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ability to summarize initial conditions in the la- Figure 2: Main results for synthetic EEG data. A)
tent space, we visualized a 2D representation 2D UMAP view of the latent space shows that ini-
using UMAP (Mclnnes et al., |2018). Fig. tial conditions are properly encoded (here shown
illustrates distinct clusters representing epoch- for ten states, represented by ten different col-
specific initial conditions. The controller’s per- ors). B) The pulse times inferred by the controller
formance was evaluated by estimating the time strongly correlate to the ground truth.
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Figure 3: Model output for held-out epochs. A) PSD plot for true and reconstructed EEG epochs,
showing similar peaks in delta and alpha bands, but less power in the reconstructed data. B) The
averaged factor (&s.e.m.) corresponding to function words displays a smaller amplitude than that
corresponding to content words (p < 10~%, one-tailed paired t-test). C) 3D PCA visualization of
the inferred factors (mean = s.e.m.). Topographic plots showing the explained variance ratio of each
factor, highlighting higher scores in left frontotemporal and occipital areas.

Table 1: Decoding on held-out epochs from LFADS factors significantly outperforms chance (p <
104, independent t-test), and is comparable to ICA and FA for both features (mean across 10 seeds).

Feature Model

LFADS ICA FA Random
POStag 0.189 +£0.007 0.195+0.007 0.192£0.006 0.132 £ 0.006
Log freq. 0.574+£0.012 0.590£0.013 0.5824+0.011 0.543 +0.014

of the delta pulse. Following |Pandarinath et al.| (2018)), we determined the pulse time as the point
at which the input signal reaches maximum absolute value. Fig.[2B demonstrates strong correlation
between inferred and ground truth pulse times.

While ICA and FA can also recover the true Lorenz dynamics, they do not have any mechanism to
account for external perturbation, as a controller, or indeed any time-dependent component.

3.2 NEUROLINGUISTIC EEG DATA

We evaluated the reconstruction ability of the model by comparing the power spectral density (PSD)
of held-out epochs with the PSD of the reconstructed data. Fig. shows that reconstructed epochs
preserve prominent power peaks in the delta and alpha frequency bands, but have lower signal power
overall. This indicates that while reconstructing the noisy EEG signal, there has been a loss of
information, most likely during the dimensionality reduction/expansion stages.

After hyperparameter tuning, the number of factors was fixed at eight. These factors were catego-
rized into two groups representing content and function word epochs, then averaged across epochs.
Fig. shows that the average factor for function word epochs has lower amplitude than content
words (one-tailed paired t-test), demonstrating that the inferred factors can distinguish brain re-
sponses to different word classes. We further reduced the dimensionality of the factors to three using
PCA and depicted the components in Fig.[3C. By displaying the ratio of variance in the original EEG
data explained by each factor on a topographic plot, we observed that factor 2 is associated with the
left frontotemporal area, traditionally linked to language processing, while factor 3 corresponds to
the visual cortex, implicated in reading experiments.

We report the average results for the decoding analysis on held-out epochs across ten random seeds
in Table E} Due to high class imbalances, we chose F-1 score as metrics for these classification
tasks, as it is more robust than accuracy. Classification from LFADS-inferred dynamical factors is
significantly better than chance for both the linguistic features of interest (one-tailed independent
t-test). Moreover, decoding from LFADS factors leads to F-1 scores comparable to those obtained
decoding from ICA or FA components, proving that LFADS can be safely used as an alternative
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method for reducing the dimensionality of EEG data and get similar decoding performances as
traditional methods.

4  DISCUSSION

In this study, we investigated the potential of the dynamical LVM LFADS in inferring latent factors
which are informative of cognitive processes, using data from a language experiment as an example.
We first demonstrated that the model can recover the latent dynamics from synthetic EEG data,
for which the true factors are known. We then showed that the model allows for reconstruction
of the original EEG epochs and it infers factors that can distinguish the response to different word
classes and from which two word features can be decoded with scores comparable to those obtained
using traditional dimensionality-reduction techniques. Our preliminary work illustrates the potential
of such models as an alternative method for EEG dimensionality reduction and motivates further
applications of LVMs to clinical EEG data.

In future work, we plan to better optimize the model by performing a large-scale hyperparameter
search. We will also consider the temporal decoding performance, that would allow a more natural
comparison with traditional ERPs. Finally, the model will be compared to other dynamical LVM:s.
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A APPENDIX

A.1 LORENZ-SYSTEM SYNTHETIC DATA

The dynamics of the Lorenz system is described by the following system of differential equations:

dx

=02 @
dy

E—x(p—Z)—y

dz

E—xy—ﬁz

Synthetic data was generated by running the system with parameter values 5 = %, p = 28,0 = 10.
We solved the system using the Isoda method with a time-step of 0.006. The system was initialized
with 65 states and run for 1 s. The three dynamical factors were then mapped to 32 dimensions via
a randomly generated linear transformation. 20 epochs per condition were extracted by applying
Gaussian noise to the synthetic EEG data. To mimic the effect of external stimuli, we perturbed
the epochs with a delta pulse at a random time between 250 and 750 ms. The pulse was applied
per-condition while solving the system.
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Table 2: LFADS hyperparameters chosen for models trained on Lorenz synthetic EEG data and real
neurolinguistic EEG data.

Hyperparameter Lorenz Real

Encoder dim. 64 64
Controller dim. 64 64
Latent dim. 64 16
Generator dim. 64 100
Factor dim. 3 8
Input dim. 1 4
Initial 1r. 0.004  0.004
Dropout 0.3 0.3
Batch size 128 256
LFADS seed 100 0

Table 3: Hyperparameters chosen for the GRU-based classifier used in the decoding analysis.

Hyperparameter Value

Hidden dim. 64
Num. of layers 1
Initial Ir. 0.003
Dropout 0.3
Batch size 512

A.2 Loss FUNCTION

The objective of the model is to maximize the evidence lower bound (ELBO) of the observed data x,
marginalizing over latent variables. The full loss function has the same form as the original LFADS
loss function (Pandarinath et al |2018)), adapted to account for the normality of EEG data, and is
defined as:

ELBO(z¢) = — Dxr. [N (go|u”, %) [P (g0)] @)

T
— > " Dye N (uelpstt, o)l [P (g 1))
t=1

T
+ ) log(N (z; W(fr), 0))

where T is the length of the trial, gy are the initial conditions, f; the inferred factors, u; the input
inferred by the controller at each time-step and W is a linear mapping. KL indicates the Kull-
back-Leibler divergence. For simplicity, we have not included the marginalization over latent vari-
ables in the above equation.

The prior for the initial condition latent space was set to (i = 0,02 = 0.1) for the model trained on
real EEG data, and (0, 1) for that trained on synthetic data. In both cases, the prior on the controller
latent space was autoregressive, with a process autocorrelation of 10 and a process variance of 0.1.

A.3 MODEL HYPERPARAMETERS

We report here the hyperparameters chosen for the LFADS models trained on synthetic and real data
(Table[2), and the hyperparameters used when training the classifiers in the decoding analysis (Table
[3). We did not run an exhaustive hyperparameter search, especially for the LFADS model; we used
the default values for all the parameters not included in the tables below.
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Figure 4: The normalized GFP for inferred inputs closely aligns with that for ERPs, and shows a
sharp decline at ~ 200 ms.

A.4 ADDITIONAL RESULTS

Inferred Inputs The controller was allowed four inputs to model stimulus response. We consid-
ered the average variability between inferred inputs across time, the global field power (GFP), and
compared it to the GFP of the ERPs estimated from the data. Fig. @B shows the the GFP of the
inferred inputs strongly matches that of the ERPs from raw data, indicating that the controller may
perform ERP-like averaging of epochs. Both show a prominent drop in variability at around 200 ms,
which is a time-lag usually associated with the earliest brain response to word reading
2012)), suggesting that the inferred inputs may encode the response to word reading.
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Figure 5: Individual plots of the eight inferred factors. (a) For most factors, the response to function
words is inferred to be weaker than for content words. (b) Topographic plots showing the explained
variance ratio of each factors, highlighting higher scores in left frontotemporal and occipital areas.
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Figure 6: Cumulative proportion of variance explained by PCA models with different number of
components fitted on the eight LFADS factors.

Inferred factors We include here the plots of all the eight factors inferred by the model, both as
traditional graphs displaying the difference between average factors corresponding to content and
function words (Fig. and as topographic maps showing the explained variance ratio for different
EEG channels (Fig. % The presence of pairs of factors with the same score topography (see
factors 3 and 4, or factors 6 and 8) motivated a further dimensionality reduction using PCA. The
optimal number of PCA components was chosen considering the cumulative explained variance of
the principal axes with varying number of components. As Fig. [] shows, three components can
explain nearly all the variance of the original factors.
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A.5 IMPLEMENTATION DETAILS

The ICA and FA methods were implemented using scikit-learn 1.3.0. All the deep-
learning based models, including the classifiers used in the decoding analysis, were implemented
inPyTorch 2.1.0 with cuda 12.1. The implementation of the LFADS model is based on the
PyTorch version of LFADﬂH

"https://github.com/arsedler9/Ifads-torch
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