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Abstract

In this paper, we examine how specific features of language drive consumer behav-
ior. Our contribution, however, lies not in testing specific hypotheses; rather, it is in
demonstrating a data-driven process for generating them. We devise an approach
that generates interpretable hypotheses from text by integrating large-language
models (LLMs), machine learning (ML), and psychology experiments. Using a
dataset with over 60,000 headlines (and over 32,000 A/B tests), we produce human-
interpretable hypotheses about what features of language might affect engagement.
We then test a subset of these hypotheses out-of-sample using two datasets: one
consisting of 1,600 A/B tests and another containing over 5,000 social media posts.
Our approach indeed facilitates discovery. For instance, we find that describing
physical reactions significantly increases engagement. In contrast, focusing on
positive aspects of human behavior decreases it. This approach extends beyond a
single application. In general, it offers a data-driven method for discovery that can
convert unstructured text data into insights that are interpretable, novel, testable,
and generalizable. It does so while maintaining a transparent role for both human
researchers and algorithmic processes. This approach offers a practical tool to
researchers, organizations, and policymakers seeking to aggregate insights from
multiple marketing experiments.

1 Introduction

Language shapes people’s beliefs and motivates behavior [e.g., 35, 34, 26, 15]. But what is it
exactly about everyday messages that drive behavior? Many theories begin to answer this. But the
space of possible insights is vast, and discoveries take time, relying on both human creativity and
trial-and-error to come up with and then test one hypothesis at a time. How can we efficiently explore
the space of testable hypotheses? Recent advances in machine learning (ML) can help [42], but often
at the cost of interpretability and understanding [33].

We present a process for generating novel and interpretable hypotheses from text by combining
large-language models (LLMs), ML, and choice experiments. Our process begins with a corpus of
text and an outcome of interest and outputs a set of hypotheses that are interpretable, testable, novel,
and generalizable to other contexts. Two studies test the hypotheses discovered across many A/B tests
conducted by two organizations, providing evidence of their effects. In doing so, we also provide
organizations and policymakers with a process for aggregating insights from several A/B tests.

This paper is about discovering what features of language drive everyday judgments and decisions.
Our contribution, however, is not in testing a specific hypothesis; it is in demonstrating a data-driven
process for generating one.
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2 Method

2.1 Data preparation

We use the Upworthy Research Archive [31], public data containing headline text and click-through
rate (CTR) for 32k experiments (A/B tests). To avoid overfitting, we split the data (40% training,
10% morphing, 10% regression, 40% lockbox). Given the experimental setup of the data, we decided
to produce our analysis at the pair level, where each observation consists of a pair of headlines. We
collected all pairs of headlines Ha and Hb that appeared in the same trial.2

The outcome we care about in this application is the click-through rate (CTR). For each headline,
the CTR is defined as CTR = Clicks

Impressions . To account for variability in CTRs arising from trials of
different sizes, we employed a shrinkage procedure toward the overall average CTR:

Smoothed CTRa =
Clicksa + CTR

Impressionsa + 1
(1)

where CTR was the mean CTR calculated across all headlines. Finally, we defined our outcome of
interest to be the difference in CTR:

∆CTRa,b = Smoothed CTRb − Smoothed CTRa. (2)

For simplicity, we refer to Smoothed CTR as CTR in the remainder of this paper.

2.2 Modeling

To motivate our work, we build on [6]. Using this data, they extract over 50 psychological features
(e.g., LIWC, TextAnalyzer) and test for their effect on CTR. For each of the 51 psychological
constructs used in Bannerjee and Urminky’s analyses, we take the difference in construct values
between the headlines in each pair. The result is 51 features defined as the difference in a psychological
construct (such as reading ease, numeric reference, or visual language). We then estimate an OLS
regression of the form

∆CTRa,b = β0 +

51∑
i=1

βi ·∆Rating ia,b + εa,b, (3)

which we will call the ‘BU model.’

We then train an ML algorithm to predict ∆CTRa,b, to explore whether it outperforms the model
from (3). We employ a Siamese network architecture [13], initializing with a pre-trained MPNet
model [40] to convert each headline into a vector of length 768.3. We then take the difference between
these vectors, and add a randomly-initialized, fully-connected linear layer, which outputs a single
value. The underlying embedding model and the final regression layer are then simultaneously
fine-tuned using a standard gradient descent approach, to improve the performance in predicting
∆CTR.

We compared the out-of-sample predictions of the BU model (R2 = 0.04) to one that included the
prediction from an ML algorithm we trained using each headline’s sentence embedding (R2 = 0.13).
Indeed, the ML predictions improved the performance, F (1, 1690) = 169.4, p < .001. This suggests
there is signal in the text to be discovered.

2.3 Hypothesis Generation

To generate interpretable hypotheses from this data, we devised a set of steps that used the headlines
to extract a set of features, then sorted them using “predicted” effects obtained with the ML algorithm.
Figure 1 gives a graphical overview of the steps, and the full prompts for these steps are included in
the Appendix Section A.2.

2Our data splitting process ensures that all headlines in a trial are allocated to the same partition, and therefore,
all pairs of headlines within a trial are also allocated to the same partition.

3We used a version of this model that was fine-tuned on additional data, see https://huggingface.co/
sentence-transformers/all-mpnet-base-v2
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The first step extracted features. We provided GPT-4 with pairs of headlines written for the same
story and indicated which had the higher CTR. The prompt then elicited a feature that fits the format:
“Hypothesis: ______ [increases/decreases] engagement with a message.” This step produced 2,100
interpretable hypotheses (which human raters, n = 79, also believed to be good quality). A sample
of hypotheses is shown in Table 1.

The next step combined GPT and the ML algorithm to produce predicted effects for each hypothesized
feature. First, we produced 252,000 counterfactual headlines (“morphs”) by having GPT rewrite a set
of Upworthy headlines to incorporate each feature. Each morph was based on one actual headline
and one of the hypotheses. We then used the ML algorithm to predict the difference in CTR between
each morph and the original headline it was based on—i.e., each pair had a predicted treatment effect,
which we aggregated at the hypothesis level. By applying the hypotheses to many different headlines
and predicting their effect, we get a sense of how generalizable it is (e.g., it’s unlikely that a very
specific feature would produce a large effect on average). This step incorporated the ML signal and
an element of generalizability to rank-order the hypotheses. A sample of headline morphs is shown
in Table 2.

The last step narrowed the set. First, for each hypothesis we calculated the average difference between
embedding vectors for associated headline and morph pairs, producing a single embedding vector for
each hypothesis. We then ranked hypotheses by the score calculated in the previous step. Finally,
working from highest to lowest scores, we selected hypotheses that had a Euclidean distance greater
than 0.03 from previously selected hypotheses. Finally, we tested whether the predicted treatment
effects of the remaining 205 hypotheses were significantly different from 0 (after applying a correction
to control for false discovery rates [8]). Sixteen hypotheses had significant, positive predicted effects
(p<.05). With hypotheses in hand, we tested them in two studies.

Figure 1: Overview of steps for generating and selecting hypotheses

2.4 Hypothesis Testing

To test our hypotheses — and assuage any concerns of overfitting or p-hacking [39, 43] — we
pre-registered the six hypotheses and conducted all of our tests out of sample, on data that was
intentionally left untouched in all the preceding steps for generating the hypotheses. Hypotheses were
generated transparently through the process described above and pre-registered as they came, further
restricting our degrees of freedom [22, 38, 24]. The pre-registration of this analysis is available
on AsPredicted.org/S6H_ZPF (#172038), including the full text of hypotheses, sample sizes and
regression specifications.

Study 1 : We hand-picked 4 of the 16 (+ 2 others predicted to have a negative effect). We then
had 800 Prolific users code 3.4k headlines from the hold-out set on each of the 6 features. Each
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participant saw 26 headlines, each on a separate page, randomly drawn from the set of 3,402. For
each headline, participants were asked to “select the level which each trait is featured in this headline,
from ‘1 (Low)’ to ‘7 (High)’.” There was also an option to select “0” to indicate the trait was not
present. The traits (i.e., features) were listed by their shorthand: (i) includes element of surprise
followed by cliffhanger, (ii) incorporates parody, (iii) refers to multimedia evidence, (iv) describes
physical reaction, (v) short and simple phrases, (vi) focus on positive aspects of human behavior.

To test each of the six hypotheses, we estimate six OLS regressions:

∆CTRa,b = β0 + βr ·∆Ratinga,b + εa,b. (4)

Five of the 6 features had meaningful effects (p = 0.297; p = 0.094; p = 0.046; p = 0.033;
p < .001, p < .001). But are these novel? Controlling for BU features, 2 of 6 had significant effects
(p < .001).

Study 2 : To see whether these effects generalize to new contexts, we conducted the same tests with
a different dataset: social media posts by an online entertainment company. The data we obtained
contains a total of 553,328 different social media posts for various articles hosted on their website
between July 2022 and February 2023. Here, 5,077 posts were split to test the hypotheses. Unlike the
Upworthy dataset, the posts were not part of a randomized trial. Therefore, our primary outcome is
the CTR (not ∆CTR), defined here as the total clicks divided by the total reach.

We had 900 users code 5,077 messages using the same survey structure as Study 1. One notable
exception is that we regressed the CTR on the average rating; we did not differ in the variables as we
did for Upworthy since the posts were not paired. Again, four out of the six hypothesized features
were significant predictors of CTR (ps < .01), including (1) multimedia evidence, (2) physical
reactions, (3) short, simple phrases, and (4) a focus on positive, human behavior. These are consistent
with the evidence found in the Upworthy data, except for multimedia, for which the effect is in the
opposite direction, and surprise, cliffhanger, for which there is a null effect.

3 Limitations

An obvious limitation of any data-driven approach is that they are inherently data-driven (as opposed
to theory-driven approaches, which start from existing literature or a standard model of the world).
Science requires both [37, 3, 28] and, in fact, in marketing, both approaches are regularly used [21].
The downside of data-driven approaches is that without any background knowledge, it can be hard to
contextualize observed effects or generalize them to new contexts without further testing. We see
an example of this in the case of the multimedia feature; more research could help to reconcile the
fact that the observed effect is in opposite directions in different domains. For example, different
consumer groups may have varied responses to a similar hypothesis. While the framework presented
here adds to the toolkit of data-driven approaches, the transparency of the outputs leaves room for
researchers to search through the set with an eye for theoretically relevant insights.

An open question remains regarding the right “level” of a hypothesis. In setting up the procedure,
we iterated on the prompts before landing on a set where the LLM responded with a hypothesis
in a format we felt resembled hypotheses found in past papers. While off-the-shelf LLMs could
conceivably draw on existing knowledge to produce more theoretically rich hypotheses [44], leaning
into this would increase the chance the LLMs “hallucinated” or drew insights from a world model
different from our own [41].

Our pipeline assumes that data comes in the form of A/B tests, but this may be infeasible for some
applications. Even with pairs of messages from the same trial, most pairs of headlines vary several
things at once, making it hard to isolate sources of variation. It is conceivable that the hypotheses
generated reflect this complexity; in fact, some did specify interactions (e.g., “using first-person
narration and acknowledging personal change in beliefs leads to less engagement with a message,”
emphasis added). By choosing prompts for which the outputs were both empirically plausible and
not overly complex, we may have shifted the distribution of hypotheses to be more substantive than
theoretical.
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4 Impacts

This paper is intended to help marketing researchers, organizations, and policymakers generate new
insights into what drives consumer behavior. We make several significant contributions: First, we
introduce a framework to convert unstructured text into marketing insights. There are several recent
papers exploring how researchers can use text to study consumer behavior [e.g., 19, 9, 12, 18, 20].
One persistent challenge with this unstructured data is interpretability [17, 18]. The framework we
propose utilizes various existing technologies to help address this.

Second, we generate and test actual marketing hypotheses. In doing so, we contribute to the literature
studying how language affects engagement [e.g., 6, 25, 11, 10]. Using our framework, we uncover
new insights, some adding to existing theories and others inspiring new questions. Although we
tested a select set in this paper, our process generated dozens of hypotheses worth examining more
closely in future research.

In addition, this paper adds to the literature on organizational learning [36, 14, 16]. Organizations
today continuously run A/B tests to learn how various messages affect consumers’ behavior [25, 4, 31].
Nevertheless, many of these tests prioritize learning what works [e.g., by comparing wholesale
changes; 23, 5] at the cost of learning why, which typically requires more carefully controlled
experiments. This paper demonstrates how to aggregate insights from thousands of A/B tests in the
form of specific hypotheses that others can carefully test.

Finally, this paper contributes to the research on data-driven discovery and hypothesis generation
[32, 27, 7, 2, 1]. While marketing researchers are driving some of the innovation in this space
[e.g., 2, 7], a lot is also happening in outside disciplines such as computer science and economics
[27, 45, 30]. This work tries to bridge this literature and, in doing so, broaden the reach of our field
[29].

5 Discussion

The hypotheses derived from our framework have practical implications, serving as meaningful
predictors of engagement as measured through click-through rates (CTR). These hypothesized
features not only capture variation in CTR in the context in which they were discovered but also
predict the CTR in other contexts. For instance, using social media posts from an online entertainment
company, we found significant correlational evidence supporting four of the six hypotheses above.
The evidence that these hypotheses extend to new contexts suggests that companies with multiple
messaging channels or several brands can leverage our framework to inform a broader marketing
strategy.

Whether these are novel, generalizable, and of general interest remains an open set of questions. On
the question of novelty, we provide a partial answer. Statistically, at least two features — surprise,
cliffhanger and multimedia reference — appear to capture information that is sufficiently different
from the 51 psychological constructs derived in [6]. Nevertheless, one could argue that these features
appear similar to insights already known. More empirical work is needed to answer this, so we leave
this to future research.

6 Conclusion

The current paper produces new insights into what drives engagement. Importantly, it also offers a
general framework that researchers and organizations can use to aggregate marketing insights from
text. This framework can be applied whenever there is high-dimensional text data, such as text
messages, emails, social media posts, brand slogans, advertising content, and customer service scripts.
The data need not be structured, and the process requires little human interpretation. Nevertheless,
the output is a set of hypotheses readily interpretable by humans.

This paper presents a novel framework marketers could use to generate hypotheses from text data.
Our approach integrates large-language models, machine-learning tools, and psychology experiments
to produce hypotheses that are both novel and interpretable. By starting with unstructured data such
as text messages, emails, social media posts, or headlines, our framework outputs hypotheses that are
interpretable, novel, testable, and generalizable to other contexts.
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A Appendix / supplemental material

A.1 Examples

Below is a sample of outputs produced by GPT-4, both for the hypothesis generation and morphing
steps of the pipeline.

Table 1: Examples of sampled headline pairs and generated hypotheses

Headline A Headline B Hypothesis

A Holocaust Survivor’s Compas-
sionate Message To The German
Population

A 90-Second Message From A 90-
Year-Old Holocaust Survivor

Specifying the length of content
in the headline results in more en-
gagement with a message

These Kids Don’t Pass Go And
They Don’t Collect $200.

Behind These Numbers Sit Really
Sad Truths About Our Justice Sys-
tem - And Some Really Young
People

Incorporating emotional language
results in more engagement with
a message.

It’s Probably Your 2nd Favorite
Thing To Do And Now Science
Wants You To Do More Of It

If You Think It Feels Great, You
Should See What Else It’s Doing
To You

Framing a message to highlight
unexpected benefits increases en-
gagement with a message.

I Used To Think Adaptation Was
A Good Thing Until I Realized
How Humans Do It

Baby Polar Bear: ‘What Use
Is All This Fur If There’s No
Ice?’ Mama Bear: ‘Hush Up And
Adapt’.

Personifying animals in the mes-
saging affects engagement with a
message.

She Wanted To Make Sure Every-
one Knew That Her Baby Was
A Boy. So She Dressed Him In
Pink.

She Wants Everyone To Know
That She’s A Proud Mother Of A
Boy, So She Dresses Him In Pink

Using past tense instead of
present tense decreases engage-
ment with a message.

Elizabeth Warren Forced To Lec-
ture Bank Regulator Like He’s A
Child Who Did Something Awful

Elizabeth Warren Teaches A Bank
Regulator How To Do His Job
Like A Big Boy

Using a condescending tone de-
creases engagement with a mes-
sage.

Note: To view more examples, visit https://bit.ly/jmp-hyp-samp. Complete set available on OSF.
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Table 2: Examples of hypotheses, original headlines and the associated morphs

Hypothesis Original Headline Morphed Headline

Incorporating emotional triggers
and a geographic reference into a
headline affects engagement with
a message.

That Cheap Stuff I Just Bought At
Walmart? Turns Out, It Cost Me
$6000 More Than I Thought

Local Man’s Walmart Bargain
Turns Nightmare: Hidden Costs
Rack Up $6000!

Personalizing a message by focus-
ing on an individual’s story or re-
action makes people more likely
to engage with a message.

11 Tweets That Sum Up The Hor-
ror In North Carolina

North Carolina Resident’s Heart-
Wrenching Reaction Captures the
Horror in 11 Tweets

Excessive sensationalism and
vague phrasing leads to less en-
gagement with a message.

An 11-year old ate a burger with
a surprise ingredient. It was fatal,
but ok according to the FDA.

11-Year-Old’s Fatal Reaction to
FDA-Approved Burger Ingredient
Sparks Outrage

Introducing a narrative arc and
highlighting societal themes leads
to more engagement with a mes-
sage.

A woman shares some thoughts
on why ’being normal’ isn’t all
it’s cracked up to be.

A Brave Woman’s Journey From
Conforming to Defying Society:
Why Rejecting ‘Normal’ Opens
the Door to True Self-Discovery

Introducing a sense of mystery or
unresolved tension affects engage-
ment with a message.

A Haunting Photo Of Martin
Luther King Jr. Plus His Immor-
tal Audio Clip

Discover the Mystery Behind
Martin Luther King Jr.’s Last
Haunting Photo and Immortal
Words

Introducing an element of sur-
prise and emphasizing the impact
of unawareness leads to more en-
gagement with a message.

Food Stamps Cannot Be Used To
Buy Weapons. Except In Alaska.

You Thought Food Stamps Were
Just for Groceries? Guess Again,
Especially in Alaska!

Note: To view more examples, visit https://bit.ly/jmp-morph-samp. Complete set available on OSF.

A.2 Prompts

We use large language models to generate hypotheses, produce morphs, and rate different pieces
of text on various hypotheses. For each of these tasks, we require a prompt, to guide the language
model’s output. In order to minimize the dependence of any results on a particular prompting
approach, we also introduce some randomization in the prompting process. In this section, we
include a full base prompt for each task, and outline the variations applied to the base prompt. The
full materials will be made available through the OSF: https://osf.io/d5xvb/?view_only=
301ca63ed1004401adb697a625ff8d61. In particular, we highlight the prompts.yaml file in the
OSF, which includes the raw text of all prompt formats.

A.2.1 Generating hypotheses

Our prompt for generating hypotheses takes a pair of headlines, HA and HB , from the same A/B
test as input. It specifies that the language model should identify a feature that changed moving
from HA to HB . In addition, it provides additional context by specifying a role for the language
model and a structure for the hypothesis. We also impose some requirements on quality, to ensure
that the resulting hypothesis satisfied our goals of clarity, generalizability, empirical plausibility,
unidimensionality, and usability.

Within this format, we then varied multiple elements. Firstly, we randomized the role, including
an editor or communication scientist for example. Secondly, we varied the hypothesis structure by
providing different specific endings. Thirdly, we included more or less information for GPT by
possibly giving examples of previous hypotheses, examples of “known constructs” which GPT was
instructed to avoid, or removing the example headlines (to serve as a control). Below, we include
some examples or an excerpt from each type of randomization.

• Preamble: One of nine different preambles was selected, to encourage analytical thought.
Examples include:
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1. an editor of a top marketing journal such as the Journal of Consumer Research or the
Journal of Marketing,

2. a communication scientist researching the effects of linguistic framing on reader
perception, and

3. a consumer psychology expert specializing in persuasive messaging.
• Hypothesis structure: One of eight different hypothesis structures was selected, to force a

format for the output hypothesis that was compatible with later analysis. The {direction}
key was filled in with the “more [less]” or “increases [decreases]” depending on whether
m̂a,b was positive or negative. Examples include:

1. Hypothesis: leads to {direction} engagement with a message.
2. Hypothesis: makes people direction likely to engage with a message.
3. Hypothesis: influences engagement with a message.

• Variations: We also created three additional variations to the base prompt.
1. Control: This variation did not refer to any Upworthy headlines and was included to

later assess whether hypotheses generated by GPT with access to our dataset differed
from those generated by GPT without any specific headlines.4

2. Examples: In this variation, we included some examples of ideal hypotheses. This
included “taking photos with the intention to share will induce self-presentational
concern and generate disutility, thus actually decreasing enjoyment of the current
experience” and “perception of moving at faster speed results in more abstract mental
representation and choices consistent with desirability”, for example.

3. Known constructs: In this variation, we included some known constructs, sourced
from the BU analysis. This included Reading Ease: Simpler and easier to read and
understand and Common Words: Contains more simple or common words, for example.

The complete set of prompts was made by taking the base prompt format, sampling one of the 9
preambles, one of the 8 structures, and one of the 4 variations (the three listed, plus the possibility of
no variation).

A.2.2 Generating morphs

Our prompt for generating morphs takes three examples of headlines from Upworthy, a single
headline, H , and a hypothesis, D. When sampling examples and headlines, we ensure that all four
headlines come from different trials. The prompt then includes instructions to rewrite headline H
according to the given instructions D, while keeping the content of the story as similar as possible.

In addition to the base prompt for morphing, we introduced two variations. The first instructed GPT
to produce two variations as output: one that increased the feature of interest by 75%, and another
that decreased the feature of interest by 75%. The second variation specified that the morph should
be as similar to the original headline in nearly every way except for the feature being changed.

A.2.3 Labeling

Our prompt for labeling headlines takes a single headline, H , and a hypothesis, D, as input. It
specifies that the language model should evaluate the given headline on the given hypothesis on a
scale of 0 to 7.

4Since we planned to exclude these from the rest of the pipeline, prompts that had Control instructions were
undersampled before being matched to a pair.
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A.3 Online survey materials

The full survey text is also available through the OSF: https://osf.io/d5xvb/?view_only=
301ca63ed1004401adb697a625ff8d61. In particular, the .qsf files are Qualtrics survey exports,
that allow others to fully recreate the survey. This includes the IRB-approved consent, instructions,
compensation, and survey design (including ramdomization). We additionally note that all surveys
came with compensation above the federal minimum wage, in addition to any bonus compensation.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Our main claim is to have a process for generating interpretable hypotheses.
This process is outlined in the body, along with significant results for the outputs of the
process.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Multiple limitations, considerations, and analysis are provided in Section 3.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: We do not provide theoretical results in our paper.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We outline both a process and experimental results in our paper. The Upworthy
data is publicly accessible and the process is described in detail that should be sufficient
for reproducing the entire pipeline, and the experimental results are described in sufficient
results for a statistical replication. Note however that the secondary dataset is not publicly
available, and replications do require collecting data from new Prolific experiments until we
release the data collected already.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The Upworthy data, required for the replication of the main results, is publicly
accessible. The code for this project is available on OSF (linked in Appendix Subsection A.2),
along with material for the prompts, the online surveys, data cleaning, and additional
experiments not included in the current submission. Unfortunately, the dataset used in Study
2 is not publicly avaiable, and is not able to be released.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Information about all data preparation and model preparation are included.
Some minor details have been omitted, but are generally not critical to the overall hypothesis
generation procedure: the learning rate, for example, is of limited importance to the overall
generation procedure. Details of the experiments are included, along with relevant code on
OSF.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: Significance estimates are provided on all key quantities of interest. In
particular, p-values for all regression coefficient estimates are included, along with F-
statistics for model comparisons.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [No]
Justification: None of the algorithm steps or experimental results are compute intensive and
can be completed in a reasonable time (within an hour) for all training and evaluation, so we
have omitted these details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: All research adhers to IRB requirements and the NeurIPS Code of Ethics.
Human participants were paid fairly, anonymity has been preserved, and there is minimal
risk of harmful consequences from this research.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
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• The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We have included a discussion of potential impacts for work in Section 4.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Our specific application (click-through on news headlines) poses minimal risk
of misuse from release, especially since the dataset is already publicly available.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
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Justification: For the main dataset, we cite the original Upworthy publication [31], which
contains the details of release. For the secondary dataset, we preserve the anonymity of
the provider at their request. Model architectures and pre-training coefficients are cited
appropriately.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: We are not currently releasing any assets with this paper.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: All survey materials are available on OSF, linked in Appendix Section A.3.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [Yes]
Justification: All participants were given informed consent according to the IRB require-
ments at the University of Chicago. These are visible in the supplemental resources for
online experiments.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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