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Abstract

Most Al tools adopted by governments are not developed internally, but instead are
acquired from third-party vendors in a process called public procurement. While
scholars and regulatory proposals have recently turned towards procurement as
a site of intervention to encourage responsible Al governance practices, little is
known about the practices and needs of city employees in charge of Al procurement.
In this paper, we present findings from semi-structured interviews with 18 city
employees across 7 US cities. We find that Al acquired by cities often does not go
through a conventional public procurement process, posing challenges to oversight
and governance. We identify key types of challenges to leveraging procurement
for responsible Al that city employees face when interacting with colleagues, Al
vendors, and members of the public. We conclude by discussing implications for
Al and policy researchers.

1 Introduction

Artificial intelligence is increasingly utilized in the public sector to automate bureaucratic process and
workflows, and assist decision-making processes that impact residents [[77, 156, 25, 135} (97} 152} I57]].
Often, public-sector Al systems are not developed in-house, but are purchased from external third-
party vendors through a process called “public procurement” [91} 72} |58]]. In fact, in a 2023 opening
statement for the full committee hearing on Al and procurement, U.S. Senator Gary Peters stated that
“over half of the Al tools used by federal agencies have been purchased from commercial vendors”
[70]]. Experts estimate that this number is even higher at lower levels of government, such as state
and local governments that are even less likely to have internal expertise to develop Al [83] 184} 164].
Thus, most public-sector Al systems used today are developed by and acquired from private vendors.

A growing body of academic and advocacy efforts have pointed out how Al systems procured in the
public sector have predominantly targeted narrowly defined notions of efficiency and performance
enhancements, resulting in adverse effects that disparately impact marginalized communities [35),
82,192,147, 151L [18]]. Facial recognition Al technologies, for example, have faced sustained criticism
due to concerns about civil liberties, racial biases and privacy violations [98, 148 2]. Despite these
concerns, in 2022, a U.S. government watchdog revealed over 20 federal law enforcement contracts
with private sector companies that either specialized in facial recognition or had awards related to its
use, with a total budget exceeding $7 million [8Q].

While such incidents have exposed flaws in individual Al systems, they highlight deeper issues in how
Al is acquired, used, and governed in the public sector. The Al procurement process encompasses
decisions of which Al tools to ask for, adopt or reject, and the manner in which they are developed and
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deployed: decisions of critical importance for communities who may be harmed by Al. Such decisions
not only influence the performance and risks posed by Al systems, but also play a significant role in
shaping broader governance practices and ethical standards by which Al operates in the public sector.
Mulligan and Bamberger [64] argue that studying this procurement process is of dire importance
as governments increasingly adopt algorithms that have irreversible and life-changing impacts on
residents’ lives. When procured algorithms are used to make critical bureaucratic decisions such as
who to jail or who to separate, scholars argue that procurement is policy: a commitment to replacing
human discretion with the policies and values that algorithms embed [38 13| 43| 164]].

In response to increasing incidents of harm caused by public Al [62], experts have called for gov-
ernments to adapt their existing procurement processes to be enable the assessment and governance
of risks and complexities unique to Al [83]. For example, in the United States, the federal gov-
ernment has released and started to implement the “Al M-Memo” [6} |89]], a landmark policy that
outlines mandatory steps all federal agencies must take to promote the “responsible procurement
of Al technologies”. Similarly, a few months ago local governments announced the formation of
the Government Al (“GovAI”) Coalition [9, 34, [81]], a group composed of over 1,000 members
representing 350 participating U.S. governments founded to “give local governments a voice in
shaping the future of AI”.

Thus, in a time when Al procurement has become a pressing matter of policy attention, we believe
that empirical research—to understand the challenges government employees face when attempting
to incorporate responsible Al considerations into their procurement practices—can help inform
policy development and implementation. To date, there is a dearth of empirical research focused on
understanding governments’ Al procurement practices. To address this gap, this work builds on the
burgeoning efforts across the United States to assist governments in procuring Al and investigates
how city employees are approaching the procurement of Al systems. In this workshop paper, we
present selected findings from semi-structured interviews with 18 city employees across 7 U.S. cities,
aiming to address two key research questions:

* RQ1. Characterizing existing AI procurement practices in public sector: What practices do
city employees follow to acquire Al products and services?

* RQ2. Understanding challenges and desires to procure Al responsibly: What challenges do
city employees face through the AI procurement process, and what are their needs to address those
gaps and challenges? What concrete resources can support them to overcome these obstacles?

We find that city employees face several key challenges in implementing responsible Al best practices,
in part due to complexities in their relationships with Al vendors. Cities often did not participate in
the development of procured Al systems, and instead were often sold Al systems developed to be used
off-the-shelf. City employees also often encountered vendors’ trade-secrecy claims, which posed
barriers to adequately assessing risks posed by procured Al. We conclude by discussing implications
for Al and policy researchers.

2 Background

While emerging Al technologies are new, governments must acquire all goods and services - including
Al - using established public procurement processes that lay out required steps before a purchase
can be made. We begin by introducing key components of this procurement process, and describe
how they may be used to procure Al. We also present an extended discussion of past scholarship on
public-sector Al and Al procurement in Appendix

A Public Procurement Primer for AI The term “public procurement” generally refers to the
processes governments use to bring in goods and services that are developed externally [91} 72} 58],
often involving paid transactions with third-party organizations In this work, our core focus is on
studying public procurement practices in the United States, particularly for local (city) governmentsE]

'We note that as described by past work [72], there is no single precise agreed-upon definition for what it
meant by the term “public procurement” — rather, the definition is “muddled” and varies across contexts. See
Appendix E]for a more detailed discussion of definitions.

2All of the cities we interviewed qualify as cities, but the procurement processes we outline here are also
applicable for other types of US local government, e.g., counties, municipalities, etc.



While procurement laws, organizational structures, and activities vary across different cities [58]],
they all specify common steps that take place in a conventional procurement process. These steps
were designed to be applicable for any good or service, including pencils, school buses, and tech-
nologies, including those that have Al [28| 45| 41]]. We provide a brief sketch and introduce key
terminology necessary to understand this procurement process, and direct the readers to [84] for a
more comprehensive review.

1. Planning. The procurement process begins with planning when public-sector employees identify
a potential need or application for procured goods or services. For Al the planning phase might
involve identifying a context or use-case where employees believe that Al might be appropriate
[67,153]].

2. Solicitation. Once an employee has decided that they are interested in using an externally-
developed solution for their need, they then begin a solicitation, a competitive process to select
a vendor. One type of solicitation is a Request For Proposal (RFP), a structured process where
a government outlines their needs, expectations, and desired outcomes. Interested vendors
then submit detailed proposals that comprehensively address these requirements [5] For Al,
solicitations may include specific requirements and criteria desired of the procured Al solution
[84]. AI vendors may also be invited to give a live demo of their product [1} [71].

3. Review & Award. In the review and award phase, cities evaluate vendor proposals using score
sheets and other established processes. For Al this phase might involves assessing how well the
tools adhere to responsible Al standards, and deciding the level of risk that will be tolerated [79].

4. Contracting. Once a vendor is selected, the city and vendor create a contract that specifies legally
enforceable obligations for both parties, such as the agreed price, statement of work, the vendor’s
support responsibilities, and an outline of how disputes will be resolved. This phase typically
involves a negotiation involving activities such as red-lining (negotiating contract clauses). For
Al, relevant contract terms may spell out expected Al risk management practices, such as regular
performance monitoring, or procedures on how to respond to incidents where Al causes harm
[321 9} /40].

5. Deployment & Use: The deployment phase is when the procured Al solution is adopted and used
by the city. For Al this phase may involve training frontline workers and users who will consume
Al outputs [54]], and continued oversight and monitoring of Al risks and performance [9].

In our study, we return to these five steps to examine city employees’ experiences procuring Al within
a conventional purchasing process, and whether they made special adaptations for Al. Importantly,
while much past work typically describes these five steps, we do not assume that all Al acquisitions
are procured using this process. In doing so, we hope to characterize any differences between the
conventional procurement process, versus the steps city employees actually took in specific real-world
Al procurements.

3 Methods

Over a period of 6 months (from December 2023 to June 2024), we leveraged semi-structured
interviews to understand city employees’ needs and challenges surrounding Al procurement. We
interviewed 18 city employees (described in Table[I)) across 7 U.S. cities that varied by region and
size. Participating cities represented all four major regions (Northeast, West, Midwest, and South)
defined by the U.S. Census Bureau [7]]. Participating employees included both department leaders
(e.g., Chief Technology Officers) tasked with providing strategic guidance and making decisions on
behalf of their department, and other employees whose day-to-day responsibilities involved managing
technology procurement.

Participating cities for the sample were recruited using both convenience and snowball sampling:
we began by contacting city employees in our professional networks who had demonstrated a past
interest in Al governance. We also cold-emailed or were introduced to employees at other cities
that were referenced in our conversations with others. We intentionally selected and invited cities

3Beyond RFPs, there are several other types of formal solicitation processes, such as a Request for Information
(RFI), Request for Bid (RFB), Requests for Quotation (RFQ), and others. See [10] for a more comprehensive
review.



Department City Size Title
pl Innovation Medium Chief Data Officer
p2 | Information Technology Large Senior IT Manager
p3 | Information Technology Large Privacy Program Manager
p4 | Information Technology Small IT Business Relationship Manager
pS | Information Technology Large Privacy Specialist
p6 | Information Technology Small Director of IT
p7 | Information Technology Large Chief Privacy Officer
p8 | Management & Budget | Medium Sourcing Specialist
po Innovation Medium Innovation Specialist
pl0 | Information Technology Large Privacy & AI Analyst
pll | Information Technology | Medium Chief Technology Officer
pl2 Human Resources Small Talent & Culture Program Manager
p13 | Information Technology | Medium Chief Data & Analytics Officer
pl4 | Management & Budget Large Director of Procurement
pl5 | Information Technology Large Chief Technology Officer
pl6 Innovation Large IT Policy Director
pl7 | Information Technology Large Vendor Manager
pl8 Innovation Large Chief Information Officer

Table 1: An anonymous description of participating municipal employees. Titles were modified
to preserve anonymity. Small cities have under 200,000 residents, medium cities have 200,000 -
500,000 residents, and large cities have over 500,000 residents.

that represented a wide range of maturity surrounding Al (e.g., whether or not they had privacy or
Al-focused personnel or had adopted any public-facing Al policies). We invited 8 total cities, and 7
agreed to participate in the study.

To recruit participants, we used snowball sampling to ask our initial contacts at the city to introduce
us to other eligible employees. Participants were eligible if their present role was involved with
technology procurement or governance in their city. As shown in Table[I] the majority of interviewed
employees worked in technology-focused roles in their city’s IT or Innovation departments. We also
were introduced to and spoke with specialists in vendor relations and procurement to provide a broad
perspective on procurement processes, and one human resources representative who had conducted
organizational training on Al. To maintain confidentiality and protect participant identity, all data
was anonymized and presented in an aggregated form, with sensitive quotes excluded or paraphrased
where necessary.

Semi-Structured Interviews We adopted a semi-structured interview approach to allow flexibility
in discussions, enabling participants to express their thoughts freely and spend more time discussing
phases of the procurement process that are closest to their responsibilities and expertise, while
covering essential topics predetermined by the two RQs. Interviews ranged from 60 to 90 minutes,
and the interview protocol included three sections. First, we asked participants about their background,
such as their current role and work responsibilities relating to AI. We defined “AI” to participants
as “any machine-based system that can make predictions, recommendations, or decisions’ and
provided examples of qualifying systems such as facial recognition, resume screening, and chatbot
technology. Second, we asked participants to walk through how an example procurement involving Al
would occur in their city, paying particular attention to any differences between a standard technology
procurement. Our goal was not to impose structure on participants’ descriptions of procurement,
but rather allow them to describe how they personally view the procurement process. In the final
section, we asked participants to reflect more deeply on their perceived challenges, needs, and
desires to improve the Al procurement process. The study was approved by a university Institutional
Review Board (IRB), and participants provided informed consent. We include our complete interview
protocol in Appendix [C]

To preserve anonymity of participating employees, we assured interviewees that their participation
was voluntary, they could decline to answer interviewer questions, and their responses would be kept
anonymous. For sensitive or potentially identifying interview quotes, we exclude participant IDs to

*This definition is adopted directly from the OECD [39].



preserve anonymity. When appropriate, we use the "x" character to omit exact dollar amounts to
preserve confidentiality.

Qualitative Analysis We collected 23 hours of interview audio which were transcribed and coded
by four team members, including the principal investigator. We adopted a bottom-up thematic
analysis approach [21]] to analyze interview transcripts. Each transcript was open-coded by two
authors, who met regularly to discuss each transcript and resolve any differences in interpretation
[61]]. The process was iterative, including regular discussions to adjust coding strategies, group codes
into higher-level themes concerning employees’ practices and needs, and refine the coding schema.
In total, we created 305 unique codes, which we grouped into 43 higher-level themes. We discuss
methodological limitations of our study in Appendix [E]

In what follows, we discuss selected findings that we believe are of key relevance to the NeurIPS
Regulatable ML community of Al and policy researchers. For an extended discussion of our findings
and implications for other actors, we refer the reader to our upcoming manuscript.

4 Selected Findings

Cities are increasingly adopting externally-developed AI. We found that all seven of the cities
that we interviewed shared that they had already started to use third-party Al technologies developed
for a wide set of intended users and goals, e.g., to aid law enforcement, inform urban planning
decisions, assist bureaucratic decision-making, facilitate resident communications, and increase
workplace productivity. In Appendix [D} we describe each of these use cases in further detail and
provide example real-world Al solutions mentioned by participants. Notably, almost all of the cities
we interviewed did not have the capacity to develop their own Al solutions internally, motivating
their need to adopt Al developed outside of their organization, with the exception of two large cities
that were experimenting with developing their own Al solutions with their own IT workforce.

Some cities, but not others, have adapted their purchasing practices for AI. We found that
three out of seven cities that we spoke to had already introduced explicit changes to their existing
procurement practices for Al. The remaining four cities had not changed their processes, and assessed
Al similarly to “any other technology” (P6), applying broad criteria for purchasing software such
as “threats to cybersecurity” (e.g., data breaches), “usability”, and “inter-operability with [existing]
enterprise systems” (P1, P4, P§, PlS)E] In contrast, participants in the three cities that revised their
processes found these broad criteria insufficient to address novel risks posed by Al technology.
For example, one procurement specialist (P17) reflected on how in contrast to traditional software
procurements, which were “very contained algorithms”, data-driven Al posed novel risks due to risks
of inaccuracy, privacy risks and “human biases encoded in [training] data”, inscrutability, and changes
in behavior when models are “refreshed” (re-trained). Another participant (P18) called attention to
the environmental impact of training and using large language models, a consideration they did not
typically consider for the average software procurement.

Interestingly, we found that the common step that interviewed cities took to improve their Al
governance was developing new usage policies for how city employees should or should not interact
with publicly available generative Al tools, such as ChatGPT. Common advice included not entering
private city data into chatbots, using city (not personal) accounts to discuss city business, reviewing
Al outputs before using them, and disclosing when Al was used to generate content. In many cities,
these generative Al usage policies were the government’s first (and sometimes only) action taken
regarding Al. While all seven interviewed cities had already or intended to release generative Al
usage policies, these policies were often narrowly-scoped. For example, such policies only covered
generative Al tools, and were not applicable to other types of Al systems, such as predictive Al [96].
Similarly, such policies focused on individual employees’ usage of Al tools, rather than the broader
acquisition processes by which Al tools came to be in use.

Cities that had changed their processes for Al could cities often a separate "Al review" process
overseen by experts in technology, that occurred outside of conventional procurement processes
(e.g., led by an IT rather than a procurement department). When an employee wanted to acquire an

SDepartment leaders in three out of these four cities shared that they intended to change their practices for
procurements involving Al but had not yet decided how to do so.



Al solution, they initiated an Al review by completing a form or "opening a ticket". IT employees
trained to assess the risks of the Al then would use information from the employees’ request to
conduct further reviews. Al reviews often involved Al-specific risk assessments, vendor reporting
requirements, and negotiations to include additional Al-specific contract terms. We describe each of
these components in more detail in Appendix[F] In the following paragraphs, we expand on challenges
that these cities faced when implementing these interventions.

Many Al acquisitions occur outside of conventional procurement processes. In Section[2] we
described a classic procurement process as it is described in the literature. Our interviews, however,
indicate that Al procurement often doesn’t take this classic route, often skipping centralized planning,
solicitation, competition, and contract negotiation phases. Participants pointed out that due broader
shifts in the Al landscape, namely the availability of low- and no-cost Al tools (P1, P12, P13, P16),
many Al acquisitions did not involve a competitive solicitation (e.g., no RFP) because they were
under cost thresholds that would require them to do SOE] Local procurement law specified that
municipal employees could make purchases under a certain dollar amount at their own discretion,
using a government-issued purchasing card (sometimes called a "p-card"). Types of Al tools that fell
under cost thresholds included free online services (e.g., chatbots), services with paid subscription
models (e.g., coding assistants), or Al donated through academic collaborations, foundations, or from
for-profit companies.

In many cities, Al acquisitions that occurred under cost thresholds "didn’t have to go through
procurement”, and thus fell outside the scope of existing accountability structures for government
purchasing. For example, one department leader reflected on how acquisitions under cost thresholds
were particularly difficult to govern or even be aware of until after they had been purchased:

"[For purchases] below $x0,000, there’s few oversight or regulatory mechanisms
to control, or even have visibility of what departments do. We can go back through
our financial data to say, ’Oh, this money was spent on this procurement’, but it’s
not routed through a centralized control mechanism." (P16)

The participant was particularly “concerned” about employees’ use of free generative Al technologies
after an experience where they learned that an employee started to use a free transcription tool that
did not have “a consensual model for data collection”. The participant reflected on the hidden costs
of free Al tools:

“If you are not paying for it, you’re the product. We have to be mindful about the
extractive capabilities of these tools that can be free, but are at risk of us divulging
resident information, possibly more secure information as well.” (P16)

Cities with Al reviews required employees to complete an Al review before procuring or using an
Al system, regardless of cost. However, in cities without Al reviews, there were often no applicable
processes to oversee free or low-cost acquisitions. In effect, individual users could purchase or begin
to use free and low-cost Al tools (e.g., with prices under $x00 per month) at their own discretion,
without notifying others in their city.

"Is that hallucination thing for real?'': Participants desire focused training on Al risks.
Participants located in cities that had yet to develop Al-specific components of their procurement
process expressed anxiety and a lack of confidence in their ability to assess Al solutions. When
discussing what they perceived to be significant risks posed by Al systems, several participants
discussed concerns about data security, data ownership and retention, and data privacy. However,
a much smaller number of participants mentioned risks posed by (in)accuracy [74], (un)fairness
[20], adversarial robustness [37], lack of transparency or explainability [14], contestability and
recourse [[63]], or broader societal impacts, e.g., to labor or the environment [88} |59]]. For example,
one participant mentioned that their team did not consider risks posed by "hallucinations" in a
recent procurement of an Al chatbot service, and that risks due to inaccuracies were “not part of the
conversations” they had with the vendor.

SThese cost thresholds are specified by both state and municipal procurement law that applies for all purchases
beyond technology, and varied across participating cities.



"Information is typically black-boxed'': Vendor secrecy & obfuscation. While participants tried
to leverage their city’s purchasing power to ask more from vendors, e.g., to provide basic information
about their Al system or amend their contracting terms, many participants found that vendors were
unwilling to amend their position. With some exceptions, participants repeatedly felt that they lacked
leverage in advocating on behalf of their city. Al vendors frequently refused to disclose information
that reviewers requested, claiming that the information was proprietary (i.e., protected as the vendor’s
intellectual property). One participant explained how vendors’ refusal to grant cities access or provide
basic information about their system limited the participant’s ability to make informed purchasing
decisions:

"What we need to perform a risk assessment is intimately tied to the [data] models
that power Al systems, which most vendors treat as proprietary. So, having access
to the model, which is the engine of how the Al tool is working, knowing the
sources of training data that are being used, having information on the accuracy of
the Al [...] this information is typically black-boxed.” (P2)

Participants described other tactics beyond invoking IP that vendors used to avoid answering their
questions, such as “ghosting” (not responding to e-mails) (P5), “deflecting” (P10), or simply stating
that they cannot answer (PS5, P10, P13). Other denied requests for information included questions
about the presence of copyrighted content in a model’s training corpus (P3, P5), whether data collected
from employees’ interactions with the Al would be used to train the vendor’s models (P1, P17), and
disaggregated performance measures of the model’s accuracy, e.g., across different demographic
groups (P2, P7, P10). In response, several public sector employees with technical expertise shared that
they conducted their own independent evaluations of third-party Al systems themselves (described
further in Appendix [F).

""Few companies are willing to do boutique AI models'': Lack of customization. Several
participants valued the ability to customize the Al services that they procured to the unique context
and needs of their locality. However, participants shared that they often were not consulted or
involved with the design or development of procured Al solutions. Instead, the majority of procured
Al systems were designed to be deployed off-the-shelf, without being customized to (e.g., trained or
fine-tuned using data from) each city. One participant used the term “turn-key” to describe this type
of vendor business model:

"[Vendors] are like, ‘We just want to scale our business model and get out of the
game’. To do that, it has to be this turn-key thing. Very few companies are willing
to do ‘boutique’ Al models where they’re taking your specific dataset and training
their model off of that. ” (P2)

Participants also wished that vendors modify their AI models to apply technical mitigations to reduce
potential societal harms. As one example, a participant whose background was in data privacy
discussed a positive experience where the participant worked with a vendor who developed Al models
to count the number of people using city facilities:

"We were like: ‘Whoa, why are we just watching people?’ So we worked with the
vendor to ask: Do we actually need this video on, or can you blur it, or make it a
heat map? What functionality can you give the city so we don’t have to literally
watch humans walk in, when all we need is a count number?” (P3)

In this procurement, the vendor applied the city’s requested mitigations and trained an Al model to
detect people entering a building using alternative data sources, instead of a live video feed. This
example illustrates the importance of implementing technical mitigation steps (e.g., changing the
form of the data given as input to a predictive model) to manage and reduce risks.

""What is acceptable here?'': Determining organizational Al risk profile & risk tolerance Due
to their varying levels of Al preparedness, expertise, and capacity, cities wanted to pick and choose
the specific steps they would take to conduct their own risk assessment. Participants across cities
repeatedly expressed uncertainty and confusion about determining their organization’s risk tolerance,
i.e., how much risk they were willing to accept. Some cities established hard ceilings on certain types
of risks by instituting minimum "red line" requirements [76] of procured Al systems. But sometimes,



participants struggled to find Al that met their requirements. For example, one department leader
recently instituted "language in [their] city policy that city officials had to make a reasonable effort to
ensure [AlI] use was not violating existing intellectual property laws". In response, a generative Al
vendor told the city that this requirement disqualified them from consideration. While the requirement
worked as intended to protect the city from potentially using illegal software, the participant wondered
it would disqualify most eligible vendors:

"We had a number of conversations about that — in particular, are our standards
too high? Or is the technology simply too risky or problematic for us to use
effectively?" (P15)

In contrast to red line requirements, participants also had to make ad-hoc judgment calls after
collecting relevant information from vendors, such as performance metrics. Some participants
struggled to determine what values of the metric were good enough, or "set the line” (P9). One
participant discussed how their department had trouble interpreting the values of the metrics reported
by vendors when making decisions about whether to move forward with a purchase:

"We ask some sort of question: ‘What’s your R-squared value’? And how do we
know if [what is reported] is good? Someone needs to be able to say, is that good
or not good? Like, have that kind of technical acumen to say what is acceptable
here in terms of accuracy, error rates, thresholds, or whatever.” (P3)

Other participants also expressed enthusiasm for clear guidance and thresholds when interpreting
measures of Al risk, noting that such guidance might be most impactful for “small jurisdictions
that just don’t have the capacity [to conduct Al reviews]” (P7). The participant conceptualized this
guidance as a consistent "stamp of quality" for Al that could institute a minimal set of requirements,
e.g., for performance and non-discrimination. Yet, some participants surfaced the complexity of
instituting uniform risk tolerance standards across their organization given that individual employees
might have differing preferences for what risks to accept. As put by one participant tasked with data
privacy reviews, “my risk threshold probably looks very different than everyone else’s threshold”
(P3). Thus, organizations will need to strike a balance between establishing clear thresholds when
appropriate, while acknowledging that in some scenarios, individual employees may have different
perspectives and preferences for where to draw such red lines.

5 Discussion

Governments today struggle to anticipate and mitigate harms caused by procured Al technologies.
However, there is lack of scholarship on what government employees need. In interviews across
seven cities, we consistently found that cities struggled to uphold private vendors to responsible Al
best practices. City employees were uncertain of how to assess information such as performance
metrics provided by vendors, if such information was even provided at all. Procured Al often was
not trained on nor evaluated on city data before used in-deployment. Our findings point to the
uniqueness of understanding the procurement relationship for responsible AI. How can researchers
and policymakers support city employees, who are often better-positioned to represent the interests
of their constituents than private vendors, in being accountable over Al technology that they did not
develop, and often face fundamental barriers in accessing? In what follows, we highlight a few broad
directions and provocations for researchers and experts in Al and policy to consider:

* Most existing infrastructure and tools to promote responsible Al best practices assumes that the
user is also the developer of the model (e.g., and has full access [23]]). However, our findings show
that vendors often deny cities access to their model, claiming that it is protected as their IP. One
particular research direction of interest is the creation of tools that would allow non-expert users
(e.g., city employees involved with making purchasing decisions), with varying levels of access to
a third-party Al system, to understand and evaluate Al behaviors [93] 46| 95]].

» Data-sharing between vendors and across cities often does not occur. As such, there is a lack of
public datasets available for common public-sector Al use cases, such as 311 translation services
[9]. As a result, individual vendors often report the values of performance metrics calculated on
their own proprietary datasets, making comparison across vendors difficult.



Researchers can support cities by creating measurement methodologies and evaluation infras-
tructure for public-sector Al e.g., both standardized benchmarks and field testing guidance. For
example, one participant shared that they collaborated with a university to translate policy objectives
into quantifiable “measures of success” for a generative Al project. Academic researchers can
similarly design empirically-informed resources and tooling to support evaluation and measurement.
Researchers can aid cities in creating standardized benchmarks to enable consistent comparison of
performance across vendor offerings, e.g., by helping them build trusts to share data for common
public-sector use cases [4}[9]. Researchers can also draw from the field of program evaluation
[99] to help cities understand the extent to which already-procured Al, achieves its proposed goals
(e.g., of increasing worker productivity, making government services more accessible to residents,
preventing car accidents, or other goals).

* Our findings show that many cities, particularly smaller cities, struggle to assess vendors for
responsible Al considerations. In today’s ecosystem, every city is independently responsible for
eliciting relevant information from vendors, and making their own value judgements, effectively on
their own. While many cities valued being able to make their own judgements, several participants
shared that they wished that there was another centralized body that could conduct reviews to
ensure Al vendors met a minimum baseline of ethical behavior. One future direction to explore
could include defining such standards and creating a certification system for Al systems, similarly
to the existing SOC certification system for security (link).

* More broadly, many participants expressed a wish that private companies be required held to higher
ethical standards (e.g., through federal regulation). For example, one participant mentioned that
they regularly had to negotiate for minimum data protection standards for residents’ data in their
interactions with Al vendors. Such rights, the participant argued, could in theory be enacted as a
legal expectation for all vendors through federal data privacy legislation. Executive agencies can
exercise their rule-making power to establish enforceable standards for commercial Al systems,
e.g., so that they comply with existing civil rights and other consumer protection law [24]].

Increasing policy attention and resource development has been dedicated towards developing respon-
sible Al initiatives, with the hope that such initiatives can be helpful to some of the highest-stakes
Al systems procured by governments. Our study illuminates the complexities of how governments
navigate procurement relationships with Al vendors. Our findings point to under-served and important
directions for future work that can better support cities in mitigating risks posed by procured Al.
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A Related Scholarship

We group related scholarship on responsible governance of public Al into two categories: (1)
scholarship motivating why responsible Al is particularly important to study within local govern-
ment contexts; and (2) scholarship specifically targeting procurement as an intervention point for
responsible Al

A.1 Alin the Public Sector

Scholarship has documented a recent surge in public sector adoption of Al [[77,156} 1251351197, 152, [57]].
At times, the subsequent harms of these Al systems has further complicated government’s relationship
with marginalized communities, such as child protection services (CPS) 135,182} |92] or local police
[47,151, [18]]. For example, past work has demonstrated how public Al algorithms trained on biased
human decisions also replicate historic biases in deployment, such as disproportionately flagging
Black defendants as high-risk of recidivism [15]] or targeting poor families for CPS investigations
[35]]. In these and other high-stakes domains where Al “displaces discretion previously exercised
by policymakers” [64], scholars have argued that public Al represents a fundamental shift in how
public policy is formulated and implemented [[13} |43]. Thus, a growing number of both technical
and policy interventions have emerged to facilitate more responsible development and governance
of public-sector Al [63] [77] 53] 142, 12} [100} 44], organized around principles, such as fairness,
transparency, accountability to the public, and democratic participation. More broadly, research
has pointed to the importance of organizational Al governance frameworks (e.g., the NIST AI Risk
Management Framework [94])) to support organizations in establishing consistent standards and clear
lines of accountability for Al systems [66, [19].

Although an abundance of responsible Al resources exist, organizations often fall short in imple-
menting best practices. To better understand this disconnect, a emerging body of empirical HCI
research aims to understand the experiences and needs of practitioners that oversee or interact with
Al systems, on-the-ground [50, 31} [101} 155190, 152]]. Many of these studies highlight how proposed
responsible Al interventions are disconnected from practitioners’ actual needs, which are often shaped
by organizational culture, pressures, and incentives [50} [31} 152} 160l 1861 185 155 152]. We adopt this
methodological approach to study the public sector, specifically public procurement of Al. Our study
contributes to the emerging body of empirical studies that examine public sector employees’ use of
Al technologies [86} (85} 55} 152, [17].

To our knowledge, our study is the first systematic investigations of city employees’ Al procurement
practices using qualitative methods. Despite widespread attention to Al procurement, to our knowl-
edge the only prior work that spoke with government employees about procurement and Al is [17].
Their study differs from ours in that they (1) primarily spoke to federal officials, and (2) adopted a
“bench research” methodology to identify major themes.

A.2 Public Procurement for Responsible AI

In response to increasing incidents of harm caused by public Al [62], experts have called for
governments to adapt their existing procurement processes to the unique challenges and risks posed by
AT [83]]. Several groups have developed practical guidance and readily-adoptable resources centered
around AI procurement [78l 49| [73] 168]]. These resources, intended to be used by government
employees, include evolving guidelines, regulation, tools, vendor repositories, and templates to
guide public sector procurement practices)’| Many of these resources are targeted to the steps of a
conventional procurement process, e.g., items to add to an RFP [3} 126 33} 84} 22| [73]], guidance on
how to score Al proposals [79], and Al-specific terms for procurement contracts [32,140]. While a
handful of these resources were empirically validated [[79], we still lack a broader understanding of
if, and how, governments have made use of these resources. Thus, we examine if existing resources
address city employees’ primary needs for support.

Moreover, several scholars have pointed out how the public procurement process poses opportunities
to encourage better responsible Al practices. Individual cities can use their purchasing power to walk
away from harmful Al systems and negotiate on behalf of residents’ best interests, e.g., requiring
that vendors implement harm mitigation steps [26]. Furthermore, some argue that incorporating

"We refer the reader to [33]] for a more detailed review of existing resources.
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responsible Al considerations into purchasing decisions can result in broader market shifts that
incentivise best practices, especially for technologies that are exclusively sold to governments, e.g.,
policing technologies [36} 27]].

More broadly, our research coincides with a landmark year of government action focused on im-
proving Al procurement practices. The U.S. Federal government’s “Al M-Memo” [6, 189] is perhaps
the most comprehensive action taken by the federal government to date, and also initiated a broader
conversation amongst key stakeholders about the role of procurement in responsible Al by soliciting
public comments [L1 [102} 29]. Several U.S. state and local governments have followed suit in
adopting their first Al procurement guidelines [87].

Another key action that occurred as we were conducting interviews was the formation and announce-
ment of the Government Al (“GovAlI”) Coalition [9, 34} 81]], a group composed of over 1,000
members representing 350 participating U.S. governments, founded to “give local governments a
voice in shaping the future of AI”. Participating cities are encouraged to adopt shared Al governance
practices based on resource templates created by coalition members. The coalition envisions that by
working together cities can ask more of Al vendors: e.g., that they share basic information about their
Al systems with cities [8]]. Thus, we believe our research is of timely importance to inform evolving
policy efforts and their implementation.

B Defining “procurement”

Despite the differences, all the definitions of "public procurement" encountered share fundamental
similarities: they all concern the process of bringing in goods and services that are developed
externally, to achieve the goals of a public sector entity. They differ, however, in specific components
of the process. For example, while the United States’ federal definition emphasizes a “competitive”
purchasing process, denoting the exchange of money as part of procurement, some local governments,
like New York City, have definitions that are broader, encompassing all functions related to obtaining
goods and services whether or not money changes hands [[16, 69].

In this paper we do not adopt a single definition of public procurement as methodologically we chose
to leave such distinctions to our interviewees who were encouraged to discuss whatever processes and
components they personally and professionally associated with public procurement. Given the broader
diversity of the term, as would be expected, we observed differences across municipalities in what
types of acquisitions and activities participants deemed as falling under the umbrella of "procurement".
For example, procurement departments often did not oversee governments’ acquisition and use of
free technologies.

C Interview Protocol

We began the interview by reminding the participant of our informed consent protocol (approved by
our institution’s IRB board), and asking for their consent to record.

Introduction The goal of this interview is to learn more about existing procurement practices
specifically for artificial intelligence, or Al, technologies in your city. We adopt a wide definition
of Al as "any machine-based system that can make predictions, recommendations, or decisions".
This would include technologies such as facial recognition, gunshot recognition technology, resume
screening technology, ChatGPT, etc.

Our goal is not to assess your practices, but rather to identify needs and opportunities for researchers
as partners to support US cities.

Q1.1: Can you tell me a bit about your current role, and any past work experiences or responsibilities
relating to artificial intelligence?

Q1.2: Have you ever been involved in a past procurement of an artificial intelligence technology?

» If YES: How were you involved?

» If NO: Has your [agency] ever considered or talked about procuring AI?
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Walk-through The goal is to understand how a "typical" Al procurement occurs in the city. Our
goal is not to impose structure on the participant’s description, but rather allow them to describe how
they personally view/understand the procurement process.

If it doesn’t come up naturally, we can prompt them to reflect on specific parts of procurement,
such as (1) Planning, (2) RFP writing, (3) Evaluating Vendors, (4) Contracting, (5) Design-
ing/Building/Evaluating the Al, and (6) Deployment, and (7) Post-deployment.

Q2.1., Walkthrough. Can you briefly walk us through how a typical procurement involving an artificial
intelligence technology would occur in your city? We’re specifically interested in understanding any
difference between a standard technology procurement, vs. a procurement involving Al

* If never procured Al: e.g., imagine your city is considering procuring an enterprise-level generative
Al product, like a chatbot to screen 311 questions.

Drill-down prompts on specific parts of the procurement process:

Planning (Problem Formulation):

1. What does your city do to plan for the procurement before the RFP (request for proposal) writing
stage?

2. (if not covered) Pre-RFP, how does the agency identify that an Al tool might be a part of the
solution (rather than a tool that does not use AI)?

3. (if not covered) Do you have a process for evaluating the risks of a proposed Al technology before
RFP writing?

 If YES: What about potential mitigation processes for these risks?

RFPs:

1. Is there anything different in the content of the RFP for Al procurements, compared to standard
technology procurements that do not involve AI?

2. (if not covered) In the RFP, do you ask vendors questions about potential risks and mitigation
strategies?

Evaluating Proposals:

1. How does your city evaluate proposed Al solutions? We are especially interested in differences
between evaluating standard technology vs. Al proposals.

2. (if not covered) What information do you ask vendors to report in their proposal? Do you ever
encounter "trade secrecy"” claims?

3. (if not covered) What measures do you expect them to report? Do they validate that the technology
works as claimed using data from your city?

Contracting:

1. Are there any differences in the contracting process for Al vs. non-Al (standard technology)
technologies?

2. Are there specific terms and conditions that you include in Al contracts?

3. Can you share a past contract for an Al technology with us?

Al Design, Development, and Evaluation:

1. How are people from your city involved with the design, development and evaluation of Al
technologies under contract?

» If YES: How were you involved? What type of feedback did you give?

2. How often do vendors make changes to their technologies (like updating or improving it using
data from your city) before they are deployed?

3. How do vendors evaluate the Al solution they have designed and developed to make sure it fits
your use case?
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* Do they use data from your municipality for evaluation?
* What kind of measures do they look at and report to you?

Al Deployment:

1. How often do vendors (or the city) provide training or onboarding for people who will be using
the AI?

2. How are agency workers involved in deciding the way the Al is used in their everyday practice?
Post-deployment:

1. How do you oversee and monitor deployed Al technologies?

* What is the vendors’ responsibility?
* What if something goes wrong? (liability)

Q2.3 (if unclear) Can you remind me of who in your city is involved or oversees each phase of this
procurement process?

Q2.4 (if unclear): Do you believe the process that we just went through together is representative of
most Al procurements in your city (if relevant: beyond that specific example)?

Q2.5: Are there any existing policies in place that target the procurement of Al technologies
specifically?

» If YES:

— Can you share your city’s policies/guidelines with us?
— How long have these policies been in place?

* If NO:

— Is this something you anticipate being developed in the near future, or something that has been
discussed?

Q2.6: Can you direct us to your city’s general procurement policies that may be applicable to Al
technologies? e.g., such as data privacy policies?

Q2.7: Are there any Al technologies that come to be used through processes outside of the traditional
procurement process? (e.g., research partnerships, foundations, donations, or free tools?)

* Do these technologies undergo a similar "vetting" process to procured technologies?

— Do similar people evaluate these proposals?
— Do similar people oversee or monitor their deployment?

Q2.8: Does your city consider opportunities to engage with residents who may be affected by an Al
tool during the procurement process?

Challenges & Desires The goal is to understand the participant’s needs and desires to improve the
procurement process.

For the last part of our interview, we’d like to understand your opinions and wishes for improving Al
procurement.

Q3.1: What do you believe are the main challenges or "pain points" for Al procurement in your city?

* Do you have any suggestions as to how cities could improve their procurement of AI?
* (if relevant) Do you have any examples where [this challenge] happened in the past?

Q3.2: Can you imagine any new resources that could help you address these challenges?

* What resource format would be most helpful? ex: Checklists? Templates? Trainings?
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D Cities’ AI Use Cases

Table [2] groups examples of Al adopted by municipalities into five categories based on their intended
usage. In our discussions, employees in each city shared at least one example that they were aware of
belonging to one of these five categories.

Interestingly, not all of the employees that we interviewed were aware that other employees in their
city had already procured or adopted Al technologies: for example, one city employee stated that to
their knowledge, their city “has never purchased anything Al related", whereas their colleagues stated
that the city in fact has.

Type of Al technology Examples
Facilitating resident communication Translation services, chatbots, 311 assistance, public meeting summaries
Law enforcement License plate readers, gunshot detection, object detection
Smart cities/urban planning Sensors to track service utilization, accident tracking, snow plow routing
Assisting bureaucratic decision-making Funding allocation, service allocation, school bus routing
Workplace productivity tools Chatbots, image generation, voice generation, coding assistants

Table 2: We grouped the Al systems that municipal employees discussed procuring or adopting in
interviews, into 5 categories based on their intended usage. We provide anonymized examples of
types of Al systems that were mentioned in each category. Employees in each city shared at least one
example that they were aware of belonging to one of these five categories.

E Limitations

We acknowledge several methodological limitations of our study, many of which pose directions
for future work. We leveraged our personal networks and snowball sampling to recruit participating
cities and employees for our study. As such, our sample was skewed towards large cities who had
leaders that were already interested in and knowledgeable about artificial intelligence. Similarly,
our recruitment criteria may have led us to recruit participants who stood at the “forefront” of their
citys’ emerging Al practices, a methodological limitation shared by related empirical studies on
topics related to responsible Al [30} 150, [75]. To address these limitations, we intentionally tried to
recruit smaller cities and participant roles that were under-represented in our sample. While our
focus on U.S. cities enabled us to draw productive comparisons across jurisdictions, we believe that
understanding generalizability and distinctions across governments in other countries is an important
direction for future work. Finally, we acknowledge that our decision to focus on city employees as a
key stakeholder group in public-sector Al governance neglects the perspectives of other important
actors, such as Al vendors, civil society and other members of the public, and impacted communities.
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F Extended Descriptions of Cities’ AI Procurement Review Processes

Several cities that we spoke with had already introduced specific changes to their existing procurement
practices for Al, beginning in 2021 onwards. Notably, many participants felt that it was "early days"
in revising their Al review processes: for example, participants were in the midst of overseeing their
first formal AI procurement, conducting their first Al risk assessments, and revising their processes
more broadly. With this rapidly evolving landscape in mind, we group changes cities had made so far
to their practices into 5 categories, based on their goals. We discuss each of the interventions in detail
below, providing examples when appropriate.

Vendor reporting requirements Several cities instituted additional reporting requirements to ask
vendors for important information about Al systems. Cities could mandate that vendors complete
the reporting requirements by adding them as required items on an RFP or solicitation, or asking a
vendor to provide them separately for purchases without a solicitation. Participants believed that
learning additional information about an Al system could help cities with making more informed
purchasing decisions, risk assessments, and contract negotiations.

When deciding what to ask of vendors, several participants shared that their city started with the list
of questions from Government Al Coalition’s "Al FactSheet" [9]], a resource designed to support local
governments in understanding third-party Al systems. The factsheet asks vendors to report "essential
technical details" such as on what data the Al was trained, under what conditions the system was
tested, the values of relevant performance metrics, and measures taken to promote values of fairness,
robustness, and explainability.

Al risk or impact assessments Participants conducted additional risk or impact assessments to
better understand the possible positive or negative impacts of procured Al systems. While some
cities conducted such assessments in an informal or ad-hoc way, others had started to standardize
assessment processes by creating assessment templates with lists of questions and considerations.
Different cities also conducted risk or impact assessments at different phases of the procurement
process: some assessment instruments could be completed based on a "purpose statement" for Al,
before a specific vendor or Al system is identified. In contrast, other risk assessments can only be
completed once a concrete system has been identified, e.g., they require knowledge of the system’s
performance.

The role and purpose of these assessments varied across interviewed cities. In many cities, the risk
assessment had no immediate outcome, but employees were encouraged to take action to manage
and if possible, mitigate potential risks identified in the process. Beyond informing mitigation
steps, some participants also used risk assessments to triage Al solutions into "high" or "low" risk
categories, which then determined subsequent requirements for review and oversight. For example,
one city required high-risk Al to have additional reporting requirements, further risk assessment,
usage protocols, and regular post-deployment monitoring. Participants viewed risk triaging as a way
to reduce reviewing burden and better allocate their limited technical expertise. One participant who
conducted Al risk assessments explained:

"[When triaging risk], we’re just trying to get a sense of how thorough a review
we need to do, because we’re working with very limited capacity and resources.
So we’ve got to decide: is this a low-risk system that we can just do a really quick
look at? Or is this going to be something really sensitive and safety-impacting,
rights-impacting, that we need to dedicate a lot of our time to?" (P10)

Participants also noted how risk triaging was also time-saving for their colleagues on the other end
trying to purchase the Al as put by one employee: "If it’s low risk, I'll approve it, and you’ll be on
your way tomorrow!"

Independent evaluations While less common, some participants conducted their own independent
evaluations (or "audits") of third-party Al systems. Participants were motivated to conduct their
own evaluations for a variety of reasons, such as wanting to measure constructs that vendors had not
reported, or calculate these measures using their own data. For example, one participant described
an experience where they wanted to understand how a translation model’s accuracy rates differed
across languages, but the vendor didn’t give the city "any meaningful information" about the system’s
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performance. When the employee realized they had API access to the model, they decided to "go
into the platform [themselves]" to calculate performance metrics.

Another participant was motivated to design and conduct their own independent evaluations because
they believed demos to "show them [the AI] works" were insufficient to evaluating Al, "because
[vendors] give a demo of the one thing that works". The participant appreciated their city’s ability to
define what measures were most important for them:

"Early on, doing early experimentation very cheaply and fastly helps weed out a
lot of things. [...] The people that will best know what might be helpful, are the
employees of the city. It’s not like some CIO in the clouds coming like: *Oh, I have
determined that this would be helpful’." (P18)

Al contracting terms Procurement contracts specify legally enforceable obligations for both cities
and vendors, such as the agreed price, statement of work, the vendor’s support responsibilities, and
an outline of how disputes will be resolved. Participants across cities pointed to the importance of
including clear expectations of vendors in the contract, as put by one participant (P17): "The problem
with holding a vendor accountable, was you got to make sure you actually have somewhere where
it’s documented what we’re going to hold them accountable to".

To hold AI vendors accountable, some cities created contract language templates that spelled out
expected risk mitigation practices for procurements involving Al. Example contract terms included
requirements for vendors to regularly monitor system performance, train city users on how to operate
the Al respond in a timely manner to incidents where Al causes harm, and comply with data privacy
legislation. Participants who were members of the Government Al Coalition shared their intentions
to adopt terms from the GovAI’s Vendor Agreement contract template, believing that cities could ask
for more from vendors when they "stand together" and adopt similar terms.

Prototype deployments Typical procurement contracts require significant commitment from a city,
both financially and legally through a binding contract. As an alternative, several participants instead
preferred to "try out" emerging Al technologies via fixed-length contracts. One department leader
who ran a prototyping program explained how they "work within the constraints of state procurement
law" by "paying for short-term, small-scale prototypes on the order of weeks to months, that are
under requirements for payment thresholds". Successful prototypes can then go through a formal
solicitation after the short-term contract has ended.

Beyond helping understand if an Al technology is financially worthwhile, the participant believed
that prototype contracts can help surface potential risks posed by procured Al. The participant
described an example of how they deployed a prototype of an Al chatbot that "started hallucinating
and interacting with people in really unexpected ways", which "sparked an interesting conversation
in our community about the risks of Al tools". When reflecting on the experience, the participant was
grateful that they had procured the service using a short-term contract:

"This is exactly why we need a program like ours, to create a safe space to test these
things out and explore their capabilities, and understand what it would actually
mean in practice. You learn so much more just deploying [Al] than by trying to
plan out every detail in advance." (P2)

F.1 Practice vs. policy?

In many cities, employees made one or more of the above changes to their procurement practices
simply by adjusting their existing practices, e.g., by electing to include vendor reporting requirements
in an AI RFP. Some cities decided to make these changes in their practices more formal or mandatory
for vendors or city employees, by adopting policies or passing laws that required them. For example,
one department leader walked through how their city’s formal Al policy spelled out mandatory steps,
such as a risk assessment, that city employees must complete for any Al procurement. The participant
viewed the policy, which was passed by their city council, as an "accountability trigger" to incentivise
compliance for both colleagues and vendors:

"Council adopted the policy. So you can’t just say no. I’'m going to have some
leverage to say, we can’t just say we’re not going to do this. [...] [The policy] is
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really meant to be a way to say the city is going to be taking this on, these are our
values." (P13)

Participants in another city shared that while ideally someday they would like to institutionalize their
practices via a formal policy, at the time of interviewing, they did not yet have one:

"We very intentionally have not put out a [formal] Al policy yet, because we wanted
more [community and government] input on it. And the space, especially in 2023,
was very new for us. So we wanted to get a better understanding before asking our
leadership to pass a policy." (P7)

This city has since adopted a formal Al policy following engagement with the community, experts,
and agency staff.
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Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]
Justification: We accurately describe our research questions and scope.
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims made in the
paper.
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results can be expected to generalize to other settings.
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attained by the paper.
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Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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* The authors are encouraged to create a separate "Limitations" section in their paper.
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these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to
provide closed captions for online lectures because it fails to handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and a
complete (and correct) proof?

Answer: [NA|
Justification:
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» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

 The proofs can either appear in the main paper or the supplemental material, but if they appear
in the supplemental material, the authors are encouraged to provide a short proof sketch to
provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experi-
mental results of the paper to the extent that it affects the main claims and/or conclusions of the
paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We include our interview protocol in the appendix.
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* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived well by the
reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

» Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might
suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary
to either make it possible for others to replicate the model with the same dataset, or provide
access to the model. In general. releasing code and data is often one good way to accomplish
this, but reproducibility can also be provided via detailed instructions for how to replicate the
results, access to a hosted model (e.g., in the case of a large language model), releasing of a
model checkpoint, or other means that are appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to
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closed-source models, it may be that access to the model is limited in some way (e.g.,
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reproducing or verifying the results.

. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer:

Justification: We unfortunately cannot share interview transcript data due to our informed consent
conditions and to preserve participant anonymity.
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* The answer NA means that paper does not include experiments requiring code.
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applicable).
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Answer: [NA|
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* The answer NA means that the paper does not include experiments.
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necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental material.

. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification:
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» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for example,
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The method for calculating the error bars should be explained (closed form formula, call to a
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* The assumptions made should be given (e.g., Normally distributed errors).

It should be clear whether the error bar is the standard deviation or the standard error of the

mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should preferably
report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of
errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).
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Experiments Compute Resources
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resources (type of compute workers, memory, time of execution) needed to reproduce the experi-
ments?

Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual experimental
runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it
into the paper).

Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS

Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification:
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a deviation
from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration due
to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal
impacts of the work performed?

Answer: [Yes]
Justification:
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal impact or
why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied to par-
ticular applications, let alone deployments. However, if there is a direct path to any negative
applications, the authors should point it out. For example, it is legitimate to point out that
an improvement in the quality of generative models could be used to generate deepfakes for
disinformation. On the other hand, it is not needed to point out that a generic algorithm for
optimizing neural networks could enable people to train models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

» If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for
monitoring misuse, mechanisms to monitor how a system learns from feedback over time,
improving the efficiency and accessibility of ML).
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Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators,
or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere
to usage guidelines or restrictions to access the model or implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the
paper, properly credited and are the license and terms of use explicitly mentioned and properly
respected?

Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a URL.
* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of service of
that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package should
be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

* The paper should discuss whether and how consent was obtained from people whose asset is
used.

» At submission time, remember to anonymize your assets (if applicable). You can either create
an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects
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15.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as well as
details about compensation (if any)?

Answer: [Yes]

Justification: The protocol is in Appendix [C]

Guidelines:

» The answer NA means that the paper does not involve crowdsourcing nor research with human

subjects.

Including this information in the supplemental material is fine, but if the main contribution of
the paper involves human subjects, then as much detail as possible should be included in the
main paper.

According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Sub-
jects

Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals
(or an equivalent approval/review based on the requirements of your country or institution) were
obtained?

Answer: [Yes]

Justification: The study was reviewed and approved by our university IRB.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human

subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly
state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions and

locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for

their institution.

For initial submissions, do not include any information that would break anonymity (if applica-

ble), such as the institution conducting the review.
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