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Abstract

Data-driven storytelling is a powerful method001
for conveying insights by combining narrative002
techniques with visualizations and text. These003
stories integrate visual aids, such as highlighted004
bars and lines in charts, along with textual anno-005
tations explaining insights. However, creating006
such stories requires a deep understanding of007
the data and meticulous narrative planning, of-008
ten necessitating human intervention, which009
can be time-consuming and mentally taxing.010
While Large Language Models (LLMs) excel in011
various NLP tasks, their ability to generate co-012
herent and comprehensive data stories remains013
underexplored. In this work, we introduce a014
novel task for data story generation and a bench-015
mark containing 1,449 stories from diverse016
sources. To address the challenges of craft-017
ing coherent data stories, we propose a multi-018
agent framework employing two LLM agents019
designed to replicate the human storytelling020
process: one for understanding and describ-021
ing the data (Reflection), generating the out-022
line, and narration and another for verification023
at each intermediary step. While our agentic024
framework generally outperforms non-agentic025
counterparts in both model-based and human026
evaluations, the results also reveal unique chal-027
lenges in data story generation.028

1 Introduction029

Visual data stories have emerged as a powerful030

medium for communicating data, effectively com-031

bining the strengths of visualizations and text to032

convey contextual information and causal relation-033

ships (Hullman and Diakopoulos, 2011). Ranging034

from data scientists to business analysts to jour-035

nalists, people frequently write data-driven reports036

that integrate charts and text to present information037

to readers in a clear, coherent and visually engag-038

ing manner (Otten et al., 2015). The essence of a039

visual data story involves identifying compelling040

insights within data (“story pieces”), presenting041
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How Did Babies per Woman Change in the World? Short answer — It dropped 

This graph represents babies born per
woman in the world as a whole. Back in
history, in the year 1950, on average, there
were about 5 babies born per woman

It continued like this all the way, up to the
year 1965. There were still about 5 babies
per woman

But then, in the last 50 years it dropped like
never before

2

3

Today it’s down to 2.5 babies per woman,
Most likely, it will continue to fall to 2 babies
per woman or even beyond

4

Figure 1: An example data story in our corpus extracted
from GapMinder (Rosling, 2023)

them through visualizations and texts, and arrang- 042

ing these representations into a coherent narrative 043

that communicates an overarching message (Lee 044

et al., 2015). Well-crafted visual stories have the 045

potential to significantly enhance data understand- 046

ing, even for those without specialized technical 047

backgrounds. By combining narrative with data 048

visualization, authors can illustrate trends, high- 049

light correlations, and uncover hidden insights that 050

might be lost in dense tables or reports. For exam- 051

ple, Fig. 1 shows a GapMinder data story (Rosling, 052

2023) in which renowned storyteller Hans Rosling 053

explained how birth rates in the world have changed 054

over time using text and charts. 055

Despite the popularity of data-driven stories, 056

crafting them remains challenging and time- 057

consuming, requiring skills in data analysis, vi- 058

sualization, graphic design, and storytelling. To fa- 059

cilitate data-driven storytelling, extensive research 060

has introduced new concepts, theories, and tools. 061

For instance, Segel and Heer (2010) explored dif- 062

ferent design spaces from a narrative structure 063

point of view, while others (Hullman et al., 2013b; 064
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Lan et al., 2022; McKenna et al., 2017; Shi et al.,065

2021b,c) focused on visual representations for craft-066

ing visual stories, tailoring their approaches based067

on specific tasks and communication objectives.068

While insightful and coherent, manually created069

data stories require significant human effort and070

time. In response, efforts have been made to de-071

velop automated methods for generating data sto-072

ries (Shi et al., 2019, 2021a; Wang et al., 2020b),073

but these often produce simple facts lacking in qual-074

ity and engaging narratives.075

The rise of LLMs has prompted researchers076

to explore their effectiveness in tasks like chart077

summarization (Kantharaj et al., 2022b; Rahman078

et al., 2023), chart question answering (Masry et al.,079

2022; Kantharaj et al., 2022a) and natural language080

story generation (Xie and Riedl, 2024; Zhou et al.,081

2023). However, the ability of LLMs to generate082

stories from data tables and to understand their083

effectiveness remains largely unexplored partly be-084

cause of the lack of a benchmark dataset.085

To address the research gap, we first develop a086

new task and the corresponding benchmark con-087

sisting of 1,449 data stories collected from real-088

world sources. Motivated by the impressive perfor-089

mance of LLM-based agents in various planning090

tasks (Ge et al., 2023; Yang et al., 2023a; Wang091

et al., 2023a; Modarressi et al., 2023; Chen et al.,092

2024; Wu et al., 2023), we then propose an agentic093

framework which takes data tables as inputs and094

employs two LLM agents – a Generator or Actor095

and an Evaluator or Critic – to mimic the human096

process of data story generation through writing097

and revising based on Critic’s feedback (Figure 2).098

The process includes a planning step (reflection and099

outline generation) and a story generation step (nar-100

ration), with each step verified and revised by the101

critic LLM, creating a feedback loop to ensure co-102

herence and factual consistency. Experimental re-103

sults show that our agentic framework outperforms104

non-agentic LLM counterparts in terms of generat-105

ing more insightful and coherent stories with better106

resemblance to human-written narratives.107

Our main contributions include: (i) a new auto-108

matic data story generation task and a correspond-109

ing benchmark dataset, (ii) a multi-step LLM-agent110

framework for Data Story Generation. (iii) exten-111

sive automatic and human evaluations that demon-112

strate the state-of-the-art performance of DATA-113

NARRATIVE.114

2 Related Work 115

2.1 Story Generation Tasks 116

Automated story generation is an open-ended task 117

focusing on generating a sequence of events based 118

on specific criteria (Li et al., 2013). Generated sto- 119

ries can be textual (Kumar et al., 2006), visual (Li 120

et al., 2019; Cohn, 2020), or multimodal (Bensaid 121

et al., 2021). Visual stories, often found in comics 122

and storyboards, present image sequences centered 123

around main characters (Cohn, 2020). Early visual 124

story generation models primarily utilized either 125

global image features (Yu et al., 2017; Wang et al., 126

2018; Huang et al., 2019) or local features, which 127

focus on specific parts of an image, such as objects 128

(Wang et al., 2020a; Hong et al., 2020; Braude 129

et al., 2022), to create visually grounded stories. 130

Data-driven stories differ from visual stories as 131

they produce multimodal outputs in which charts 132

communicate patterns, trends, and outliers in data 133

while text explains such visualizations (Riche et al., 134

2018a; Kwon et al., 2014; Segel and Heer, 2010; 135

Hullman et al., 2013a). Early work focused on ex- 136

tracting and ranking key insights from data tables 137

using statistical measures (Ding et al., 2019; Tang 138

et al., 2017). Tools like DataShot (Wang et al., 139

2020b) and Calliope (Shi et al., 2021a) present data 140

facts with visualizations and captions, while Er- 141

ato (Sun et al., 2023) and Socrates (Wu et al., 2024) 142

incorporate user input to guide the story generation 143

process. These methods, however, often use sim- 144

ple rule-based approaches that may miss critical 145

insights and lack effective narrative structure. 146

2.2 LLMs for Story Generation 147

Recent LLMs such as Gemini (Team et al., 2023), 148

ChatGPT (OpenAI, 2023), and GPT-4 (OpenAI, 149

2023a) excel at generating fluent stories by repeat- 150

edly providing contextual information from both 151

the plan and the current state of the story to an LLM 152

prompt (Yang et al., 2022; Wang et al., 2023b). Sev- 153

eral studies confirm the effectiveness of LLMs in 154

generating short (Eldan and Li, 2023), coherent and 155

fluent stories (Peng et al., 2022). However, data 156

story generation using LLMs is rare; one excep- 157

tion is DataTales (Sultanum and Srinivasan, 2023), 158

which uses LLMs for narrative generation from 159

chart images but is limited to only producing tex- 160

tual narratives without charts. 161

Recent studies also explore LLM agents in 162

decision-making (Yang et al., 2023a), task plan- 163

ning in video games (Wang et al., 2023a), memory 164
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function configuration (Modarressi et al., 2023),165

multi-agent conversations (Wu et al., 2023), and166

code generation (Ridnik et al., 2024; Islam et al.,167

2024a). Despite the suitability of this approach for168

open-ended tasks requiring planning, LLM agents169

for data story generation remains unexplored.170

2.3 Chart-related Downstream Tasks171

Several downstream tasks associated with charts172

have been proposed recently. Masry et al. (2022);173

Methani et al. (2020) focus on answering factual174

questions about charts that require arithmetic and175

visual reasoning, while Kantharaj et al. (2022a)176

address open-ended question-answering that gen-177

erates explanatory texts. Chart summarization task178

involves generating informative summaries from179

a chart (Kantharaj et al., 2022b; Tang et al., 2023;180

Rahman et al., 2023), while Chart-to-Table (Choi181

et al., 2019; Masry et al., 2023, 2024) extracts the182

underlying data tables from a chart image. Oth-183

ers focus on verifying claims about charts (Akhtar184

et al., 2023, 2024). Unlike the above tasks which185

produce only text, data-driven stories are multi-186

modal as they combine visualizations with texts187

and there are no existing benchmarks for this task.188

3 Benchmark Construction189

Given the lack of a benchmark for automated data190

storytelling, we started by exhaustively searching191

across diverse online sources such as news sites, vi-192

sualization repositories, and data blog sites. At the193

end, we chose three suitable sources that contain194

data stories covering a series of visualizations and195

texts as we described below.196

3.1 Data Collection197

• Pew Pew Research (Pew, 2024) publishes data198

reports related to social issues, public opinion, and199

demographic trends. Often, such reports include200

charts and accompanying texts to communicate a201

coherent data story. To assemble the Pew corpus,202

we crawled articles from the Pew Research website203

until March 14, 2024, resulting in 4,532 articles204

across 18 topics and 22,760 figures (i.e., charts205

and other images). For each article, we extracted206

the title, paragraphs, and chart images and their207

metadata (e.g., captions and alt-texts).208

• Tableau Tableau Public Story (Tableau, 2024)209

allows users to create interactive stories through210

data visualizations on various topics and make211

these stories publicly accessible. Collecting data212

Pew Tableau GapMinder

Statistics Train Test Train Test Train Test

Avg. length of Stories 1804 2865 837 1009 - 707
Avg. # of Tokens 353 561 159 194 - 146
Avg. # of Paragraphs 4 5 5 4 - 8
Avg. V. : T. ratio (↑) 0.51 0.46 0.64 0.63 - 0.63
Avg. # of unique V. (↑) 14 23 5 11 - 5
Avg. % of diverse V. (↑) 44 47 25 30 - 39
% of Intra 3-gram rep. (↓) 18.38 17.94 12.79 14.24 - 11.30
% of Inter 3-gram rep. (↓) 14.84 11.28 0.64 0.45 - 2.45

Table 1: DataNarrative dataset statistics. Here, ‘V.’ de-
notes ‘Verb’, ‘T.’ denotes ‘Token’, and ‘rep.’ denotes
‘repetition’.

from Tableau with web crawlers proved difficult 213

due to the complicated nature of the story represen- 214

tation, leading us to manually curate stories from 215

the website. Specifically, we looked for stories 216

that presented a paginated view, each page con- 217

taining text and an associated chart. We searched 218

by terms like ‘story’, ‘data story’, and ‘narrative- 219

visualization’ on the Tableau public, which led us 220

to find over 1,200 dashboards with potential data 221

stories. From these, we filtered out dashboards that 222

did not have paginated views with a series of pages 223

containing both text and charts. This filtering pro- 224

cess led us to select 100 candidate stories for our 225

corpus. For each story page, we downloaded the 226

chart image, data table, title, and text. 227

• GapMinder GapMinder (Rosling, 2023) of- 228

fers interactive data visualization tools and educa- 229

tional resources on global trends in health, wealth, 230

and development indicators. Similar to Tableau sto- 231

ries, GapMinder stories were challenging to crawl 232

due to the tool’s interactive nature. Additionally, 233

only a small subset of data articles featured both 234

a paginated view and a combination of text and 235

charts, resulting in 11 data stories. For each page 236

in these stories, we downloaded the chart image 237

and other associated data. 238

3.2 Data Processing & Annotation 239

Data processing and annotations follow three steps: 240

(i) story filtering, (ii) chart data extraction, (iii) 241

chart-text pairs identification. 242

• Story Filtering To ensure the quality of our 243

corpus, we applied the following exclusion crite- 244

ria (EC) for filtering data stories from the initial 245

collection: (i) stories with texts shorter than 500 246

tokens for Pew and 140 tokens for Tableau and 247

GapMinder samples, (ii) Stories with fewer than 3 248

or more than 10 charts. By applying these criteria, 249

we carefully selected the stories from Pew, Tableau, 250

and GapMinder, resulting in a total of 1,449 stories. 251

Also, some Tableau stories included complex and 252
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Pew Tableau GapMinder

# of Samples Train Test Train Test Train Test

# of Stories 1,068 321 42 13 - 5
# of Tables 4,729 1,590 340 64 - 42
# of Charts 4,729 1,590 297 64 - 42

Table 2: Distribution of stories, charts, and tables across
the train and test split of three datasets

unconventional visualizations, such as infographics253

and treemaps, so we filtered these stories to retain254

the ones with common visualizations.255

• Chart data extraction Chart data tables are256

essential for the story-generation process as we use257

them as inputs to the proposed framework. Also,258

to identify the text associated with each chart, we259

first need to extract the underlying data table of260

the chart image. We managed to download some261

gold data tables either from the story page (for262

Tableau) or from external sources (OWID (2024)263

for Gapminder). However, for Pew, we needed to264

automatically extract data from chart images as the265

original data tables were not available. Specifically,266

we utilized the multi-modal large language model267

Gemini-1.0-pro-vision (Team et al., 2023) to ex-268

tract data from chart images, which has been found269

to be effective for this task (Islam et al., 2024b).270

On 100 chart images from the ChartQA (Masry271

et al., 2022) corpus, where gold tables were already272

available, we manually evaluated and found that273

the model correctly generated the tables in 77% of274

the cases (more details in Appendix A.3).275

• Identification of chart-text pairs Since276

data stories usually come with descriptive texts for277

charts, it was essential to identify the texts related278

to each chart. Given the relatively small sizes of279

the Tableau and GapMinder corpus, we manually280

extracted the paragraphs associated with each chart281

image. For Pew, the chart-text pairs were already282

identified in the Chart-to-Text corpus (Kantharaj283

et al., 2022b) for 321 articles. However, for the284

remaining 1068 articles, we did not have the chart-285

text pairs. Due to the large sample size, collecting286

chart-text manually would be labor-intensive and287

time-consuming. Therefore, we utilized the state-288

of-the-art GPT-4-turbo model (OpenAI, 2023b) to289

collect relevant paragraphs corresponding to each290

of the charts in the training set. On a small sub-291

set of human-annotated Chart-to-Text corpus, the292

model accurately linked paragraphs to data tables293

70% of the time (more details in Appendix A.4).294

Data Splits After conducting the filtering process295

using the ECs, we selected 1,389 articles from 296

the Pew Research corpus, 55 stories from Tableau 297

story dashboards, and 5 stories from GapMinder, 298

and split them into training and test sets as shown 299

in Table 2. To create the test set from the Pew 300

corpus, we selected the articles that also appear in 301

the Chart-to-Text (Kantharaj et al., 2022b) corpus, 302

as their chart-summary pairs were identified by 303

human annotators to ensure the quality of the test 304

set. For the Pew training set, we used GPT-4 model- 305

generated annotations as explained earlier. 306

3.3 Features of DATANARRATIVE 307

We analyze our corpus statistics to highlight the key 308

features of DATANARRATIVE. More details of the 309

corpus analysis are included in Appendix A.5. 310

Diversity: Our benchmark contains stories cover- 311

ing a wide range of topics, from ‘Politics & Policy’ 312

to ‘International Affairs,’ ‘Education,’ and ‘Econ- 313

omy’ (Fig. 4, and Fig. 7). Topics in GapMinder 314

and Tableau are more evenly distributed while Pew 315

is dominated by ‘Politics & Policy’ (57.24%). The 316

corpus also includes a diverse range of chart types 317

such as bars, lines, pies, and scatter plots (Table 6), 318

with bar charts being the most common (78.98%), 319

followed by line charts (13.40%). 320

Long, multimodal outputs: Unlike existing 321

chart domain benchmarks that produce short sum- 322

maries (Kantharaj et al., 2022b) or answers (Masry 323

et al., 2022) related to charts, DATANARRATIVE 324

have stories with multiple text paragraphs (Ta- 325

ble 1), suggesting the open-ended nature of the 326

task. Among them, Pew stories tend to be longer 327

with an average story length of 2334.5 characters 328

and 457 average tokens. Each story contains 4.5 329

charts and corresponding paragraphs on average, 330

demonstrating the need for planning a narrative 331

structure that has a multimodal output covering 332

several visualizations and related texts. 333

Semantically rich stories: To assess semantic rich- 334

ness, we analyzed Vocab: Token Ratio, unique 335

verbs, diverse verbs per story, and intra/inter-story 336

trigram repetitions, common metrics for measur- 337

ing content originality and diversity in story cor- 338

pus (Goldfarb-Tarrant et al., 2020). As shown in 339

Table 1, the Tableau corpus has the highest verb- 340

to-token ratio (0.63), while the Pew has the most 341

unique verbs (18.5) and the highest percentage of 342

diverse verbs (45.5%), indicating high semantic 343

richness. Trigram repetition is also higher in Pew, 344

likely due to the greater length of Pew stories. 345
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Generating Reflection... ... 
Urban areas were the hardest-hit by COVID-19 and
Republican districts had the highest deaths in Jun-Aug
at 5.5 ... ... ...

Planning Stage

Outline Generation

Narration Stage

Verifying and Generating Revision Plan... ... 
The reflection incorrectly mentions that Republican  
districts had the highest deaths in Jun-Aug at 5.5... 

Generating Revised Reflection... ... 
Urban areas were the hardest-hit by COVID-19 and
Republican districts had the highest deaths in Jun-Aug
at 6.5 ... ... ...

Generator (Actor) Evaluator (Critic)

Reflection Step

Generating Outline... ... 
Introduction1.

Highlight statistics about Covid deaths in Urban
areas ... ... ...

a.

Verifying and Generating Revision Plan... ... 
Correct Misinterpretation of Data : 

Correct highlighted statistics of Covid deaths ... ... 

Generating Revised Outline... ... 
Introduction1.

Highlight corrected statistics about Covid
deaths in Urban areas ... ... ...

a.

Generating Narration... ... 
Introduction: Setting the Scene
The onset of the COVID-19 pandemic brought unparalleled
challenges ... ... ...

Verifying and Generating Revision Plan... ... 
Verify all detailed time-stamped average deaths per
day with Table content explicitly. 
Ensure consistent references ... ...

Generating Revised Narration... ... 
Introduction: Setting the Scene
The onset of the COVID-19 pandemic brought unparalleled
challenges. ... ... ...
<visualization> 
title: ...
data: [... ... ...]
</visualization> ... ... ...

Figure 2: An overview of the proposed LLM-Agent
framework for data story generation.

4 Methodology346

4.1 Overall Framework347

Task Formulation: Given one or more data ta-348

ble(s) and associated titles D, a user intent I repre-349

senting the main theme of the story, and additional350

guidelines G as inputs, the expected output is a351

coherent data story S consisting of multiple tex-352

tual paragraphs and corresponding visualization353

specifications (e.g., chart type, x-axis/y-axis val-354

ues, x-axis/y-axis labels, etc.). These visualization355

specifications are later utilized to generate visual-356

izations based on the relevant data tables. Here,357

the user intent I refers to the main idea or message358

that the author aims to convey, enabling them to359

achieve their communicative goal. In our corpus,360

we select report/story titles as user intents.361

To this end, our goal is to develop a novel multi-362

agent-based approach to effectively generate the363

narration of a data story. To achieve this, we pro-364

pose a system that uses two LLM agents – a Gener- 365

ator (Actor) and an Evaluator (Critic) – to mimic 366

the human process of data story generation. This 367

process includes a planning step that involves un- 368

derstanding the data (reflection), creating an outline 369

(outline generation), and the story generation step 370

that involves narrating the story (narration), with 371

each step being verified and revised. We introduce 372

a pipeline approach where the response from one 373

LLM agent serves as the context for the next agent 374

in the sequence. In each of the stages, the generator 375

LLM first produces an initial version of the content, 376

which is then assessed by the critic agent based 377

on some fixed criteria; the generator then makes a 378

revision based on the assessment feedback (fig. 2). 379

4.2 Planning Stage 380

Planning is crucial for all types of storytelling, par- 381

ticularly when it comes to data storytelling. The 382

planning stage is divided into two intermediary 383

steps: (i) Reflection, and (ii) Outline Generation. 384

• Reflection The goal of this stage is to un- 385

derstand and create a comprehensive description 386

of the data presented in the data tables. First, the 387

Generator Agent identifies and presents the most 388

impactful insights, focusing on critical trends, no- 389

table patterns, and outliers that influence the overall 390

narrative. The agent assesses the relevance, im- 391

plications, and significance of the data points to 392

determine their importance and explains the inter- 393

connections between different attributes of the data. 394

After generating an initial reflection, the Evaluator 395

Agent is called to verify the generation based on the 396

data tables and asked to prepare a revision plan if 397

necessary. At the time of verification, the Evaluator 398

Agent cross-matches the data description with the 399

data tables and identifies any inconsistencies and 400

factual inaccuracies in the data description. If it 401

determines a revision is needed, then the Generator 402

Agent is called again to revise the initial reflection 403

based on the revision plan. We present the prompts 404

used at this stage in Fig. 18 - 20 in the Appendix. 405

The whole process can be summarized as follows:

Input: Data tables with titles (D), and Additional Guide-
lines (G).
Process:
(a) The Generator Agent generates initial reflections (Rinit)
in bullet points.
(b) Verification: The Evaluator Agent reviews the reflec-
tion, producing a revision plan (Rrvp) if necessary.
(c) Revision: The reflection is revised by the Generator
Agent based on (Rrvp), resulting in final reflection (Rf).

406
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• Outline Generation Once the ‘reflection’ is407

generated, the next step in the Planning stage is408

outlining the data story. In this step, the Genera-409

tor Agent constructs an outline following a linear410

narrative structure (Riche et al., 2018b; Segel and411

Heer, 2010), consisting of a beginning, middle,412

and end, to ensure a coherent flow of the story. It413

also breaks down each major point into smaller414

sub-points, highlighting specific aspects of the data415

such as key figures, patterns, notable exceptions,416

and comparisons over time and including simple417

visualization specifications to enhance the narra-418

tive. Additionally, the user provides an ‘intention’419

that depicts the overarching theme of the data story,420

and the agent is instructed to ensure that the theme421

is consistently emphasized throughout the outline.422

After generating an initial outline, the Evaluator423

Agent is deployed to verify the generation based424

on the data tables and the reflection and asked to425

prepare a revision plan if necessary. The agent eval-426

uates the initial outline in two aspects, (a) whether427

the insights, trends, or outliers included in the ini-428

tial outline are consistent with the data presented429

in the tables or not, and (b) whether the outline is430

coherent with the ‘intention’ or not. If it determines431

a revision is needed, then the Generator Agent is432

called again to revise the initially generated out-433

line accordingly. We present the prompts used at434

this stage in Fig. 21 - 23. The whole process is435

summarized as follows:

Input: Final reflection (Rf) from the previous step, data
tables with titles (D), and user intention (I).
Process:
(a) The Generator Agent generates an initial outline (Oinit)
following the narrative structure.
(b) Verification: The Evaluator Agent reviews the outline,
producing a revision plan (Orvp) if necessary.
(c) Revision: The outline is revised based on (Orvp), re-
sulting in the final outline (Of).

436
4.3 Narration Stage437

The final stage of the framework is the Narration438

stage. The aim of this step is to generate the actual439

narrative text and associated visualizations. The440

goal is to generate a coherent data story that adheres441

to the narrative structure and user intention. The442

agent is also instructed to emphasize key statistics443

essential to understanding the theme, presenting444

them in a way that balances technical precision445

with accessibility thereby ensuring the story is ap-446

proachable for both non-specialists and experts.447

Additionally, the agent is instructed to outline de-448

tailed specifications for visualizations, including449

chart titles, types (e.g., line, bar, pie, scatter plot), 450

and axis data, where required by the outline. Af- 451

ter the initial narration is generated, the Evaluator 452

Agent assesses it to confirm its alignment with the 453

input outline. The agent also verifies that the in- 454

sights, trends, and patterns discussed are substan- 455

tiated by the data tables and that the visualization 456

specifications are factually correct. Finally, if revi- 457

sions are necessary, the agent produces a revision 458

plan. The Generator Agent then uses this plan to 459

further refine the narration. We present the prompts 460

used at this stage in Fig. 24 - 26. In summary:

Input: Final outline (Of), data tables with titles (D), and
user intention (I).
Process:
(a) The Generator Agent generates the initial narration
(Ninit), incorporating relevant story texts and vis-specs.
(b) Verification: The Evaluator Agent reviews the narration
for factual accuracy and consistency, producing a revision
plan (Nrvp) if necessary.
(c) Revision: Finally, the narration is revised based on
(Nrvp), resulting in the final narration (Nf).

461In each step of the framework, the LLMs are 462

employed three times: twice for generation and 463

once for critique. With three steps, this totals nine 464

LLM calls. We summarize the overall working 465

principle of the proposed agentic framework in the 466

algorithm provided in the Appendix B. 467

5 Evaluation 468

5.1 Evaluation Methods 469

We employed GPT-4o (OpenAI, 2024), LLaMA- 470

3-8b-instruct, and LLaMA-3-70b-instruct (Meta, 471

2024) models as the Generator and Evaluator 472

Agents for story generation. GPT-4o was cho- 473

sen for its exceptional performance across various 474

NLP downstream tasks (OpenAI, 2024). Addition- 475

ally, we utilized the leading open-source model 476

LLaMA-3-70b-instruct and the smaller-scale op- 477

tion LLaMA-3-8b-instruct (Chiang et al., 2024). To 478

generate the stories, we used the data tables from 479

our test set which has 339 stories. To assess the effi- 480

cacy of the agentic framework for story generation, 481

we used two rigorous evaluation methods: (i) auto- 482

matic evaluation using Gemini-1.5-pro (Team et al., 483

2024) as an LLM-judge and (ii) human evaluation. 484

5.2 Automatic Evaluation 485

Method Previous studies have found that 486

reference-based evaluation metrics like the BLEU 487

score often do not align with the attributes of text 488

quality as perceived by humans (Smith et al., 2016; 489
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Model Agentic
Win (%)

Direct
Win (%)

Tie
(%)

GPT-4o 78.17 20.05 1.78
LLaMA-3-70b-instruct 58.70 39.82 1.48
LLaMA-3-8b-instruct 41.59 54.57 3.84

Table 3: An overview of the results from automatic
evaluation with pairwise comparison.

GPT-4o (Agentic vs. Direct)

Metrics Agentic
Win (%)

Direct
Win (%)

Tie
(%)

p-value
(sign test)

Informativeness 74 11 15 1.29e−12
Clarity and Coherence 73 11 16 2.25e−12
Visualization Quality 59 15 26 2.55e−07
Narrative Quality 75 12 13 2.71e−12
Factual Correctness 75 11 14 7.37e−13

Table 4: Human evaluation results of the story genera-
tion setup: GPT-4o (Agentic) vs. GPT-4o (Direct)

Liu et al., 2023). In addition, given the inherently490

objective nature of the story generation task, es-491

pecially in data story generation, we established492

comprehensive methods for both automatic and hu-493

man evaluations. Following the work of Zheng et al.494

(2023) and Yuan et al. (2024), we implemented an495

automatic evaluation method i.e., pairwise compar-496

ison of the stories generated by the agentic frame-497

work versus direct prompting. The evaluation crite-498

ria included ‘Informativeness’, ‘Clarity and Coher-499

ence’, ‘Visualization Quality’, ‘Narrative Quality’,500

and ‘Factual Correctness’.501

Results As illustrated in Table 3, the agentic502

framework significantly outperformed the direct ap-503

proach, as demonstrated by GPT-4o, which attained504

an average win rate of 75.93% across three test sets,505

compared to the direct approach’s 23.47%, high-506

lighting a substantial difference of 52.46%. Simi-507

larly, LLaMA-3-70b-instruct using the agentic ap-508

proach attained an average win rate of 58.7%, while509

the direct approach only achieved 39.82%. These510

results indicate a clear preference by the LLM511

judge (Gemini-1.5-pro-001 in our case) for stories512

generated with the agentic approach over direct513

prompting. However, the LLaMA-3-8b-instruct514

model demonstrated balanced performance with515

our agentic approach outperforming its counter-516

part in only 40.59% of cases. This outcome may517

be attributed to its relatively smaller size, and its518

limited 8k context length. These factors indicate519

that there is still potential for improvement through520

task-specific fine-tuning. Overall, these findings521

underscore the superior efficacy of the LLM-agent522

framework in producing coherent data stories.523

Strategy Loss (%) Win (%) Tie (%)

w/o ‘Reflection’ 64% 35% 1%
w/o ‘Outline’ 64% 32% 4%
w/o ‘Reflection’ and ‘Outline’ 79% 18% 3%
w/o ‘Verification’ 73% 22% 5%

Table 5: The results from our ablation experiment in four
different setups. We report the ‘Loss’, ‘Win’, and ‘Tie’ of
different setups against the Agentic framework.

5.3 Human Evaluation 524

Method For human evaluation, in line with simi- 525

lar research in story generation (Wang et al., 2023b; 526

Yang et al., 2023b), we assess the stories produced 527

by the LLMs using various subjective metrics. 528

These metrics include ‘Informativeness’, ‘Clarity 529

and Coherence’, ‘Visualization Quality’, ‘Narrative 530

Quality’, and ‘Factual Correctness’. We conducted 531

a human evaluation on 100 story samples gener- 532

ated by the top-performing model (GPT-4o). For 533

each sample, two annotators performed a pairwise 534

comparison between the two versions, one gener- 535

ated by the agentic framework and the other one 536

by the direct prompting method, and the agreement 537

between them for these comparisons was 85.0%. 538

Results The results from Table 4 indicate that the 539

stories generated by the agentic approach are of 540

significantly higher quality compared to those pro- 541

duced by the non-agentic version. This is demon- 542

strated by an impressive average win rate of 71.2% 543

across all five evaluation criteria. Furthermore, we 544

compared the human-evaluated stories with our 545

automatic evaluation and found that our human an- 546

notators agreed with the LLM judge in 67.0% of 547

the cases, suggesting that human annotators’ scores 548

are roughly consistent with the LLM judge. 549

5.4 Ablation Studies 550

To assess the efficacy of the agentic approach, we 551

perform ablation experiments on a randomly se- 552

lected subset of 100 stories and evaluate them auto- 553

matically by the LLM judge (Gemini-1.5-pro-001). 554

These experiments focused on excluding different 555

steps (see Table 8) and comparing the generated sto- 556

ries with those produced by the agentic approach. 557

From Table 5, we observe that The most signif- 558

icant decline occurred when all steps, especially 559

when the Planning stage (Reflection and Outline 560

Generation), were skipped (79% loss). Skipping 561

either the Reflection or Outline Generation step 562

also led to a decline in performance, though less 563

severe, with a 64% loss in both cases. This demon- 564

strates that the agentic framework’s performance is 565
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1 2 3
Concerns Over Democratic 

Oversight In examining concerns around Congressional
focus, ... Republicans about excessive Democratic
investigations into the Trump administration. This
concern skyrocketed from 58% in June to 80% in
September among Republican-aligned voters. However,
Democratic voters showed minimal fluctuation... ...

 Voter Enthusiasm Trends
Observing voter enthusiasm from 2006 to 2018 reveals ...
... peak for Republicans was in October 2010 when 57%
of their supporters felt more enthusiastic ... ... by
September 2018, a remarkable surge in enthusiasm was
recorded among Democrats, with 67% feeling more eager
to vote...

Focus on Empathy, Honesty, and Ethics 
Beyond enthusiasm, there's a telling narrative in how the
public perceives the values of both parties. Democrats
are widely viewed as more empathetic, honest, and
ethical. For instance, 56% believe the Democratic Party is
more concerned with people like themselves, a staggering
25-point lead over Republicans ... ...

Figure 3: An example of a GPT-4o-generated story using the agentic framework: The text in Blue color denotes hallucinated
fact, while the red circled value is factually incorrect according to ‘Table_0’ of Fig. 13.

roughly twice as effective as other approaches, un-566

derscoring its importance and value. Finally, omit-567

ting the verification step resulted in a 73% loss,568

compared to a 22% case of win, emphasizing the569

crucial role of the ‘Critic’ agent in the framework.570

5.5 Error Analysis and Challenges571

We manually analyzed 100 sample data stories gen-572

erated by the agentic framework to understand the573

key challenges in addressing our new task.574

Factual errors: Despite the verification steps at575

each stage, factual errors sometimes occur during576

the narration phase. For instance, the red circle in577

slide (1) of Fig. 3 highlights a factual error where578

the actual value is 59% instead of 42%, as per ‘Ta-579

ble_0’ of Fig. 13.580

Hallucination errors Although hallucinating581

facts is a rare occurrence in the GPT4o-generated582

stories using the agentic approach, some cases ap-583

pear where the model is prone to hallucinating facts.584

For example in Fig. 3, the model mentions that ‘the585

peak of Republican enthusiasm was in ‘October586

2010’, whereas according to ‘Table_0’ of Fig. 13 it587

was ‘September 2018’ at 59%.588

Ambiguous visualization specifications In some589

cases, the model generates ambiguous chart speci-590

fications such as ‘side-by-side bar chart,’ ‘multi-591

dimensional infographic,’ ‘summary chart,’ or592

‘combined’ as chart types. Such ambiguous specifi-593

cations make it difficult to render charts correctly,594

illustrating the limitations of existing models in595

generating multimodal outputs with charts.596

Lack of coherence and verbosity issue A key597

challenge faced by the open-source LLaMA-3 mod-598

els is maintaining a coherent narrative structure,599

particularly when using the agentic approach which600

tends to produce more verbose text. On average,601

the length of stories generated by the LLaMA-3-8b- 602

instruct model is approximately 610 tokens, while 603

those generated using the non-agentic approach 604

contain about 500 tokens. Fig. 14 shows that de- 605

spite the story’s theme being the ‘EU’s response 606

to COVID-19,’ the third slide features unrelated 607

statistics, and the fourth slide repeats text from the 608

third. This highlights the limitations of relatively 609

smaller open-source LLMs (8B) in producing long, 610

multimodal stories with complex narratives. 611

6 Conclusion and Future Work 612

We present DATANARRATIVE, a new benchmark 613

for multimodal data story generation that combines 614

text generation, data analysis, and information vi- 615

sualization. Our benchmark includes 1,449 diverse 616

data stories with open-ended multimodal outputs, 617

each featuring various charts and related texts. We 618

then propose an LLM-agent-based story genera- 619

tion framework that mimics the human process 620

of creating data stories by using a generator and 621

an evaluator agent. Our experiments show that 622

this framework generally outperforms the direct 623

method in both automatic and human evaluations. 624

The study also highlights unique challenges in 625

multimodal long-form data story generation, such 626

as the difficulty of building open-source models 627

that generate long, coherent stories with rich nar- 628

ratives. To address this, we release a training cor- 629

pus for the community to explore fine-tuning open- 630

source models for this task. Additionally, our agen- 631

tic framework can serve as a foundation for human- 632

in-the-loop co-authoring of data stories with LLMs, 633

where humans act as critics, collaborating and co- 634

editing with the LLM to create coherent and in- 635

formative stories. We hope our research inspires 636

further work in multimodal data storytelling. 637

8



Limitations638

Despite the fact that the proposed agentic frame-639

work is capable of producing coherent and infor-640

mative data stories, there are instances where the641

model may generate factually inaccurate statements642

within the text. Furthermore, in certain rare cases,643

the visualization specifications might be sufficient644

to create a chart image but may still lack critical645

information. Furthermore, because of the expense646

associated with API access, we were unable to647

assess other state-of-the-art proprietary LLMs simi-648

lar to GPT-4o, such as Claude-3 (Anthropic, 2024).649

Due to resource constraints, we were unable to fine-650

tune an open-source model within the limited time651

available. However, we plan to release a fine-tuned652

model as part of our future research. Addition-653

ally, we will make the training corpus available to654

the community to facilitate further exploration of655

fine-tuning open-source models for this task.656

Ethics Statement657

At the time of the dataset collection process,658

we carefully considered various ethical aspects.659

The three sources of our data story corpus (Pew660

Research Center (Pew, 2024), Tableau Public661

(Tableau, 2024), and GapMinder (Rosling, 2023))662

approve publication rights for academic utilization663

of their content. We plan to make the whole corpus664

and all the collected metadata publicly available.665

To ensure our chart images are free of harmful666

content, we utilized Google search, benefiting from667

its rigorous content policies1. Moreover, during the668

data extraction process, the chart images were ana-669

lyzed using the Gemini API, which is specifically670

designed to filter out unsafe content2, thereby en-671

suring an additional degree of certainty concerning672

the appropriateness of the content included in our673

dataset.674

The human evaluation was conducted by the au-675

thors and their collaborators associated with this676

research. Since the primary aim was to assess the677

models’ capabilities, effectiveness, and limitations678

in generating stories across various experimental679

conditions, the evaluation by the authors does not680

introduce any ethical concerns or unwanted biases.681

The instructions given to the human evaluators are682

provided in Fig. 11. Additionally, there were no683

paid participants in the human evaluation study.684

1https://blog.google/products/search/when-and-why-we-
remove-content-google-search-results/

2https://ai.google.dev/docs/safety_setting_gemini

Lastly, the evaluation did not involve any informa- 685

tion that could be used to identify individuals. 686
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Appendices1052

A Dataset Construction Process1053

In this section, we provide further detail on our1054

dataset curation process.1055

A.1 Data Sources1056

The corpus for DATANARRATIVE consists of sto-1057

ries collected from three different platforms: Pew1058

Research Pew (2024), Tableau Public Data Story1059

Tableau (2024), and Gapminder (Rosling, 2023).1060

Pew Research releases articles based on data that1061

focus on social issues, public opinion, and de-1062

mographic trends. These articles frequently in-1063

clude various charts and are complemented by high-1064

quality descriptions from professional editors. Gap-1065

minder is a Swedish foundation dedicated to fight-1066

ing misconceptions about global development by1067

promoting a fact-based worldview. They provide1068

interactive data visualization tools and publish edu-1069

cational resources, such as data stories, and interac-1070

tive visualizations that emphasize global trends in1071

health, wealth, and other development indicators.1072

On the other hand, Tableau Public Story, a feature1073

of Tableau Public, is a platform that enables users1074

to create interactive presentations through a series1075

of data visualizations. It makes data stories pub-1076

licly accessible, covering a wide range of topics1077

including economy, social issues, and international1078

affairs. Therefore, the corpus benefits from this1079

diversity by providing stories with varying topics,1080

styles, and themes.1081

A.2 Raw Data Collection1082

To assemble the Pew corpus, we created a web1083

crawling script that initially stores research topics1084

and their corresponding URLs. This script system-1085

atically processes the HTML elements from these1086

URLs to collect all links, categorizing them un-1087

der general topics while excluding irrelevant ones1088

like “Methodological Research” and “Full topic list”1089

that do not link to any meaningful article webpage.1090

Subsequently, another script is employed to visit1091

all the article pages for each topic, extracting and1092

parsing HTML content to gather various data such1093

as article texts, titles, and image links. These im-1094

age links are then filtered by specific criteria (e.g.,1095

‘jpg’, ‘jpeg’, ‘SVG’, or ‘png’ formats) to ensure1096

data integrity, eliminating duplicates. A secondary1097

script downloads these images in ‘PNG’ format.1098

We gathered articles from the Pew Research web-1099

site until March 14, 2024, resulting in 4532 articles 1100

across 18 topics. Additionally, we collected meta- 1101

data related to the images, including captions and 1102

alt-texts. 1103

A.3 Chart Data Extraction 1104

We utilize the multi-modal large language model 1105

(MLLM) Gemini-1.0-pro-vision (Team et al., 2023) 1106

to extract data from chart images. In order to ver- 1107

ify the factual correctness of the generated data 1108

tables, we conducted a small experiment using 100 1109

chart images from the ChartQA (Masry et al., 2022) 1110

corpus, where gold tables were already available, 1111

allowing for direct comparison between the gold 1112

tables and the generated tables. We performed a 1113

human evaluation of the generated data tables and 1114

found that the model correctly generated the tables 1115

in 77% of the cases. Most errors occurred when the 1116

model either produced incomplete tables (missing 1117

one or two values or an entire row) or failed to gen- 1118

erate any output at all. Fig. 5 presents an overview 1119

of the chart data extraction process. 1120

A.4 Chart-text pair Collection 1121

As the Pew corpus is larger than the other cor- 1122

pora, collecting paragraphs associated with the 1123

data tables manually is labor-intensive and time- 1124

consuming. Therefore, for the Pew training set, we 1125

adopted an automatic approach using the GPT-4- 1126

turbo model (OpenAI, 2023b). The model selected 1127

relevant paragraphs from articles based on data ta- 1128

bles for the chart images that we extracted automat- 1129

ically. In addition to collecting the original para- 1130

graphs, we also generated the paraphrased version 1131

of the paragraphs using the GPT-4-turbo model as 1132

well. To evaluate the effectiveness and accuracy of 1133

this approach, we compared human-curated para- 1134

graphs from Pew articles with those selected by 1135

GPT-4-turbo. By examining 50 randomly selected 1136

samples from the Chart-to-Text corpus, we found 1137

that GPT-4-turbo accurately linked paragraphs to 1138

data tables 70% of the time. As a result, we decided 1139

to use GPT-4-turbo-generated paragraphs for the 1140

Pew training set. To create the test set from the Pew 1141

corpus, we selected the articles and the paragraph- 1142

table pairs from each of the articles that appear in 1143

the Chart-to-Text (Kantharaj et al., 2022b) Pew cor- 1144

pus. Fig. 6 illustrates an overview of the chart-text 1145

collection process. 1146
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(a) Pew (b) Tableau
Figure 4: The figure demonstrates the distribution of Story Topics in the Train set.

[User Prompt]
### Task Description:
You will be given a chart image as an input. Your task is to logically deduce the
data table from data presented in the chart. This process should involve:
1. Structuring a data table with column headers and rows that directly support
the chart's visual representation, considering factors such as scale,
categorization of variables, and the relationship between data points.
3. Your output should only contain a data table corresponding to the chart image.
### Additional Guidelines:
 - Generate the data table in between two '$' signs.
 - The output should only contain the data table in the format mentioned above,
without any additional explanation.
### Note: Only return the output in the format mentioned above without further
explanation.

### INPUT:

Gemini-1.0-pro-vision

$ | News Story                                  | % Following
Very Closely |
|----------------------------------------------|----------------
----------|
| Downing of plane in Ukraine                   | 33 
|
| Children from Central America crossing border | 33 
|
| Fighting between Israel and Hamas             | 32 
|
| Court rulings on Affordable Care Act          | 25 
|
| 2014 midterms                                  | 14 
|$

Figure 5: The figure presents an overview of the Chart data extraction process using the Gemini-1.0-pro-vision
(Team et al., 2023) model.

A.5 Detailed Corpus Analysis1147

In this section, we present a more fine-grained anal-1148

ysis of the proposed dataset for DATANARRATIVE.1149

• Pew The Pew training corpus includes 1,0681150

stories, encompassing a total of 4,729 tables and1151

4,729 charts. On average, the length of these stories1152

is 1,804 characters, consisting of an average of 3531153

tokens and organized into on average 4 paragraphs1154

per story. The vocabulary-to-token ratio averages1155

0.51, with each story typically featuring 14 unique1156

verbs, and 44% of these verbs are diverse. Trigram1157

repetition within stories stands at 18.37%, while1158

between stories it is 14.83%. From Table 6 we ob-1159

serve that in the Pew train set, a significant majority1160

of the charts are bar charts (both simple as well as1161

stacked and group bar charts) (83.51%), followed 1162

by line charts (9.16%), and pie charts (4.04%), etc. 1163

Regarding topic variety, 51.84% of the stories focus 1164

on ‘Politics & Policy’, 7.17% on ‘Religion’, and 1165

5.79% on ‘Internet & Technology’, among other 1166

categories. 1167

The Pew test corpus comprises a total number 1168

of 321 stories, with a total of 1590 tables and 1590 1169

charts. The average length of stories in the train 1170

set is 2865 characters, the average token count 1171

is 561 and there are 5 paragraphs in each sam- 1172

ple story on average. Additionally, the average 1173

vocabulary-to-token ratio is 0.46, with an average 1174

of 23 unique verbs per story, and 47% of the verbs 1175

used are diverse. The intra-story trigram repetition 1176
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[User Prompt]

### Task Description:
Given a list of paragraphs of an article and multiple data tables in the INPUT, your task is to identify and output the paragraph and a
paraphrased version of the paragraph that are relevant with each table.
Below is a summary of the criteria for determining whether a paragraph is relevant to a data table:
### Relevant Information:
 - Data that can be found or computed from the data table
 - Trends that can be derived from the table (e.g., increasing, decreasing)
### Irrelevant Information:
 - Background information (e.g., past results, survey methodology, historical information)
### Instructions:
1. Examine each data table provided in the input.
2. Determine which paragraph(s) from the article contains information most relevant to the data in each table based on the criteria
outlined above, and ignore any irrelevant information.
3. Paraphrase the identified paragraph(s) succinctly while maintaining the fidelity of the original information.
4. Output the paragraph ID along with the paragraph and the paraphrased version of the paragraph.
5. Ensure all important aspects of the paragraph are retained in the paraphrased version to provide informative and helpful
content.
Note: The paragraphs must be from the article itself.
An example of the task is provided below:
### INPUT:
### Example:
### List of paragraphs of the article:
['Paragraph_#0: Social media continue to be important political outlets for Black Americans', 'Paragraph_#1: By Brooke Auxier',
'Paragraph_#2: Social media platforms have served as venues for political engagement and social activism for many years,
especially for Black Americans. This was evident again in 2020, when the killing of an unarmed Black man, George Floyd, by a White
Minneapolis police officer resulted in widespread protests that demonstrated the reach and power of these platforms.', ... ...]
### Table_0:
<Table_0>
### Table_1:
<Table_1> 
### Table_2:
<Table_2>

### OUTPUT:
### Table_0_paragraph:
Paragraph_#14: Their views also closely align ...
Paraphrased_Paragraph_#14: Their perspectives mirror ...
... ... ...

### INPUT:
### List of paragraphs of the article:
['Paragraph_#0: Majorities of adults see decline of union membership as bad for the U.S. and working people', 'Paragraph_#1: By
Ted Van Green', 'Paragraph_#2: Majorities of Americans see the large reduction in the share of workers represented by unions over
the past several decades as a bad thing for both the country and working people in the United States.', ... ... ...]
### Table_0:
<Table_0>
... ...
### Table_X:
<Table_X>

### OUTPUT:

[OUTPUT]

### Table_0_1_paragraph: 
Paragraph_#7: Views about the decline in union membership have changed only modestly since last year,
when 58% said it was bad for the country. There has been no change in views about its impact on working
people. 
Paraphrased_Paragraph_#7: Perspectives on the decline in union membership have slightly shifted since
last year, with 58% previously reporting it as negative for the country. Opinions on its effect on workers
have remained constant. 

### Table_0_2_paragraph: 
Paragraph_#8: There are modest demographic differences in the perceived impacts of the decline in
union membership. However, partisan differences are much more pronounced, according to a Pew
Research Center survey conducted Jan. 1621, 2024
Paraphrased_Paragraph_#8: Perceptions of the impacts from the reduction in union membership show
minor demographic variances but exhibit significant partisan disparities, based on a survey by Pew
Research Center during Jan. 1621, 2024. 
... ... ...

GPT-4-turbo

Figure 6: The figure presents an overview of the Paragraph table pair generation using the GPT-4-turbo (OpenAI,
2023b) model.

Pew Tableau GapMinder

Type Train Test Train Test Train Test

Bar 3949 1159 155 46 - -
Line 433 360 69 8 - 31
Pie 191 53 9 2 - -
Scatter 42 10 36 6 - -
Bubble - - 16 1 - 11
Other 114 8 12 1 - -

Total 4729 1590 297 64 - 42

Table 6: Chart type distribution

rate is 17.94%, while inter-story trigram repetition1177

is 11.28%. Similarly, Table 6 indicates that in the1178

Pew test set, the majority of the charts are bar charts1179

(simple, stacked, and group) at 77.79%, followed1180

by line charts at 17.45%, and pie charts at 3.56%.1181

Regarding topic diversity, about 71.96% of the sto-1182

ries are related to ‘Politics & Policy’, 8.09% to1183

‘International Affairs’, and 5.29% to ‘Internet &1184

Technology’.1185

• Tableau The training corpus for Tableau con-1186

sists of 42 stories with a total of 340 tables and1187

297 charts. Each story in the training set averages1188

837 characters, 159 tokens, and 5 paragraphs. The1189

vocabulary-to-token ratio averages 0.64, and each1190

story typically includes 5 unique verbs, with 25%1191

of them being diverse. The percentage of intra-1192

story trigram repetition is 12.79% and inter-story1193

trigram repetition is 0.64%. The Tableau test cor-1194

pus consists of 13 stories, with 64 tables and 641195

charts. From Table 6 we can see that bar charts 1196

are the most common chart type in the Tableau 1197

train set, accounting for 52.19% of all charts. They 1198

are followed by line charts (23.23%) and scatter 1199

plots (12.12%). In terms of topic diversity, ap- 1200

proximately 16.67% of the stories are about the 1201

‘Economy’, followed by ‘Education’ (16.67%) and 1202

the ‘Environment’ (11.9%), among others. 1203

In the test set, the average story length is 1009 1204

characters, the average token count is 194, and 1205

each story contains an average of 4 paragraphs. 1206

Additionally, the vocab: token ratio is 0.63, the av- 1207

erage number of unique verbs per story is 11, and 1208

30% of the verbs in a story are diverse. The per- 1209

centage of intra-story trigram repetition is 14.24%, 1210

and the percentage of inter-story trigram repeti- 1211

tion is 44.67%. Similarly, regarding the charts in 1212

the Tableau test set, Table 6 shows that bar charts 1213

(simple, stacked, and grouped) comprise the major- 1214

ity (71.88%), followed by line charts (12.5%) and 1215

scatter plots (9.37%). In terms of topic diversity, 1216

approximately 30.77% of the stories are about the 1217

‘Economy’, followed by ‘Education’ (15.38%) and 1218

the ‘Environment’ (7.69%), among others. 1219

• Gapminder The GapMinder test corpus con- 1220

sists of five stories, with a total of 42 tables and 42 1221

charts. The average length of stories in the train set 1222

is 707 characters, and there are 8 paragraphs in each 1223

sample story on average. The average token count 1224

is 146. Additionally, the average vocab: token ra- 1225

tio is 0.63, the average number of unique verbs 1226
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(a) Pew (b) Tableau
Figure 7: The figure demonstrates the distribution of Story Topics in the Test set.

Figure 8: Distribution of # of charts / tables per story
(Pew Train).

per story is 5, and there are 39% of diverse verbs1227

present in a story. Furthermore, the percentage of1228

intra-story trigram repetition is 11.3% and inter-1229

story trigram repetition is 2.45%. From Table 6 we1230

observe that the Gapminder dataset mainly focuses1231

on topics such as ‘World Population’, ‘World Econ-1232

omy’, and ‘Population Birthrate’. The dataset only1233

consists of line charts (73.81%) and bubble charts1234

(26.19%).1235

In addition, Fig. 4 and Fig. 7 detail the overall1236

topic distribution in the train and test set respec-1237

tively. Furthermore, Fig. 8 and Fig. 9 show the1238

distributions of Charts / Tables per Story in the Pew1239

train and test set respectively.1240

B LLM Agent Framework1241

We summarize the whole working process of the1242

proposed agentic framework in the Alg. 1:1243

Figure 9: Distribution of # of charts / tables per story
(Pew Test).

C Additional Results and Evaluation 1244

Details 1245

In this section, we detail our human evaluation ap- 1246

proach and present a detailed result analysis (see 1247

Fig. 11) 1248

Human Evaluation Our human evaluation met- 1249

rics include ‘Informativeness’, ‘Clarity and Coher- 1250

ence’, ‘Visualization Quality’, ‘Narrative Quality’, 1251

and ‘Factual Correctness’. Below we present the 1252

description of the metrics: 1253

(a) Informativeness: The extent to which the data 1254

story provides substantial and useful information. 1255

(b) Clarity and Coherence: The logical organiza- 1256

tion, ease of understanding, and connectivity be- 1257

tween different parts of the data story. 1258

(c) Visualization Quality: The effectiveness of vi- 1259

sualization, i.e., charts in enhancing understanding 1260
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Input: Data tables with titles D, Additional
Guidelines G, Intention I

Output: Final narration Nf

R0 ← Generate(D,G) ; // Generate
initial reflection

VR ← Verify(D,R0) ; // Verify
reflection

Rf ← Revise(R0, VR) ; // Revise
reflection

O0 ← Generate(Rf , D, I) ;
// Generate initial outline
with intention
VO ← Verify(D,Rf , O0) ; // Verify
outline

Of ← Revise(O0, VO) ; // Revise
outline

N0 ← Generate(Of , D, I) ;
// Generate initial
narration with intention

VN ← Verify(D,Of , N0) ; // Verify
narration

Nf ← Revise(N0, Of , VN , I) ;
// Revise the narration (if
necessary) and generate the
final version

Algorithm 1: Data Story Generation Frame-
work

of the data.1261

(d) Narrative Quality: The ability of the narrative1262

to engage the reader and provide deep insights.1263

(e) Factual Correctness: The accuracy of the data1264

and information presented.1265

We assessed each story using two human anno-1266

tators for each evaluation criterion. For every story,1267

we presented two versions—one generated using1268

the Agentic framework and the other using the Di-1269

rect prompting method—without disclosing which1270

version was which. The annotators were then asked1271

to determine which version was superior based on1272

each criterion. In cases where the annotators dis-1273

agreed, we considered the result as a tie. We mea-1274

sured Krippendorff’s alpha (Krippendorff, 2011) to1275

determine inter-annotator agreement and found a1276

moderate level of agreement (0.505%) between the1277

annotators.1278

Results In this section, we present a detailed1279

breakdown of the performance of the agentic frame-1280

work against the direct prompting strategy across1281

the different test sets. Table 7 presents the detailed1282

results from the experiments. We also present our1283

ablation study strategy in Table 8. 1284

D Additional Error Analysis 1285

In this section, we present examples of errors that 1286

occurred in the generated stories. For instance, 1287

Fig. 12 illustrates a story generated by the LLaMA- 1288

3-8b-instruct model where factual errors are in 1289

‘Section 2’ where it mentions ‘average approval 1290

rating for presidents in the third year is 55%’ ac- 1291

cording to the ‘Table_#0’ in the figure, however, 1292

it is actually less than 55% (the average is 53.8%). 1293

Furthermore, we found that most factual error oc- 1294

curs in the ‘Visualization Specifications’ as ex- 1295

emplified by Fig. 15. Additionally, hallucinating 1296

data values is another concern at the time of nar- 1297

ration generation, even though verification steps 1298

are included at each stage of the agentic frame- 1299

work. One such case is illustrated in Fig. 12, where 1300

the LLaMA-3-8b-instruct model hallucinated facts 1301

such as ‘Trump’s presidency has been marked by 1302

low approval ratings throughout his term’, whereas 1303

the data in the table only gives a picture of first 1304

three years. Similar to the factual errors, most of 1305

the hallucinations are prevalent in the ‘Visualiza- 1306

tion Specifications’ like Fig. 15. 1307

E Examples 1308
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Pew Tableau Gapminder

Model Samples
Agentic
Win (%)

Direct
Win (%) Tie (%) Samples

Agentic
Win (%)

Direct
Win (%) Tie (%) Samples

Agentic
Win (%)

Direct
Win (%) Tie (%)

GPT-4o 321
78.50 19.63 1.87

13
69.23 30.77 0

5
80.00 20.00 0

252 63 6 9 4 0 4 1 0

LLaMA-3-8b-I 321
40.81 55.45 3.74

13
53.85 38.46 7.69

5
60 40 0

131 178 12 7 5 1 3 2 0

LLaMA-3-70b-I 321
58.25 40.19 1.56

13
69.23 30.77 0

5
60 40 0

187 129 5 9 4 0 3 2 0

Table 7: Automatic Evaluation results of generated stories (Agentic vs. Non-agentic) with pairwise additive
prompting. Here, ‘I’ in ‘LLaMA-3-Xb-I’ stands for Instruction tuned versions, and ‘Agentic’ and ‘Direct’ stands for
Agentic framework and Direct prompting strategy respectively. We calculate the % of wins for these two different
strategies and report them in this table. The Gray text indices the number of samples for each case.

Human Evaluation Instruction:
Review the provided two versions of a data story based on the evaluation criteria mentioned
below:

Evaluation Criteria:
1. Informativeness: The extent to which the data story provides substantial and useful
information. 
2. Clarity and Coherence: The logical organization, ease of understanding, and connectivity
between different parts of the data story.
3. Visualization Quality: The effectiveness of visualization, i.e., charts in enhancing
understanding of the data.
4. Narrative Quality: The ability of the narrative to engage the reader and provide deep
insights.
5. Factual Correctness: The accuracy of the data and information presented.

For each of the abovementioned criteria, rate the data story on a scale of 1 to 5, where 1 is
the worst quality and 5 is the best quality. Here, user `intention’ refers to the title of the
story
User Intention: <Input intention → The article title of sample the gold test set>
After reviewing both data stories (Story A and Story B), evaluate which version of each story
excels in the specific criteria. Conclude by providing a final verdict on which story is
overall superior.
Informativeness: [story version] 
Clarity and Coherence: [story version] 
Visualization Quality: [story version] 
Narrative Quality: [story version] 
Factual Correctness: [story version] 
Final Verdict: [story version]

Figure 10: Instruction for our Human Evaluation settings.

Planning Stage Narration Stage

Refl. Refl. ver. Out. Gen. Out. ver. Narr. Narr. ver.

✓ ✓ ✓ ✓ ✓ ✓

✗ ✗ ✓ ✓ ✓ ✓

✓ ✓ ✗ ✗ ✓ ✓

✗ ✗ ✗ ✗ ✓ ✓

✓ ✗ ✓ ✗ ✓ ✗

Table 8: Ablation Strategy. Here, ‘Refl’, ‘Out.’, ‘Narr.’,
and ‘Ver’ denotes ‘Reflection’, ‘Outline’, ‘Narration’,
and ‘Verification’ respectively
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Automatic Evaluation Prompt:
### Task Description:
You will receive:
- A plausible gold data story as a reference
- A user intention representing the overarching theme of the story
- Data tables used to generate the data story
- Two model-generated stories
Ignore any extra white spaces and newlines in the stories. Your task is to evaluate the quality
of the LLM-generated stories based on the criteria listed below:

### Evaluation Criteria:
1. **Relevance and Informativeness:** The extent to which the data story addresses the given
user `intention` and provides substantial and useful information.
2. **Structure and Coherence:** The logical organization such as a linear narrative structure
(a beginning, a middle and a conclusion), ease of understanding, and connectivity between
different parts of the data story.
3. **Visualization Specification Quality:** The visualization specifications defined within
`<visualization>` tags are well-suited for creating visualizations that enhance the
understanding of the data.
4. **Narrative Quality and Insightfulness:** The ability of the narrative to engage the reader,
provide important insights, and follow the `intention` provided by the user.
5. **Factual Correctness:** The accuracy of the data and information presented considering the
input data tables.
### Point Allocation Criteria:
1. For each evaluation criterion, give 1 point to 'Story A' if it is better than 'Story B', or
vice versa.
2. If both stories perform equally well in a criterion, give 1 point to both.
3. Evaluate the stories based on their total points.
### Additional Guidelines:
 - Systematically attribute points to `Story A` and `Story B` based on the `Point Allocation
Criteria`.
 - Make sure total accumulated points for each story is within a range of 1 to 5.
 - Briefly justify your total score, up to 100 words.
 - Avoid any position biases and ensure that the order in which the stories were presented does
not influence your decision.
 - Do not allow the length of the stories to influence your evaluation.
 - Be as objective as possible.
 - Remember to assess the data story from the perspective of relevance, clarity, coherence,
informativeness, and factual correctness, taking the plausible gold story as a reference.
 - After providing your explanation, output your final verdict based on the total points each
story received by strictly following this format: '[[A]]' if the story A is better, '[[B]]' if
the story B is better, and '[[C]]' for a tie.
### INPUT:
<intention>
### Gold Story:
<gold_story>
### Story A:
<story_a>
### Story B:
<story_b>

Figure 11: Pairwise automatic evaluation prompt.
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1 62

### Table_0:
At start of Trump's third year in office, his job approval lags most of his recent predecessors
Presidential job approval at beginning of third year in office (%)
| President        | Approval Rating (%) |
|------------------|---------------------|
| G.W. Bush ('01-Jan. '03)  | 58                  |
| G.H.W. Bush ('89-Jan. '91)  | 63                  |
| Reagan ('81-Jan. '83)       | 58                  |
| Obama ('09-Jan. '11)        | 46                  |
| Clinton ('93-Feb. '95)      | 44                  |
| Trump ('17-Jan. '19)        | 37                  |
Source: Survey data from Pew Research Center (Trump through Clinton) and the Gallup organization (G.H.W. Bush and Reagan). Current data on Trump approval from survey of
U.S adults conducted Jan. 9-14, 2019.
PEW RESEARCH CENTER

Trump Begins Third Year With Low Job Approval
and Doubts About His Honesty
Trump's approval rating at the start of his third year in
office stands at 37%, lower than most of his recent
predecessors (Table_0). This is not a new phenomenon,
as Trump's presidency has been marked by low approval
ratings throughout his term.

Conclusion
In conclusion, Trump's third year in office has
been marked by low job approval ratings and
doubts about his honesty. ... ... ... Trump faces
significant challenges in his presidency, and that
he will need to find ways to overcome these
challenges in order to achieve his policy goals.

Trump's Job Approval Rating Lags Behind Most
Recent Predecessors
It is important to consider the historical average of job
approval ratings for presidents in their third year in office.
According to Gallup, the average approval rating for
presidents in their third year is 55%. Trump's approval
rating of 37% ... ...

Figure 12: Examples of Factual and Hallucination errors in LLaMA-3-8b-instruct generated story using the Agentic
framework. Here, Blue color denotes hallucinated text, and Red color denotes text containing factual errors.

### Table_0: Voter Enthusiasm Rises – Especially Among Democrats
% of registered voters who say they are more enthusiastic than usual about voting:
| Year      | Support Rep. Candidate | Support Dem. Candidate |
|-----------|-------------------------|------------------------|
| Sept 2006 | 42                      | 33                     |
| Oct 2010  | 57                      | 42                     |
| Sept 2014 | 36                      | 36                     |
| Sept 2018 | 59                      | 67                     |
### Table_1: Democrats lead the GOP on empathy, honesty and ethics; neither party has edge on managing govt.
% saying the phrase ___ better describes the...
| Phrase                                              | Democratic Party | Republican Party | Difference |
|-----------------------------------------------------|------------------|------------------|------------|
| Better manage government                            | 43               | 40               | D+3        |
| More willing to work with political leaders from the other party | 45               | 33               | D+12       |
| Governs in more honest & ethical way                | 46               | 32               | D+14       |
| Concerned with people like me                       | 56               | 31               | D+25       |
| More extreme in its positions                       | 39               | 48               | R+9        |
### Table_2: % of registered voters who say they are concerned that...
| Concern / Group                                  | Very | Somewhat | Not too | Not at all |
|--------------------------------------------------|------|----------|---------|------------|
| **If Democrats take control of Congress,**                                                                          |
| they will focus too much on investigating the Trump administration    
|
| All voters (June)                                 | 41   | 34       | 15      | 9          |
| All voters (Sept)                                 | 44   | 31       | 15      | 9          |
| Rep/Lean Rep (June)                               | 58   | 22       | 12      | 7          |
| Rep/Lean Rep (Sept)                               | 80   | 9        | 7       | 4          |
| Dem/Lean Dem (June)                               | 20   | 27       | 35      | 18         |
| Dem/Lean Dem (Sept)                               | 19   | 21       | 34      | 25         |
| **If Republicans keep control of Congress,**                                                                     |
| they will not focus enough on oversight of the Trump administration    
|
| All voters (June)                                 | 40   | 31       | 12      | 16         |
| All voters (Sept)                                 | 40   | 34       | 11      | 15         |
| Rep/Lean Rep (June)                               | 22   | 20       | 27      | 29         |
| Rep/Lean Rep (Sept)                               | 20   | 26       | 24      | 29         |
| Dem/Lean Dem (June)                               | 59   | 20       | 9       | 9          |
| Dem/Lean Dem (Sept)                               | 66   | 13       | 10      | 10         |

Figure 13: The tables corresponding to Fig. 3.
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1 2 3 4
Demographics and Public Opinion

Breaking down the data by demographics reveals
interesting patterns. According to Table_3, younger
Britons (ages 18-29) have a significantly more favorable
opinion of the EU, at 71%, compared to 49% among those
aged 50+. Similarly, those with more education (77%) and
those who identify as liberal or left-leaning (78%) ... ... ...

EU's Handling of COVID-19 
As shown in Table_0, a significant majority of
respondents ... ... ... EU's handling of COVID-19. Germany,
the Netherlands, and Denmark stand out with the highest
percentages, at 68%, 68%, and 66%, respectively. In
contrast, France and Italy have lower percentages, at 57%
and 54%, respectively.

Comparison with the UK
When compared to the UK, the EU's handling
of COVID-19 receives a significantly more
favorable opinion. As shown in Table_2, 64%
of respondents have a favorable opinion of
the EU's handling of COVID-19, compared to
46% for the UK.

Demographics and Public Opinion 
Breaking down the data by demographics reveals
interesting patterns. According to Table_3, younger
Britons (ages 18-29) have a significantly more favorable
opinion of the EU, at 71%, compared to 49% among those
aged 50+. Similarly, those with more education (77%) and
those who identify as liberal or left-leaning (78%) ... ... ...

Figure 14: A figure demonstrating the ‘Coherence’ issue of the LLaMA-3-8b model.

[Data Tables]

Table_#1:
Public widely views cyberattacks as a major threat to the United States: % who say that each is a ___ to the well-being of the
United States | Threat | Major threat | Minor threat | Not a threat | |--------------------------------------------|--------------|--------------|-----
---------| | Cyberattacks from other countries | 74 | 21 | 4 | | Iran's nuclear program | 57 | 31 | 8 | | Global climate change | 57 | 23 | 18 |
| China's power and influence | 54 | 32 | 11 | | The Islamic militant group, known as ISIS | 53 | 35 | 8 | | North Korea's nuclear
program | 53 | 36 | 9 | | Russia's power and influence | 50 | 38 | 10 |
... 
...
Table_#4: 
Far more Republicans than Democrats say Russia is 'not much of a problem' % who think of Russia as... Total | Adversary | Serious
problem | Not a problem July 2019 | 26 | 44 | 26 May 2018 | 28 | 42 | 24 Jan 2017 | 29 | 44 | 24 Oct 2016 | 23 | 46 | 23 April 2016 | 23 |
44 | 30 Among Rep/Lean Rep | Adversary | Serious problem | Not a problem July 2019 | 20 | 41 | 38 May 2018 | 25 | 39 | 33 Jan
2017 | 20 | 45 | 32 Oct 2016 | 25 | 42 | 28 April 2016 | 27 | 41 | 29 Among Dem/Lean Dem | Adversary | Serious problem | Not a
problem July 2019 | 34 | 49 | 14 May 2018 | 30 | 47 | 17 Jan 2017 | 38 | 42 | 17 Oct 2016 | 25 | 51 | 18 April 2016 | 20 | 47 | 29 Note:
Don’t know responses not shown. Source: Survey of U.S adults conducted July 10-15, 2019 PEW RESEARCH CENTER

[LLM Generated Story]

Climate Change and Russia Are Partisan Flashpoints in Public’s Views of Global Threats
The Pew Research Center conducted a survey of U.S. adults from July 10-15, 2019, ... ...

Visualization 1: Cyberattacks as a Major Threat to the United States
* Chart title: Cyberattacks as a Major Threat to the United States
* Chart type: Line chart
* X-axis: Years (2009-2019)
* Y-axis: Percentage of Americans viewing cyberattacks as a major threat
* Data values: 2009 (34%), 2011 (34%), 2013 (35%), 2015 (35%), 2017 (35%), and 2019 (74%)

<visualization>
 {"chart_title": "Cyberattacks as a Major Threat to the United States", 
 "chart_type": "line", 
 "x_axis": "Years (2009-2019)", 
 "y_axis": "Percentage of Americans viewing cyberattacks as a major threat", 
 "data_values": [34, 34, 35, 35, 35, 74]}
</visualization>

Partisan Divide
The data in Table_2 shows a significant partisan divide in ... ... ...

<visualization>
**Visualization 2: Partisan Divide on Russia**
* Chart title: Partisan Divide on Russia
* Chart type: Bar chart
* X-axis: Political party (Dem/Lean Dem, Rep/Lean Rep)
* Y-axis: Percentage of Americans viewing Russia as a serious problem or adversary
* Data values: Dem/Lean Dem (49%, 47%), Rep/Lean Rep (41%, 39%)
<visualization>
 {"chart_title": "Partisan Divide on Russia", 
 "chart_type": "bar", 
 "x_axis": "Political party (Dem/Lean Dem, Rep/Lean Rep)", 
 "y_axis": "Percentage of Americans viewing Russia as a serious problem or adversary", 
 "data_values": [[49, 47], [41, 39]]}
</visualization>

Figure 15: Examples of Factual and Hallucination errors in LLaMA-3-8b-instruct generated story using the Agentic
framework. Here, Blue color denotes hallucinated text, and Red color denotes text containing factual errors.
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1

Modest Changes in Views of Impeachment Proceedings Since Early September

54% currently approve of the House’s decision to conduct
an impeachment inquiry, while 44% disapprove. Neither
party engenders a great deal of confidence that they will
be “fair and reasonable” during the impeachment inquiry,
the survey finds. About four-in-ten (43%) expect that the
Republicans in Congress will be fair in handling the
inquiry, while slightly more (47%) say the same.

About four-in-ten (43%) expect that the Republicans in
Congress will be fair and reasonable in handling the
inquiry; 57% say they are not too confident or not at all
confident. Nearly half (47%) are at least somewhat
confident that congressional Democrats will be fair,
while 52% have little or no confidence in the
Democrats. These views are deeply divided by party. 

While 93% of Democrats say Trump has definitely or
probably done things that are grounds for
impeachment – including 70% who say he has
definitely done such things – a smaller majority of
Republicans (80%) say he has not. Fewer than half of
Republicans (46%) say Trump has definitely not done
things that are grounds for impeachment.

2 3

Figure 16: An example data story in our corpus collected from Pew (Pew, 2024).

1

Are big earthquakes on the rise?

These megaquakes have drawn a lot of attention.
Recent megaquakes of magnitude 8.0 have often
caused significant damage and loss of life. Recent
undersea megaquakes near Indonesia and Japan have
also caused tsunamis that have killed many thousands
of people.

The Indian Ocean earthquake and tsunami of 2004:
The 2004 Indian Ocean earthquake was an undersea
megathrust earthquake that occured on December
26, 2004. It is the third largest earthquake ever
recorded and had the longest duration of faulting
ever observed, between 8.3 and 10 minutes.

The Japanese earthquake and tsunami of 2011:
The 2011 quake off the coast of Tõhoku was a
magnitude 9.0 (Mw) undersea megathrust
earthquake. It was the most powerful known
earthquake ever to have hit Japan, and the 5th most
powerful earthquake ever recorded.

2 3

4

More and more earthquakes are getting detected.
Since 1973, there's been a steady increase in the
number of earthquakes recorded. Since 2003, the
trend has accelerated.

Especially on the eastern side of the Pacific Rim. A
rough categorization of earthquakes into
geographic regions (by longitude) shows that the
most significant increase in recorded earthquakes
has occurred around the Pacific Rim.

But the trend in big quakes is not clear. It appears
that big earthquakes are increasing slightly. There
should be more investigation, however, on whether
this trend is real or the result of a small number of
exceptionally strong recent earthquakes.

5 6

Figure 17: An example data story in our corpus collected from Tableau (Tableau, 2024).
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Figure 18: The figure presents the prompt used to generate the initial ‘Reflection’.

Figure 19: The figure presents the prompt used to generate the ‘Reflection’ revision plan.
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Figure 20: The figure presents the prompt used to generate the revised ‘Reflection’.

Figure 21: The figure presents the prompt used to generate the initial ‘Outline’.
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Figure 22: The figure presents the prompt used to generate the ‘Outline’ revision plan.

Figure 23: The figure presents the prompt used to generate the revised ‘Outline’.
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Figure 24: The figure presents the prompt used to generate the initial ‘Narration’.

26



Figure 25: The figure presents the prompt used to generate the ‘Narration’ revision plan.
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Figure 26: The figure presents the prompt used to generate the revised ‘Narration’.
2

Global Threat Perceptions: A Comparative Analysis
Based on data gathered from 14 countries, climate
change takes the lead as the most significant threat, with
70% of respondents marking it as a major concern.
Closely following is the spread of infectious diseases at
69%, ... ... that citizens grapple with, beyond the
immediate health crisis.

Age-Related Differences in Threat Perception
Diving into demographic nuances, older individuals (50+)
demonstrate heightened anxiety towards traditional
security threats. This cohort shows 72% ... ... lower
anxiety levels, indicating generational discrepancies in
perception. Understanding these age-specific concerns
can aid in tailoring communication and policies more
effectively.

Economic Pessimism and Global Economy
Concerns
Economic sentiment strongly influences the perception
of global economic threats. A significant 66% of
respondents viewing their national ... ... economy to
deteriorate, with 67% projecting heightened fears. Such
data emphasizes the intertwined nature of local and
global economic apprehensions.

3 4

6

Terrorism, Cyberattacks, and Nuclear Weapons by
Country
Threat perceptions of terrorism, cyberattacks, and nuclear
weapons also exhibit notable cross-national variations.
France leads with concerns about terrorism (80%) and
nuclear weapons (71%), ... ... Such insights highlight
differing geopolitical contexts that shape public anxiety,
necessitating varied national security strategies.

Economic and Poverty Concerns Across Countries
Economic adversity and global poverty are perceived
differently across countries. South Korea (83%) and
Spain (76%) demonstrate substantial concern about the
global economy, while Sweden (36%) and Denmark
(38%) ... ... that resonate with the public's immediate and
long-term economic concerns.
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Introduction: Setting the Scene
The COVID-19 pandemic has undeniably left a deep imprint
across the globe, yet many Europeans still perceive climate
change as the most prominent threat to their countries.
Understanding public perception is crucial in shaping
effective policy and governance amid such unprecedented
times. This narrative delves into the array of perceived
threats, examining variations by demographics and nations
to garner a comprehensive view of public concerns amidst
the pandemic.

5

Country-Specific Insights: Climate Change and
Infectious Diseases
There is notable variability in the perception of major
threats across countries. In Europe, Spain, France, and Italy
report the highest concern for climate change, each sitting
at 83%. ... ... national responses to these multifaceted
issues.

Key Insights and Interconnections
Despite the overshadowing pandemic, climate change
remains the predominant threat perceived by many
Europeans ... ...
Call to Action 
A concerted effort towards informed policy-making is
essential to align with public threat perceptions,
ensuring that concerns about climate change and
infectious diseases are adequately addressed. This
entails fostering a global dialogue on climate action and
pandemic preparedness, ultimately securing a safer and
more resilient future for all

Figure 27: The figure demonstrates an example data story generated by GPT-4o using the agentic framework. Here,
‘...’ indicates abbreviated text for brevity.
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Figure 28: The figure demonstrates an example data story generated by GPT-4o in natural language text. Here, ‘...’
indicates abbreviated text for brevity.
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Figure 29: The figure demonstrates an example data story generated by the LLaMA-3-8b-instruct model in natural
language text.
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