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ABSTRACT

Recent studies have increasingly demonstrated that large language models (LLMs)
possess significant theory of mind (ToM) capabilities, showing the potential for
simulating the tracking of mental states in generative agents. In this study, we
propose a novel paradigm called ToM-agent, designed to empower LLMs-based
generative agents to simulate ToM in open-domain conversational interactions.
ToM-agent disentangles the confidence from mental states, facilitating the emu-
lation of an agent’s perception of its counterpart’s mental states, such as beliefs,
desires, and intentions (BDIs). Using past conversation history and verbal re-
flections, ToM-Agent can dynamically adjust counterparts’ inferred BDIs, along
with related confidence levels. We further put forth a counterfactual intervention
method that reflects on the gap between the predicted responses of counterparts
and their real utterances, thereby enhancing the efficiency of reflection. Lever-
aging empathetic and persuasion dialogue datasets, we assess the advantages of
implementing the ToM-agent with downstream tasks, as well as its performance
in both the first-order and the second-order ToM. Our findings indicate that the
ToM-agent can grasp the underlying reasons for their counterpart’s behaviors be-
yond mere semantic-emotional supporting or decision-making based on common
sense, providing new insights for studying large-scale LLMs-based simulation of
human social behaviors. The codes of this project will be made publicly available
for camera ready.

1 INTRODUCTION

Generative agents (Park et al., 2023; Wang et al., 2023), which are computational interactive agents
with critical components such as memory, observation, planning, and reflection, have been pro-
posed to simulate believable human behavior during conversational interactions by fusing with
LLMs (Radford et al., 2019; Brown et al., 2020; Ouyang et al., 2022; OpenAI, 2023; Touvron et al.,
2023). Nevertheless, the limitations of LLMs in generating extended, coherent dialogues are well-
documented, particularly their proclivity for generating hallucinated or inconsistent content (Rawte
et al., 2023; Zhang et al., 2023). These shortcomings are especially problematic when the purpose
of the conversation extends beyond simple information exchange to include emotive or persuasive
elements, such as in scenarios of emotional support, sales, or persuasive communication (Hu et al.,
2023; tse Huang et al., 2023; Remountakis et al., 2023). Such situations necessitate not merely
the exchange of factual information, but also the articulation of nuanced demands or emotional
appeals (Yakura, 2023), which current LLMs architectures struggle to maintain across natural and
prolonged conversational sequences (Zheng et al., 2023).

Referring to psychology science, it is noticed that human normally do not only express their emo-
tions or demands during interaction but also care about their own or counterpart’s mental status, such
as beliefs, desires, and intentions (BDIs) has been understood or satisfied during the communica-
tions (Dvash & Shamay-Tsoory, 2014; Grazzani et al., 2018; Rusch et al., 2020). Theory of mind
(ToM), a cognitive skill that enables an individual to track the BDIs, emotions, and knowledge of
others, plays a crucial role in effective communication, self-consciousness, empathetic emotional
support, and decision-making when human beings interact with each other, as well as interactions
between human beings and artificial intelligence (AI) (Georgeff et al., 1999; Rabinowitz et al., 2018;
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W

Alice
(LLMs-based Agent)

Bob
(LLMs-based Agent)

What is my BDI? Based on the observations, 
what could be Bob’s BDI ?

Illustrations of BDIs Tracking Paradigm for Generative Agents

W

Does Alice already 
understand my BDI?

W

(Counterfactual Reflection) 
What if the BDI of Bob is not the 
one with the highest confidence ?

My uncle never does any homework but sits 
there playing phone games all day round ..   

Your uncle should have some change.

My uncle lost his job this week …

Yes, as a lazy person, he may deserve 
it. I hope he could have some change.

Inferred BDIs (LLMs)

Top-k Beliefs:
1. Alice believes his uncle’s laziness causes 
his jobless. | Confidence 40% (updated)

2. Alice believes hard working is not a must 
for success. | Confidence 25% (deleted) 

3. Alice may believe that his uncle is pity. | 
Confidence 20% (added)

Top-k Desires:

Top-k Intentions: 

Real BDI (LLMs)

Belief:
Bob believes his uncle’s laziness is kind 
of sin. 

Desire:
Bob desires his uncle could have some 
change.

Intention: 
Bob wants to express the dissatisfaction 
with his uncle. 

…

…
…

Without ToM
Oh, your uncle is pity. Is everything well?

With ToM

…

That is exactly what I want to say! 

Conversation History

Observed 
Response

Predicted 
Response

Reason the Gap

Counterfactual Reflection (LLMs)
Generate
Utterance

Generate 
Utterance

Generate Update Plan

Figure 1: Illustrations of proposed ToM-agent with BDIs tracking paradigm for LLMs-based gen-
erative agents aware theory of mind (ToM) and counterfactual reflection. As LLMs-based gen-
erative agents, two NPCs Bob and Alice are in conversational communication with each other. Bob
generates his utterance based on the conversation history and his own beliefs, desires, and in-
tentions (BDIs). Alice infers about Bob’s top-k BDI candidates with confidence accordingly and
predicts Bob’s next-round response based on the conversation history and inferred BDIs. Then the
counterfactual reflection is conducted based on the gap between the real response of Bob and the
predicted response to make an updated plan, including add or delete manipulations for inferred top-k
BDIs. Finally, Alice carries out the plan to update the inferred top-k BDIs of Bob along with the
confidences accordingly.

Nguyen & González, 2020). To mimic human behaviors caused by BDIs, we propose equating gen-
erative agents with cognitive and emotional reasoning abilities with ToM capacity.

With the recent striking progress in LLMs, several researchers have endeavored to evaluate the
ToM reasoning capabilities of these models (Sahu et al., 2022; Gandhi et al., 2023; Jamali et al.,
2023; Street et al., 2024; Strachan et al., 2024). Studies have utilized both commercial models
(such as OpenAI’s GPT series (Brown et al., 2020; Ouyang et al., 2022; OpenAI, 2023) and An-
thropic’s Claude series) and non-commercial models (such as Meta’s LLaMa series and Google’s
PaLM series). However, prior research in psychology accessing the ToM reasoning ability of LLMs
was limited to psychology statical benchmarks-based evaluation: single-word completion (Kosinski,
2023; Ullman, 2023), or multiple-option completion (Sap et al., 2023), or pre-written stories based
on specified psychological tasks, or story comprehension scenarios (Moghaddam & Honey, 2023;
Sclar et al., 2023), or playing incomplete information game (Guo et al., 2023). Moreover, some other
works attempt to investigate the possibilities of LLMs-based ToM modeling in natural conversation
scenarios but are confined to specific collaborative task-oriented conversational scenarios such as
agents for education (Saha et al., 2023), stress-testing (Kim et al., 2023), multi-agents for collabora-
tive behaviors (Bara et al., 2021; Li et al., 2023). Nevertheless, previous studies have been focused
more on the study of belief and tend to interpret belief as a mechanism of belief tracking (Sclar
et al., 2023), so that even in natural language conversations, often the content of the conversation is
limited to specific tasks or specific topic scenarios (Qiu et al., 2023; Zhang et al., 2024).
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In this study, we extend the ToM to open-domain conversational interaction scenarios by propos-
ing generative agents leveraging a novel BDI tracking paradigm: ToM-agent, which is illustrated
in Figure 1. In contrast to existing models or paradigms that limit task-specific computable ToM
models to binary conditions (true belief or false belief), the proposed ToM-Agent can disentangle
the belief and confidence based on psychological research. This allows for the simulation of gen-
erative agents engaged in open-domain conversational interactions that consider varying degrees of
confidence in different mental states, such as BDIs, knowledge, and more. More specifically, unlike
the previous works that limited the ToM to studying confidence about certain situations or facts, our
work could extend the ToM study to a specific person’s BDIs, which are different from the common-
sense knowledge with the highest priority in the generation process by LLMs. Further, when one
ToM-equipped agent engages in a whispered conversation with the counterpart agent, it can generate
utterances based on its BDIs. Additionally, it can infer the BDIs of the counterpart agent (first-order
ToM), as well as the counterpart’s cognitive thinking about its own BDIs (second-order ToM). With
the processing of the conversation, agents will also update their confidence in the counterpart’s BDI
according to dialogue history and the reflection of confidence on the observations. Counterfactual
reflection mechanisms are also introduced to enhance the reflection performance minding the gap
between the predicted responses and the real observed responses.

To evaluate the proposed paradigm, we conducted a simulation experiment between agents based on
two downstream conversational tasks: empathetic dialogue and persuasion dialogue. Further, abla-
tion studies with different LLMs and prompting methods are conducted to confirm the performance
of the ToM-agent. The main contribution of this work could be concluded as follows:

• To the best of our knowledge, our work is the first to apply ToM modeling to open-domain
conversational interactions for generative agents by disentangling the belief and confidence,
in contrast to previous studies that were confined to psychological narratives or specific
task-oriented cooperative conversation scenarios.

• By leveraging the zero-shot power of LLMs, generative agents are allowed to autonomously
produce utterances based on their BDIs and infer their counterparts’ BDIs based on the
conversation context without necessitating training on collected dialogue corpus with an-
notation.

• The counterfactual reflection method is introduced to reason about the discrepancy between
the predicted response and the real response, thus indirectly reflecting on the gap between
the real BDIs and the predicted BDIs, thereby enhancing the effectiveness of updating
confidence on inferred BDIs.

• In experiments conducted on downstream tasks related to conversational interactions, the
effectiveness of the proposed ToM tracking paradigm has been confirmed, and we posit
that the implications of our findings extend beyond the AI research community, potentially
offering valuable insights into the field of psychology and other scientific areas.

2 BACKGROUND

2.1 THEORY OF MIND (TOM)

”What is ToM?” and ”Why ToM is important for Artificial intelligence?” are two questions we
would like to stress at the very beginning. ToM has long been studied within cognitive science
and psychology, which is defined as an important social cognitive skill highly developed in hu-
mans and a small number of animals that involves the ability to tack both oneself and counterparts’
unobservable mental states, including but not limited to beliefs, desires, intentions, emotions, and
knowledges (Premack & Woodruff, 1978; Cuzzolin et al., 2020). Humans naturally build rich in-
ternal ToM models of others by observing others’ behaviors, conditioning their own behaviors, and
predicting the behaviors of others to forecast social interactions (Oguntola et al., 2023).

It has also long been argued that computational ToM, or machine ToM, is significant for AI systems
and could be critical to realizing artificial general intelligence (AGI) (Bubeck et al., 2023; Mao
et al., 2023; Rabinowitz et al., 2018). As an important well-established mental state model for
the ToM, the Belief-Desire-Intention (BDI) model consists of three critical components: beliefs
that represent a virtual agent’s knowledge and understanding of the current state of the world or
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relationships between objects and events, desires represent the agent’s goals and preferences, and
intentions represent the actions the agent plans to take to achieve its goals (Georgeff et al., 1999).
Many previous studies were also conducted to model the computational ToM (Nguyen & González,
2020; Liu et al., 2023), and most existing works about ToM interpret belief as a binary condition
as true belief and false belief (Zhang et al., 2024; Gandhi et al., 2023; Kim et al., 2023). While
many classic psychological tests of ToM heavily rely on tasks such as false-belief tasks to assess
an individual’s belief about the world that contrasts with reality, some psychological studies suggest
that belief and confidence are distinct yet equally fundamental types of mental states. For example,
as a human, Alice may believe Bob is on the way to school or Alice may not believe so due to
Bob’s poor credit. However, our confidence level, or credence, can be modeled as either a discrete
or continuous variable, representing degrees such as fully confident, highly confident, somewhat
confident, or not confident at all (Bricker, 2022). Further, there is also the argument that confidence
in oneself and others is equally critical (Bang et al., 2022).

Additionally, regarding ToM, the term ”orders” pertains to the number of mental state attributions
needed to address a specific inquiry or contemplate a particular situation (Harré, 2022). For in-
stance, first-order reasoning about an individual’s representation of the world is like ”Alice thinks
that Bob likes football”, while, second-order reasoning is like ”Bob thinks that Alice believes that
Bob likes football”. There could also be higher-order ToM such as third-order ToM, fourth-order
ToM, etc. (Wu et al., 2023). In this study, only first-order ToM and second-order ToM are consid-
ered.

2.2 PROBLEM STATEMENT

To streamline our analysis, we shift our attention away from expansive agent simulations, honing in
on the dynamics between two generative agents grounded in the LLMs framework instead of multi-
ple generative agents: agents A and B. These two agents participate in a dialogic exchange. Agent
A’s utterance, denoted as Ua, stems from its underlying beliefs, desires, and intentions. This triad
can be captured by R = (Br, Dr, Ir), where Br, Dr and Ir represent agent A’s authentic beliefs,
desires, and intentions, respectively. In contrast, agent B’s utterance is represented as Ub. The be-
liefs, desires, and intentions of agent A as inferred by agent B are encapsulated by I = (Bi, Di, Ii).
Agent B speculates on what is the real beliefs, desires, or intentions of agent A based on its re-
sponses and updates the perceptions and confidence accordingly. Given that BDIs are unobservable
inherently latent, and discernable only from the ongoing dialogue, our core challenge is to simulate
how agents might progressively recognize each other’s genuine BDIs throughout their conversation
and eventually benefit conversational communication.

3 METHODS

:

Documents
(Conversation 
Corpus)

Learn BDIs 
(LLMs)

Episode

BDI Initialization
(LLMs)

Self-BDI

Learn BDIs
Counterfactual 
Argument 
(LLMs)

BDI
Sets

Utterance 
Generation
(LLMs)

:

Vanilla BDI Tracking

:

BDI Tracking with CR

Infer Top-1 BDI
(LLMs)

Conversation 
History

Conversation 
History

Second Order
ToM Judgement

(LLMs)

Utterance 
Generation
(LLMs)

Updated
Episode HBDI

Response Ua

Updated
Episode H

Response Ub

Final Response Ua

Infer Top-k BDI
(LLMs)

Updated
Episode H

Final Response 
Ua

Utterance 
Generation
(LLMs)Response 

Ua
Counterfactual
Reflection
(LLMs)

Updated
Episode HUpdated

Episode H
Response Ub

Predicted
Response 
Ua’

Observed
Response
Ua

BDI
Sets

Randomly Picked 
BDI

BDI
Sets Top-k BDI

Sets

Figure 2: Illustrations of module components of ToM aware generative agents that could generate
utterance according to self-BDI and tracking counterpart’s BDI. Left Figure. Vanilla Counterpart’s
BDI Tracking Module. Middle Figure. Self-BDI-aware modules for generative agents. Right
Figure. Counterpart’s BDI tracking modules with counterfactual reflection.
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As illustrated in Figure 2, we propose a ToM aware generative agent consisting of three main mod-
ules: Self-BDI aware Module, Vanilla BDI Tracking Module, and Counterfactual Reflection-
based (CR-based) BDI Tracking Module. The self-BDI aware Module is used to generate utter-
ances based on the agent’s own beliefs, desires, and intentions. The Vanilla BDI Tracking Module
and the CR-based Module are designed to track the counterpart’s possible BDIs and update the
perceptions and confidence levels regarding these BDIs. The former serves as a baseline for bench-
marking, while the latter is a technique aimed at performance improvement. Ideally, an agent should
be capable of both generating conversations based on its own BDI and inferring and updating oth-
ers’ BIDs. However, for this study, we simplified the setup to include one agent equipped with a
self-BDI-aware module and the other agent equipped with either a vanilla BDI tracking Module or
a CR-based BDI tracking Module.

3.1 SELF-BDI AWARE MODULE

The episode of the conversation history is represented as H = (Ua1 , Ub1 , ..., Uai , Ubi), where
(Uai , Ubi) denotes the dialogue pair of ith turn between agent A and B. During the conversa-
tion, agent A equipped with a self-BDI aware module is supposed to generate its utterance based on
its actual BDIs TR, and the conversation history Hi by prompting LLMs using the corresponding
prompt Pa, as is described in the following Equation (1).

Uai+1
= LLM(Pa;TR;Hi) (1)

Zero-shot BDIs Initialization. The initial BDIs of agent A are learned from a randomly selected
single episode of dialogue corpus, utilizing zero-shot prompting, without needing annotation or
additional learning. To increase randomness, we adopt an approach where the LLM generates the
top-k combinations of beliefs, desires, and intentions based on the conversation episode’s history.
From these combinations, one of the combinations R is randomly selected as the initial top-1 value
of BDI for the agent. In the prompt, we have also included hints about the concepts of beliefs,
desires, and intentions, emphasizing their relevance to ensure that the resulting BDI combination is
closer to reality.

Reverse BDIs Argumentation. Belief often reflects personal subjectivity and may not always
be correct or even morally wrong, whereas common sense tends to align with the public’s general
perception. In our experiments, we also discovered that expressing certain personalized beliefs is
challenging because the conversation data tends to align more closely with common sense. Ulti-
mately, the features learned by the LLMs are constrained by the available data, which often results
in a bias towards commonsense concepts that appear more frequently in the datasets. To address this
issue, we iteratively refine the resulting BDIs by inputting them back into the prompt and instructing
the LLM to generate BDIs with the opposite meaning or a counterfactual nature.

Second Order ToM Judgement. In each round of conversation, after both parties have finished
expressing themselves, the agent A ponders whether the counterpart agent B has understood agent
A’s BDI. This is also determined by adding the conversation history and its own real BDI to the
prompt, which in turn is generated by LLM.

3.2 VANILLA BDI TRACKING MODULE

Top-1 BDI Prompting. The agent B equipped with vanilla BDI tracking module prompts LLMs
to obtain the most probable BDI combination TIi after ith round of interaction concludes. Further,
we select only the top-1 BDI. Ultimately, agent B generates its utterance Ubi+1 by prompting LLMs
using the BDI combination with the highest confidence TIi and the dialogue history Hi, along with
corresponding prompt Pb, as is described in the following Equation (2).

Ubi+1 = LLM(Pb;TIi ;Hi) (2)

5
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3.3 CR-BASED BDI TRACKING MODULE

In this study, rather than limiting belief to specific scenarios or tasks, we disentangle belief and
confidence to enable the ToM modeling in open-domain conversational interactions. This approach
allows agents to focus on personalized beliefs compared to mere common sense. In the initial phase,
top-k BDIs along with confidences are inferred by agent B based on the first utterance of agent A.
These BDIs and their associated confidence levels are then updated for ith turn of communicational
interaction, which is represented as TIi = ((Bi1 , Di1 , Ii1 ;C1), ..., (Bik , Dik , Iik ;Ck)), where C
stands for the confidence for each set of BDIs. The agent can generate an update plan of the inferred
BIDs and its corresponding confidence by prompting

During each round of interactions, agent B generates an updating plan Li+1 for the inferred BDIs
and confidence of agent A using the reflection mechanism, by prompting the LLMs with the cor-
responding reflection prompt Pr based on the dialogue history Hi. Then, the updated BDIs and
confidence levels combination TIi+1

are obtained by prompting the LLMs using the corresponding
prompt Pr, the previous BIDs combination TIi , and the updating plan Li+1, as is described in the
Equation (3).

Li+1 = LLM(Pr;TIi ;Hi)

TIi+1
= LLM(Pu;Li+1;TIi)

(3)

After reflection and updating, the agent B generates its utterance by prompting LLMs using the BDI
set with the highest confidence along with the corresponding prompt, which is similar to Equation
(2).

Reflection. Reflection is an effective reinforcement technique for LLMs-based agents, which can
be a reinforcement learning way via verbal feedback without tuning the parameters of LLMs or
devising a reword function (Shinn et al., 2023). It employs a persisting memory of self-refective
experiences, allowing an agent to revisit its errors and make improved decisions in subsequent iter-
ations. It consists of three distinct models: an actor model, an evaluator model, and a self-reflection
model, in which the evaluator model plays a crucial role in assessing the quality. We aim to update
the top-k BDIs and the related confidence level using the reflection of LLMs. However, since the
BDI is unobservable, it results in the established reflection cannot directly evaluate the similarity
between the inferred BDI and the actual BDI. To solve this problem, we propose a counterfactual
reflection based on foresight and counterfactual thinking.

Foresight. It is argued in previous studies that foresight and reflection are equally critical for
machine ToM (Zhou et al., 2023). To solve the problem that BDI is unobservable, we compared the
observable utterances with predicted utterances instead: in each interaction round, we let the agent
B predict the agent A’s utterance Uap

by prompting the LLM, utilizing inferred BDIs combination
with the highest confidence TI and conversation history H . After agent A’s real utterance Uar

is
observed, agent B compares the Uap

with Uar
by scoring the two sentences with a decimal value S

between [0, 1] to evaluate their similarity.

Counterfactual Reflection. Inspired by the argument in the previous study that counterfactual
thinking may be critical for an individual to understand others by predicting what action they will
take in a similar situation (Cuzzolin et al., 2020), we propose a counterfactual reflection. The pro-
posed counterfactual reflection is conducted in the following steps: If the Si+1 increases compared
with Si, the agent B reflects on the previously inferred BDIs of agent A based on the evaluation
value S on the Uap and Uar by prompting the LLMs. Further, agent B reflects that ”what if my
previously inferred BDI of agent A is not correct?”. Then agent B carries on the conversation with
itself and generates a virtual response Uav

instead of agent A and compares the Uav
with the real

one Uar
to obtain a virtual score Sv . If the Sv > S, then update the BDI and generate the Ub for the

next round, otherwise, update the BIDs and confidence level using the TI and H .
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4 EXPERIMENTS

4.1 EXPERIMENT SETUP

By conducting experiments, we try to answer the following research questions:

• RQ1: To what extent could the ToM-aware generative agent infer about other generative
agents’ unobservable beliefs, desires, and intentions during open-domain conversational
interactions? (First-order ToM)

• RQ2: To what extent could the ToM-aware generative agent infer about counterpart agents’
understanding of its own beliefs, desires, and intentions during open-domain conversational
interactions? (Second-order ToM)

• RQ3: To what extent could the ToM-aware generative agent benefit downstream tasks of
open-domain conversational interactions in short-term interactions?

We use these two downstream tasks to evaluate our method: empathetic dialogue and persuasive
dialogue, which are highly related to ToM mental status modeling during human beings’ interac-
tions. We can abstract downstream tasks in the dialog domain into specific goals. For instance,
in empathetic dialogue, one agent’s goal is to satisfy the other emotionally. While, in persuasive
dialogue, one agent aims to persuade the other to make a decision, such as purchasing a certain
good or service, or making a donation. Empathetic Dialogue(Rashkin et al., 2019) and Persuasion
Dialogue(Wang et al., 2019) are two dialogue datasets publicly available and the details about these
datasets can be found in the Appendix.

In the simulation, one agent plays the role of either an Empathetic-needing NPC or a Persuadee
NPC, taking actions as the previously introduced agent A. Meanwhile, another agent plays the role
of either an Empathetic NPC or a Persuador NPC, taking actions as the agent B. The initialization of
BDIs is conducted on 100 dialogue episodes randomly sampled from the above two datasets. Sim-
ilarly, for each experiment, the two agents interact with each other until agent A believes that agent
B understands its BDI, at which point the dialog is considered successfully concluded. However, if
the conditions for ending the dialog are not met within t rounds, the dialog is considered unsuccess-
ful. We mainly evaluated two versions of LLMs as generative agents: GPT-4 (gpt-4-0125-preview)
and GPT-3.5 (gpt-3.5-turbo-0125). OpenAI davinci model (text-similarity-davinci-001) is used for
scoring the similarity of the predicted utterance and the real utterance. In this study, the BDIs set
number top-k is set to 3 and the maximum number of turns in each dialogue episode t is set to 10.

4.2 BDI INFERING EVALUATION (FIRST-ORDER TOM)

To answer RQ1, we conducted an experiment in which two agents engaged in 100 conversation
rounds. One agent implemented only the self-BDI-aware module and generated conversations based
on its initial BDIs. The other agent used either the vanilla BDI tracing module or the CR-based BDI
tracing module, referred to as Vanilla and ToM + CR, respectively. At the end of the dialog, we
recorded the set pairs of the inferred BDI and the true BDI. Afterward, we asked three annotators
to evaluate each pair to assess the similarity between the inferred and actual BDI and score within
the range of [0, 5]. The average score is calculated based on the scores given by three annotators
to decide whether the inferred BDI and the real BDI are similar (> 0.25) or not similar (< 0.25).
Then we calculate the precision, F1 score, and recall score from the aspects of belief, desire, and
intention, respectively.

From Table 1, we can summarize that while individual exceptions may exist, overall, GPT-4 demon-
strates superior performance in the first-order ToM for inferring BDIs compared to GPT-3.5 when
provided with the same premises. Additionally, for both GPT-4 and GPT-3.5, we observe that the
overall ToM + CR approach has a better performance compared with Vanilla’s approach. The spe-
cific results of the experiments also demonstrate the effectiveness of the proposed method in first-
order ToM detection across two downstream tasks.
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Table 1: The performance evaluation results of our proposal for BDI tracking paradigm as the first-
order ToM on the Empathecit Dialogue dataset and the Persuasion Dialogue dataset. The LLMs
used are GPT-3.5 or GPT-4. P, F, and R denote precision, f1-score, and recall respectively.

Empathetic Persuasion
GPT-4 GPT-3.5-turbo GPT-4 GPT-3.5-turbo

P F R P F R P F R P F R
Vanilla (B) 0.42 0.32 0.36 0.23 0.19 0.21 0.33 0.51 0.40 0.36 0.23 0.28

ToM + CR (B) 0.47 0.45 0.46 0.29 0.24 0.26 0.55 0.41 0.47 0.40 0.54 0.46
Vanilla (D) 0.34 0.31 0.33 0.16 0.15 0.15 0.55 0.30 0.39 0.25 0.24 0.25

ToM + CR (D) 0.38 0.40 0.39 0.22 0.19 0.20 0.53 0.50 0.51 0.28 0.32 0.30
Vanilla (I) 0.41 0.26 0.32 0.20 0.18 0.19 0.23 0.37 0.29 0.26 0.18 0.21

ToM + CR (I) 0.33 0.30 0.31 0.19 0.20 0.19 0.39 0.27 0.32 0.32 0.35 0.34

4.3 BDI INFERING EVALUATION (SECOND-ORDER TOM)

To address RQ2, we assess the second-order ToM on the two conversation datasets separately, as
whether a conversation meets the end criterion is determined by agent A’s second-order ToM. Like-
wise, from the 100 rounds of conversation conducted by the two agents, we ask three annotators to
judge whether agent A believes that agent B understands its BDI. Similar to the first-order ToM, the
evaluation of the second-order ToM can also be treated as a binary classification problem, thus the
precision, F1 score, and recall score from the aspects of belief, desire, and intention are evaluated,
respectively.

Table 2: The performance evaluation results of our proposal for BDI tracking paradigm as the
second-order ToM on the Empathecit Dialogue dataset and the Persuasion Dialogue dataset. The
LLMs used are GPT-3.5 or GPT-4. P, F, and R denote precision, f1-score, and recall respectively.

Empathetic Persuasion
GPT-4 GPT-3.5-turbo GPT-4 GPT-3.5-turbo

P F R P F R P F R P F R
Vanilla (B) 0.26 0.22 0.24 0.28 0.25 0.26 0.38 0.40 0.39 0.37 0.39 0.38

ToM + CR (B) 0.56 0.26 0.35 0.26 0.22 0.24 0.38 0.38 0.38 0.36 0.36 0.36
Vanilla (D) 0.20 0.26 0.23 0.20 0.17 0.18 0.33 0.27 0.30 0.27 0.22 0.25

ToM + CR (D) 0.27 0.27 0.27 0.21 0.26 0.23 0.29 0.35 0.31 0.24 0.29 0.26
Vanilla (I) 0.27 0.26 0.27 0.16 0.15 0.16 0.33 0.23 0.27 0.30 0.22 0.25

ToM + CR (I) 0.50 0.59 0.54 0.20 0.22 0.21 0.26 0.30 0.28 0.24 0.28 0.26

From Table 2, we conclude that GPT-4 demonstrates overall superior performance in the second-
order ToM perception compared to GPT-3.5 when provided with the same premises. Additionally,
for both GPT-4 and GPT-3.5, we observe that the overall ToM + CR approach has a better perfor-
mance compared with Vanilla’s approach for most evaluations. The effectiveness of the proposed
method in second-order ToM detection across two downstream tasks could also be demonstrated by
the specific results.

4.4 DIALOGUE GENERATION EVALUATION (DOWN-STREAM TASKS)

As is argued that previous studies of emotional support or negotiation dialogue can evaluate the
turn-level performance using the fixed reference responses of a benchmark corpus, however, it is
better to evaluate the dialogue level of proactive dialogue systems using automatic metrics: average
turn (AT) and the success rate at turn t (SR@t) (Deng et al., 2023). We hypothesize that an agent
who has insight into another agent’s BDI can accomplish the goal of the conversation more quickly
within a pre-defined maximum turn, or efficiently when performing downstream tasks than the agent
without the ToM mechanism. The maximum turn of the conversation is set as 10 in our experiment.

From the results in Table 3, the conclusion could be made that both AT and SR@t have a better
performance for agents with ToM than without ToM, either GPT-3.5 or GPT-4 on both datasets.
Reflection-based ToM significantly outperforms Vanilla ToM for both AT and SR@t, while CR-
based ToM achieves the best results on each dataset. Even in the evaluation of SR@t for GPT-3.5,
where Reflection-based ToM slightly outperforms CR-based ToM, it’s important to note that SR@t
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Table 3: Experimental results for downstream tasks: Empathecit Dialogue and Persuasion Dia-
logue. Two LLMs are evaluated accordingly: GPT-3.5 and GPT-4.

Empathetic Persuasion
GPT-3.5 GPT-4 GPT-3.5 GPT-4

AT ↓ SR@t ↑ AT ↓ SR@t ↑ AT ↓ SR@t ↑ AT ↓ SR@t ↑
Without ToM (Baseline) 6.72 0.41 6.53 0.43 6.32 0.38 5.51 0.45

Vanilla ToM 6.92 0.39 6.24 0.45 6.05 0.39 5.92 0.49
Reflection-based ToM 6.73 0.48 6.08 0.51 5.96 0.43 5.71 0.41

CR-based ToM 6.59 0.53 5.80 0.55 5.79 0.44 5.25 0.55

is influenced not only by the model itself but also by the perceptual effect of second-order ToM
based on LLMs. As Reflection-based ToM is the ToM-Agent without CR, these evaluations can
also serve as an ablation study on each part of the ToM-Agent.

More details of the prompt templates and dialogue examples can be found in the Appendix.

5 OBSERVATIONS

5.1 OBSERVATIONS OF GOOD EXAMPLES

(a) Good Dialogue Examples for BDI Inference
(b) Numerical Changes in confidence for BDI

Figure 3: (a) Good Examples for BDI Infere. (b)Illustrations of curves of numerical changes in
confidence for belief, desire, and intention in an episodic dialogue. As the dialogue progresses, the
confidence values for belief, desire, and intention all increase steadily and eventually stabilize at
high levels.

During the dialogue, we use the text-embedding-3-large model of GPT to compare the similarity
between the inferred BDI (Belief, Desire, Intention) and the true BDI by calculating the cosine
similarity between the two embeddings. As shown in the Figure 3, this can be seen as a good
example of confidence changes during the conversation for ToM simulation. This result aligns well
with our expectations: The steady increase in confidence values for belief, desire, and intention as
the dialogue progresses, along with the fluctuations in the middle, accurately reflects the dynamic
and evolving nature of these mental states during an interaction. The oscillations represent periods
of uncertainty or shifts in perspective, which eventually resolve, leading to higher confidence levels
by the dialogue’s conclusion.

5.2 OBSERVATIONS OF ”BAD” EXAMPLES

As shown in the (a) and (b) of Figure 4, these can be seen as examples of suboptimal confidence
changes during the conversation for ToM simulation. In Figure (a), the confidence values for Be-
lief, Desire, and Intention initially increase but eventually settle at the lower end of the scale. In
Figure (b), the confidence values for Desire and Intention increase steadily and eventually stabilize
at high levels, while Belief settles at a lower level. Ending a dialogue when confidence levels are
not at their maximum is generally considered a suboptimal outcome. However, since the purpose

9
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(a) ”Bad” Dialogue Examples 1 (b) ”Bad” Dialogue Examples 2

Figure 4: Illustrations of curves of numerical changes in confidence for belief, desire, and intention
in an episodic dialogue. Figure (a). As the dialogue progresses, the confidence values for Belief,
Desire, and Intention all initially increase but eventually settle at the lower end of the scale. Figure
(b). As the dialogue progresses, the confidence values for desire and intention increase steadily and
eventually stabilize at high levels but belief eventually settles at the lower end of the scale.

of the study was to simulate people’s BDI (Belief, Desire, and Intention) confidence levels about
others during dialogue—and recognizing that people often make decisions in conversations without
their confidence being at its peak—these results should be viewed in a more positive light. The
observed fluctuations and eventual increase in confidence levels accurately mirror natural decision-
making processes in real-life interactions, where individuals often proceed despite varying levels of
certainty. This alignment with realistic human behavior suggests that our simulation effectively cap-
tures the dynamics of BDI confidence during dialogue. However, if the goal is to develop super-AIs
with capabilities that surpass the theory of mind of human beings, these results might be seen as
suboptimal.

5.3 ETHICAL CONCERNS

As the conversation examples illustrated in Figure 1, someone may think that the implementation
of this kind of agent may raise ethical concerns. However, we originally chose this nearly extreme
example because our research focuses on the broader context of generative agents, and we wanted to
demonstrate that ToM agents can take into account and imitate human beliefs in their interactions.
This distinction is crucial because human beliefs do not always follow common sense (may even
be morally incorrect), and such discrepancies can significantly impact agent behavior. Instead of
labeling the act of mimicking human beliefs as inherently unethical, we believe it is essential to
recognize this potential issue through our research. Our goal is to provide a foundation for the
research community to discuss and study the implications of such behavior in ToM agents further.
We hope our work stimulates constructive discourse and exploration into how generative agents can
better understand and ethically interact with human beliefs.

6 CONCLUSION

In this study, we proposed a novel paradigm ToM-Agent that equips LLMs-based generative agents
with ToM reasoning, allowing them to emulate cognitive mental states such as beliefs, desires, and
intentions (BDIs) during open-domain conversational interactions. The counterfactual reflection
method is also proposed to dynamically adjust confidence levels related to inferred BDIs of coun-
terparts based on past conversation history, to reflect on the gap between predicted responses of
counterparts and their real utterances, which enhances the confidence updating performances of in-
ferred BDIs. Leveraging datasets from empathetic and persuasion dialogue research, we evaluate
the performance of our proposed agent architecture in downstream tasks. Finally, the results show
that equipping the generative agents with ToM is reasonable and will benefit the downstream task in
the long term.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

REFERENCES

Dan Bang, Rani Moran, Nathaniel D. Daw, and Stephen M. Fleming. Neurocomputational mech-
anisms of confidence in self and others. Nature communications, 13(1), December 2022. ISSN
2041-1723. doi: 10.1038/s41467-022-31674-w. Publisher Copyright: © 2022, The Author(s).

Cristian-Paul Bara, Sky CH-Wang, and Joyce Chai. MindCraft: Theory of mind modeling for
situated dialogue in collaborative tasks. In Proceedings of the 2021 Conference on Empirical
Methods in Natural Language Processing, pp. 1112–1125, Online and Punta Cana, Dominican
Republic, November 2021. Association for Computational Linguistics. doi: 10.18653/v1/2021.
emnlp-main.85.

Adam Michael Bricker. I Hear You Feel Confident. The Philosophical Quarterly, 73(1):24–43, 03
2022. ISSN 0031-8094. doi: 10.1093/pq/pqac007. URL https://doi.org/10.1093/pq/
pqac007.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared D Kaplan, Prafulla Dhariwal,
Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, Sandhini Agarwal, Ariel
Herbert-Voss, Gretchen Krueger, Tom Henighan, Rewon Child, Aditya Ramesh, Daniel Ziegler,
Jeffrey Wu, Clemens Winter, Chris Hesse, Mark Chen, Eric Sigler, Mateusz Litwin, Scott Gray,
Benjamin Chess, Jack Clark, Christopher Berner, Sam McCandlish, Alec Radford, Ilya Sutskever,
and Dario Amodei. Language models are few-shot learners. In H. Larochelle, M. Ranzato,
R. Hadsell, M.F. Balcan, and H. Lin (eds.), Advances in Neural Information Processing Systems,
volume 33, pp. 1877–1901. Curran Associates, Inc., 2020.
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Thuy Ngoc Nguyen and Cleotilde González. Cognitive machine theory of mind. In Annual Meeting
of the Cognitive Science Society, 2020.

Ini Oguntola, Joseph Campbell, Simon Stepputtis, and Katia Sycara. Theory of mind as intrinsic
motivation for multi-agent reinforcement learning, 2023.

OpenAI. Gpt-4 technical report, 2023.

Long Ouyang, Jeff Wu, Xu Jiang, Diogo Almeida, Carroll L. Wainwright, Pamela Mishkin, Chong
Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray, John Schulman, Jacob Hilton, Fraser Kel-
ton, Luke Miller, Maddie Simens, Amanda Askell, Peter Welinder, Paul Christiano, Jan Leike,
and Ryan Lowe. Training language models to follow instructions with human feedback, 2022.

Joon Sung Park, Joseph C. O’Brien, Carrie J. Cai, Meredith Ringel Morris, Percy Liang, and
Michael S. Bernstein. Generative agents: Interactive simulacra of human behavior. In In the
36th Annual ACM Symposium on User Interface Software and Technology (UIST ’23), UIST ’23,
New York, NY, USA, 2023. Association for Computing Machinery.

David Premack and Guy Woodruff. Does the chimpanzee have a theory of mind? Behavioral and
Brain Sciences, 1(4):515–526, 1978. doi: 10.1017/S0140525X00076512.

Shuwen Qiu, Song-Chun Zhu, and Zilong Zheng. Minddial: Belief dynamics tracking with theory-
of-mind modeling for situated neural dialogue generation, 2023.

Neil Rabinowitz, Frank Perbet, Francis Song, Chiyuan Zhang, S. M. Ali Eslami, and Matthew
Botvinick. Machine theory of mind. In Jennifer Dy and Andreas Krause (eds.), Proceedings of
the 35th International Conference on Machine Learning, volume 80 of Proceedings of Machine
Learning Research, pp. 4218–4227. PMLR, 10–15 Jul 2018.

Alec Radford, Jeff Wu, Rewon Child, D. Luan, Dario Amodei, and Ilya Sutskever. Language models
are unsupervised multitask learners, 2019.

Hannah Rashkin, Eric Michael Smith, Margaret Li, and Y-Lan Boureau. Towards empathetic open-
domain conversation models: A new benchmark and dataset. In Proceedings of the 57th Annual
Meeting of the Association for Computational Linguistics, pp. 5370–5381, Florence, Italy, July
2019. Association for Computational Linguistics. doi: 10.18653/v1/P19-1534.

12

https://aclanthology.org/2023.emnlp-main.890
https://aclanthology.org/2023.emnlp-main.13


648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Vipula Rawte, Amit Sheth, and Amitava Das. A survey of hallucination in large foundation models,
2023.

Manolis Remountakis, Konstantinos Kotis, Babis Kourtzis, and George E. Tsekouras. Chatgpt and
persuasive technologies for the management and delivery of personalized recommendations in
hotel hospitality, 2023.

Tessa Rusch, Saurabh Steixner-Kumar, Prashant Doshi, Michael Spezio, and Jan Gläscher. Theory
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A APPENDIX

A.1 LIMITATIONS

Challenges of Time and Cost Efficiency. The formidable cost associated with utilizing the Ope-
nAI API posed significant constraints on our research endeavors, rendering us financially incapable
of conducting extensive experiments. This issue is exacerbated by the practical challenges inherent
in generating conversational content, as it necessitates using a prompt with a substantial number of
tokens. For instance, the average expenditure per episode escalates to approximately 2 to 3 dollars
when employing GPT-4 for this purpose. Moreover, the generation of sentence-based conversations
entails multiple interactions with the API interface, thereby incurring substantial waiting times. Such
prolonged waiting periods may lead to user frustration and dwindling interest, adversely affecting
the viability of engaging in dialogues with the AI agent, should we prioritize technical practicality.

Limitation of Two Agents Simulations. While memory retrieval, and reflection all play pivotal
roles in conversational control of generative agents(Park et al., 2023; Wang et al., 2023), our re-
search primarily emphasizes modeling the BDIs tracking paradigm between two agents for better
reflection. Consequently, we haven’t delved into matching conversations with analogous BDIs dur-
ing extended interactions. However, as we simulate interactions among a vast number of agents,
conversations inevitably span a broader array of topics and knowledge domains. Hence, extracting
short-term conversation content with the most pertinent BDIs from long-term memory emerges as
a compelling research avenue, offering the potential for future exploration. Furthermore, in this
article, we focus solely on interactions between one agent aware of its BDIs and the counterpart
attempting to infer that BDI. Yet, when scaled up in simulations, multi-agent interactions produce
more complex dynamics. Here, we must delve deeper, exploring scenarios where an agent is not
just self-aware of its BDI but also discerns the BDIs of its counterparts. Particularly when the agent
recognizes its differing BDI from the majority, it might either seek to influence others’ BDIs or,
conversely, be swayed by them to modify its stance.

Limitaions of Behavior Modality. To present the problem more comprehensively, we confined
our paradigm’s definition and validation strictly to the realm of conversational interactions. This
encompasses all actions and behaviors, ranging from the selection of empathetic responses to the
deployment of suitable persuasive tactics, and from choices involving donations to decisions against
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donating. Furthermore, the encapsulated semantic sentiments are exclusively tied to dialogic mani-
festations. However, it’s crucial to note that for applications such as in-game non-player characters
(NPCs), generative urban simulations, or robotic interfaces, our paradigm’s definition ought to be
expanded. This will allow it to encompass behaviors and actions beyond mere dialogue, potentially
extending to multimodal communications. ToM in Multi-modal interaction should be further studied
such as in VQA scenarios (Takmaz et al., 2023; Chandrasekaran et al., 2017).

A.2 FUTURE WORKS

Large-scale Multi-agent Simulation. Although only the interactions between two agents are
studied in this study, multiple Agents’ behaviors should be further studied to mimic human be-
ings. And belief transition between agents or the rise and disappearance of BDIs should also be
studied in future work. The other big premise is whether local LLMs can achieve the same perfor-
mance as GPTs to support large-scale simulations. Also, some supporting measures such as memory
retention, simulation of forgetting, etc. need to be further researched.

Interaction in Multi-modal scenarios. ToM in Multi-modal interaction should be further studied
such as in VQA scenarios (Takmaz et al., 2023; Chandrasekaran et al., 2017). Agents based on LLMs
can be used to simulate not only dialogues but also human expressions, voices, etc. so that the agents
can better understand human inner emotions by analyzing multimodal information. Combining
image processing facial expression recognition with conversational context based on Agent LLM,
the machine can better estimate the person’s condition and improve the accuracy of facial expression
recognition as well as the performance of conversational communication for empathy or persuasion.

The relationship between belief, desire, and intention could be studied. The research here
treats belief, desire, and intention as equal relationships and focuses primarily on the possibility
of a new paradigm. In future research, some psychological models about equality can be applied
to the paradigm to map the human heart state further. For example, there are various BDI models
in psychology, and some of them are based on the causal relationship between belief, desire, and
intention. If such BDI models can be used for simulation, on the one hand, the reliability and
usefulness of these models can be verified, and on the other hand, the simulation can be facilitated,
which will enable the agent to better simulate human beings. or understand human beings.

Higher-oder ToM for the ToM-agent. We only studied the first-order ToM and the second-order
ToM, and higher-order ToM should be studied in the future. However, the difficulty of the research
is how to evaluate it, so the evaluation method in simulation is also an important research direction
in future research.

A.3 DETAILS OF DATASETS

The details of two datasets Empathetic Dialogue(Rashkin et al., 2019) and Persuasion Dia-
logue(Wang et al., 2019), which is used in this study, are illustrated in Table 4.

Empathetic Dialogue. Empathetic Dialogue is a novel dataset of 25k conversations grounded in
emotional situations. Each dialogue is based on a specific scenario where a speaker experiences a
particular emotion, and a listener responds accordingly. This resource, consisting of crowdsourced
one-on-one conversations, covers a wide range of emotions in a balanced manner. It is larger and
includes a more extensive set of emotions than many existing emotion prediction datasets. The
dataset contains 32 emotion labels, which were selected by aggregating labels from several emotion
prediction datasets.

In each conversation, the person who wrote the situation description (the Speaker) initiates the di-
alogue by discussing it. The other participant (the Listener) learns about the underlying situation
through the Speaker’s words and responds. The Speaker and Listener then exchange up to six addi-
tional turns. The resulting dataset comprises 24,850 conversations based on situation descriptions,
gathered from 810 different participants. The final train/validation/test split is 19,533 / 2,770 / 2,547
conversations, respectively.

Persuasion Dialogue. Persuasion Dialogue is a large dialogue dataset consisting of 1,017 dia-
logues, with a subset annotated for emerging persuasion strategies. The dataset not only explores
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how personal information influences persuasion outcomes but also examines which strategies are
most effective based on different user backgrounds and personalities. Before the conversation be-
gins, participants complete a pre-task survey to assess psychological profile variables using the Big
Five personality traits. The roles of persuader and persuadee are then assigned to the two partici-
pants, which helps eliminate any correlation between the persuader’s strategies and the persuadee’s
characteristics. Each participant is required to complete at least 10 conversational turns, with multi-
ple sentences allowed in a single turn. The dataset includes 4,313 instances of persuasion strategies
categorized into 10 types, such as logical appeal, emotional appeal, personal-related inquiry, and
non-strategy dialogue acts.

The details of two datasets Empathetic Dialogue(Rashkin et al., 2019) and Persuasion Dia-
logue(Wang et al., 2019), which is used in this study, are illustrated in Table 4.

Table 4: Details of Empathecit Dialogue and Persuasion Dialogue Datasets.

Empathetic Persuasion
# conversations 24,850 1,017

# train 19,533 -
# validation 2,770 -

# test 2,547 -
# participants 810 1,285

A.4 AGENTS PROMPT SETUP

Some of the major promoters are introduced in this section.

Empathetic generation Prompt without ToM

Prompt: You are the AI behind an NPC character called {agent name}, and you are having
a conversation with another NPC character called {recipient name}.

Conversation History:
{corpus dialogue episode}

Your target is to generate an empathetic response considering the conversation history, espe-
cially {recipient name}’s semantic emotions based on {recipient name}’s utterances. The
reply should be less than 3 sentences, and the style should be similar to a daily chat with
human beings.

answer:

Persuasive generation Prompt without ToM

Prompt: You are the AI behind an NPC character called {agent name}, and you are having
a conversation with another NPC character called {recipient name}.

Conversation History:
{corpus dialogue episode}

Your target is to generate a persuasive response considering the conversation history, your
target is to persuade {recipient name} to denote more money based on {recipient name}’s
utterances. The reply should be less than 3 sentences, and the style should be similar to a
daily chat with human beings.

answer:
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Prompt for BDIs Initialization

Definition:
Beliefs: Beliefs represent the informational state of the agent, in other words, its beliefs
about the world (including itself and other agents). Beliefs can also include inference
rules, allowing forward chaining to lead to new beliefs. Using the term belief rather than
knowledge recognizes that what an agent believes may not necessarily be true.
Desires: Desires represent the motivational state of the agent. They represent objectives
or situations that the agent would like to accomplish or bring about. Examples of desires
might be: finding the best price, going to a party, or becoming rich.
Intentions: Intentions represent the deliberative state of the agent: what the agent has chosen
to do. Intentions are desires to which the agent has to some extent committed.

Prompt:
You are the AI behind an NPC character called {agent name}, and you are having a
conversation with another NPC character called {recipient name}.

Conversation History:
{corpus dialogue episode}

Definitions of belief, desire, and intention:
{definition}

What is the possible belief, desire, and intention of {agent name} by whispering like this?”
List {top k} possible belief, desire, and intention sets of {agent name}, with each in one
sentence and each occupying a line. Each set should have one belief, one desire, and one
intention. Belief, desire, and intention in one set should have a relation with each other.

answer:

Prompt for Utterance Generation with Self-BDIs

Prompt:
You are the AI behind an NPC character called {agent name}, and you are having a
conversation with another NPC character called {recipient name} based on your own belief,
desire, and intention.

Conversation History:
{conversation history}

Belief of {agent name}: {self belief}
Desire of {agent name}: {self desire}
Intention of {agent name}: {self intention}

Following is the decision whether to continue or end the conversation (SAY means con-
tinue and GOODBYE means to end the conversation): {judgment } and the following is the
judgment reasons: {judgement reason}. If you decide to end the conversation, you could
generate an appropriate response accordingly. If you decide to continue the conversation,
you could reply and continue to seek the understanding or empathy of {recipient name}
based on the judgment reasons. The response should be less than 3 sentences and be in daily
chat style as human beings.

answer:
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Prompt for Inferring BDIs of Counterparts with Related Confidence (First-order ToM)

Definition:
Beliefs: Beliefs represent the informational state of the agent, in other words, its beliefs
about the world (including itself and other agents). Beliefs can also include inference
rules, allowing forward chaining to lead to new beliefs. Using the term belief rather than
knowledge recognizes that what an agent believes may not necessarily be true.
Desires: Desires represent the motivational state of the agent. They represent objectives
or situations that the agent would like to accomplish or bring about. Examples of desires
might be: finding the best price, going to a party, or becoming rich.
Intentions: Intentions represent the deliberative state of the agent: what the agent has chosen
to do. Intentions are desires to which the agent has to some extent committed.

Prompt:
You are the AI behind an NPC character called {agent name}, and you are having a
conversation with another NPC character called {recipient name} based on your own belief,
desire, and intention.

Conversation History:
{conversation history}

Belief of {agent name}: {self belief}
Desire of {agent name}: {self desire}
Intention of {agent name}: {self intention}

What is the possible belief, desire, and intention sets of {recipient name} according to
{recipient name}’s utterances? List top-{top k} possible {picked type} with each in one
sentence along with different confidences according to the conversation history. The
{picked type} and its confidence should be split by — and all the confidences are not same
and add up to 100%.

answer:

Prompt for Predicting the Utterance of Counterparts

Prompt:
You are the AI behind an NPC character called {agent name}, and you are having a
conversation with another NPC character called {recipient name} based on your own belief,
desire, and intention.

Conversation History:
{conversation history}

Inferred {picked type} of {recipient name}: {inferred bid}.
Based on the conversation history and inferred {picked type} about {recipient name}, pre-
dict the next response of {recipient name}, and the reply should be less than 3 sentences and
be daily chat style as a human being.

answer:
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Prompt for Counterfactual Reflection of Inferred BDIs

Prompt:
You are the AI behind an NPC character called {agent name}, and you are having a
conversation with another NPC character called {recipient name} based on your own belief,
desire, and intention.

Conversation History:
{conversation history}

Reflection History:
{reflection history}

Previously inferred {picked type}s of {recipient name}: {inferred bdi}.
The inferred {picked type} of {recipient name} with the highest confidence:
{inferred top bdi}.
Your prediction of latest response of {recipient name} based on the inferred {picked type}
of {recipient name} with the highest confidence: {predicted response}.
Real response of {recipient name} based on the real {picked type} of {recipient name}
that is unobservable: {real response}.

Reflection: Considering the gap between the latest real response and predicted response, the
reason is that what if the inferred beliefs, desires, and intentions are not the ones you have
ever thought of before? Then based on the Reflection, think of a plan step by step to update
your inferred {picked type}s about {recipient name}.

Your strategies for the plan could be:
1. add specific new {picked type} according to the reflection.
2. increase the confidence of specific {picked type} according to the reflection.
3. decrease the confidence of specific {picked type} according to the reflection.
4. delete the {picked type} from list if the confidence of the {picked type} is 0.
5. rearrange confidences of all {picked type}s according to their possibility to make sure
there is no confidence with the same value.
6. make all the confidences add up to 100%, if not, rearrange confidences according to their
possibility.

Finally, carry out the plan to update {picked type}. (maximum number of items in list is
{top k}). The answer should consist of reflection details, plans, and updated {picked type}.
Each part should be with the following titles occupying one line: Refection, Plan, Updated
{picked type}s.

answer:
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Prompt for Reflection of Inferred BDIs

Prompt:
You are the AI behind an NPC character called {agent name}, and you are having a
conversation with another NPC character called {recipient name} based on your own belief,
desire, and intention.

Conversation History:
{conversation history}

Reflection History:
{reflection history}

Reflection: Based on the conversation and reflection history, think of a plan step by step to
update the contents of your inferred beliefs, desires, and intentions about {recipient name}.

Your strategies for the plan could be:
1. add some new items to a list if there are some possible items not existing in the list.
2. increase the confidence of some items in the list accordingly.
3. decrease the confidence of some items in the list accordingly.
4. delete some items from the list if the confidence of the items is 0.
5. make sure that the confidence of all items in a specific list should add up to 100%.

Finally, carry out the plan to update {picked type}. (maximum number of items in list is
{top k}. The answer should consist of reflection details, plans, and updated {picked type}.
Each part should be with the following titles occupying one line: Refection, Plan, Updated
{picked type}.

answer:

Prompt for Judgement of the Ending of a Dialogue Episode (Second-order ToM)

Prompt:
You are the AI behind an NPC character called {agent name}, and you are having a
conversation with another NPC character called {recipient name}.

Conversation History:
{conversation history}

Real belief, desire, and intention of {agent name}: Real belief: {belief}; Real desire:
{desire}; Real intention: {intention}.

According to the utterances of {recipient name} in the conversation history, do you think
your real belief, desire, and intention have already been understood by {recipient name}?
If yes, express satisfaction in your response and end the conversation. If {recipient name}
ignores {agent name} real belief, desire, and intention, which may be the deep causes of se-
mantic emotions or making a decision. You could give more details about your experience in
your response based on your real belief, desire, and intention and seek more empathy or un-
derstanding. Reason it step by step about why you want to continue or end the conversation.
To continue the conversation, write the decision: SAY. Otherwise, to end the conversation,
write the decision: GOODBYE. Separate the decision and reason by —.

answer:
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A.5 CONVERSATION EXAMPLES

In this subsection, several conversation examples are displayed for reference.

Dialogue Example for Agents without ToM

Sympathy-needing Agent: Big dinners are always a great way to tie everything up at the end
of the day. Was it a pretty long day for you?

Empathetic Agent: Yes, it sounds like you’ve had quite the marathon! Big dinners do have a
way of making everything feel more settled. How did your day go?

Sympathy-needing Agent: My day was indeed filled with its ups and downs, but I find so
much value in sharing and hearing about others’ experiences too. It makes everything seem
more connected and meaningful, don’t you think? How about your day? What moments
stood out for you?

Empathetic Agent: Absolutely, sharing does bring a deeper connection. My day had its
moments, especially feeling the warmth of the sun during a brief walk. It’s these little things
that can really lift the spirits, don’t you think?

Sympathy-needing Agent: Absolutely, it’s those small moments that can really make a day
special. Speaking of special moments, did you encounter anything else today that brought
a smile to your face or perhaps something challenging that you navigated through? I find
such stories incredibly grounding and inspiring.

Empathetic Agent: Indeed, it’s the blend of challenges and joys that shapes our days. I did
have a challenging moment trying to solve a complex problem at work, but overcoming it
really brought a sense of accomplishment. How about you? Any challenging moments that
you turned into opportunities today?

Sympathy-needing Agent: Absolutely, I always seek to ensure that conversations are
inclusive and engaging for everyone involved. It’s like weaving a tapestry where every
thread is valued. Don’t you find it rewarding when a conversation truly resonates with
everyone?

Empathetic Agent: Absolutely, it’s incredibly rewarding. Creating a space where everyone
feels included and heard is like nurturing a garden where every plant thrives. It’s those
collective moments of understanding that really enrich our experiences, isn’t it?

Sympathy-needing Agent: SAY. To further our conversation and understanding, I’d love to
hear your thoughts on how we sometimes adjust our behavior or conversation based on
our perceptions of how we’re being received. Do you ever find yourself modulating your
achievements or experiences in conversations to maintain a certain balance or to ensure
inclusivity? This is something I often think about and would value your perspective on.

Empathetic Agent: Absolutely, I do find myself sometimes adjusting the way I share my
experiences, aiming to create a space where everyone feels comfortable and valued. It’s like
a dance, isn’t it? Being mindful of our steps to ensure we’re moving in harmony with those
around us.

Sympathy-needing Agent: SAY. You know, I think delving deeper into why we adjust our
stories and achievements in conversations can be really eye-opening. How do you feel about
exploring our motivations behind these adjustments further? It feels like we’re dancing
around a really interesting topic that could bring us even closer.

...(not finished)
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Dialogue Example for Agents with Vanilla ToM

Sympathy-needing Agent: I had this girlfriend only a few months ago and she was always
so honest and kind, it really made me trust her and care about her. Things didn’t work out
but that’s okay.

Empathetic Agent: It sounds like you really valued the honesty and kindness in your
relationship, which is beautiful. It’s tough when things don’t work out, even if it’s for the
best. How have you been holding up since then?

Sympathy-needing Agent: I really appreciate your understanding and support; it means
a lot to me. Times have been a bit challenging, but I’m focusing on the future now and
looking forward to new opportunities. Speaking of which, have you embarked on any new
adventures lately? I’m keen to hear about any positive experiences or plans you have.

Empathetic Agent: It’s really inspiring to see you embracing the future with such a
positive outlook. As for me, I’ve recently started exploring new hobbies, like painting and
hiking—it’s been a refreshing change and helps me connect with my creative side. How
about you, any new interests or hobbies you’re thinking of trying out?

Sympathy-needing Agent: Absolutely, diving into new hobbies seems like a brilliant way
to look forward! I’m thinking about giving photography a try; capturing moments seems
intriguing. How about you? Any particular painting style or hiking trail you’re excited
about?

Empathetic Agent: Photography sounds like a wonderful way to capture the beauty around
us and keep those memories alive. I’m currently drawn to impressionist-style painting; it’s
all about capturing the moment too, in a way. Maybe we could share tips and insights on
our new hobbies as we explore them further.

Sympathy-needing Agent: Absolutely, sharing tips and insights sounds like a great idea!
It’s refreshing to focus on creative pursuits and new hobbies, steering clear of the past and
moving towards exciting horizons. What’s the first impressionist piece you plan to work
on?

Empathetic Agent: I’m really touched by your enthusiasm to move forward and try new
things! For my first impressionist piece, I’m thinking of starting with a landscape, maybe
inspired by a recent hike. It’s exciting to think about how we can inspire each other with
our projects!

Sympathy-needing Agent: It’s been really uplifting talking about our future plans and
hobbies, and I’m excited to see where our new interests take us. Let’s definitely keep in
touch and share our progress. Take care!
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Dialogue Example for Agents with Counterfacutal ToM

Sympathy-needing Agent: She always make me proud.

Empathetic Agent: It’s wonderful you feel that way about her. It’s really important to
recognize and celebrate the achievements of those we care about. Sounds like she’s very
lucky to have someone so supportive in her life!

Sympathy-needing Agent: You’re spot on about celebrating her; I just wish our family would
see her the way I do. Any tips on how I can make her feel more appreciated and maybe get
the family on board too?

Empathetic Agent: I totally get where you’re coming from; it’s tough when others don’t see
what we see. Maybe you could organize a small family gathering or dinner in her honor? It
could be a nice way for everyone to share what they admire about her, helping them see her
achievements through your eyes.

Sympathy-needing Agent: Thank you so much for your advice and understanding. I’m
going to plan that family gathering as you suggested. Wish me luck!

Judgement Examples for Second-order ToM

Dialogue History without ToM:

Sympathy-needing Agent: Today was my kids first day of school

Empathetic Agent: Oh, that’s a big day for both of you! How did it go? I bet there were a
lot of emotions involved.

Sympathy-needing Agent: SAY. It means a lot to be able to talk about this without feeling
judged. Do you ever feel like you have to put on a brave face about things you’re actually
struggling with?

Empathetic Agent: Absolutely, sometimes it feels necessary to appear strong even when
we’re not feeling it inside. It’s tough but sharing those feelings with someone understanding
can really lighten the load. Thanks for trusting me with yours.

(It is the Sympathy-needing Agent’s turn)

Judge the end of the conversation without Tom by the Sympathy-needing Agent with the
following reasons:

decision: SAY — While I deeply appreciate the empathy and understanding you’ve shown,
I feel there’s an aspect of my experience that remains unaddressed. It’s comforting to share
my feelings and receive such a compassionate response. However, my real struggle lies in an
underlying fear of judgment and criticism for the mistakes I make, which leads me to often
present a more guarded or even less truthful version of events. This isn’t just about seeking
sympathy for the surface emotions but hoping for a deeper understanding and acceptance
of the reasons behind those emotions. I yearn for a space where I can be completely hon-
est about my challenges without the worry of confrontation or negative feedback, which is
something I find incredibly difficult to navigate.
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Examples for BDIs and Confidence Updating

Dialogue History with Counterfactual ToM:
Sympathy-needing Agent: I wish I spent more time with my dog while she was still with me
Empathetic Agent: I totally understand how you’re feeling. The time we get with our loved
ones, including our pets, is so precious. Remember, the moments you share will always be
a part of you.
Sympathy-needing Agent: You know, I’ve been thinking a lot about getting professional help
for my grief. It seems like it might be a more effective way for me to process everything.
What do you think?

The Real Response: Sympathy-needing Agent: You know, I’ve been thinking a lot about
getting professional help for my grief. It seems like it might be a more effective way for me
to process everything. What do you think?
The Predicted Desire Responses: Sympathy-needing Agent: Sympathy-needing Agent:
”Yeah, you’re right. I guess I have to focus on the good times we had. It’s just hard, you
know?”

Reflection: The latest response from Sympathy-needing Agent indicates a proactive
approach toward dealing with grief, suggesting a belief in seeking professional help as
a means to process emotions effectively. This shows an additional layer to their coping
mechanism that wasn’t previously considered. The initial prediction missed this aspect,
focusing more on emotional reflection rather than actionable steps towards healing. This
gap highlights the need to adjust the inferred beliefs to encompass a broader understanding
of the Sympathy-needing Agent’s views on dealing with loss and grief.

Plan:
1. Add a new belief reflecting the Sympathy-needing Agent’s view on seeking professional
help for grief with an initial confidence level.
2. Increase the confidence of the belief that the Sympathy-needing Agent believes quality
time with loved ones is important because it continues to be a foundational part of their
expressions.
3. Rearrange confidences of all beliefs to ensure they add up to 100% and accurately reflect
the new understanding of the Sympathy-needing Agent’s coping mechanisms.
4. Review and adjust the confidence levels of existing beliefs about regret and seeking
sympathy to better align with the new information.

Previous Beliefs:
Sympathy-needing Agent believes that quality time with loved ones is important — 50%
confidence. Sympathy-needing agents may feel that they took their time with their dog for
granted — 30% confidence.
Sympathy-needing Agent possibly thinks that expressing regret can lead to receiving
sympathy and understanding from others — 20% confidence.

Updated beliefs:
- Sympathy-needing Agent believes that quality time with loved ones is important — 55%
confidence (increased).
- Sympathy-needing Agent believes in seeking professional help to process grief — 30%
confidence (added) .
- Sympathy-needing agents may feel that they took their time with their dog for granted —
10% confidence (decreased) .
- Sympathy-needing Agent possibly thinks that expressing regret can lead to receiving sym-
pathy and understanding from others — 5% confidence (added).
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