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Abstract

Cluster DAGs (C-DAGs) provide an abstraction of causal graphs in which nodes
represent clusters of variables, and edges encode both cluster-level causal relation-
ships and dependencies arisen from unobserved confounding. C-DAGs define an
equivalence class of acyclic causal graphs that agree on cluster-level relationships,
enabling causal reasoning at a higher level of abstraction. However, when the
chosen clustering induces cycles in the resulting C-DAG, the partition is deemed
inadmissible under conventional C-DAG semantics. In this work, we extend the
C-DAG framework to support arbitrary variable clusterings by relaxing the parti-
tion admissibility constraint, thereby allowing cyclic C-DAG representations. We
extend the notions of d-separation and causal calculus to this setting, significantly
broadening the scope of causal reasoning across clusters and enabling the appli-
cation of C-DAGs in previously intractable scenarios. Our calculus is both sound
and atomically complete with respect to the do-calculus: all valid interventional
queries at the cluster level can be derived using our rules, each corresponding to a
primitive do-calculus step.

Knowing the effect of a treatment X on an outcome Y , encoded by an intervention do(X) in the inter-
ventional distribution P(Y |do(X)), is crucial in many applications. However, performing interventions
is often impractical due to ethical concerns, potential harm or prohibitive costs. In such cases, one
can instead aim to identify do-free formulas that estimate the effects of interventions using only
observational (non-experimental) data and a causal graph (Pearl, 2009). Solving the identifiability
problem typically involves establishing graphical criteria under which the total effect is identifiable,
and providing a do-free formula for estimating it from observational data. However, specifying a
causal diagram requires prior knowledge of the causal relationships between all observed variables,
a requirement that is often unmet in real-world applications. This challenge is particularly acute in
complex, high-dimensional settings, limiting the practical applicability of causal inference methods.

One way to circumvent this difficulty is to rely on abstract representations which group several vari-
ables, a mapping usually referred to as causal representation learning (Schölkopf et al., 2021), which
are connected through causal relationships and dependencies arisen from unobserved confounding.
Several studies have been devoted to causal discovery of and causal inference in specific abstract
representations, both for static and dynamic (time series) variables, as Assaad et al. (2022); Ferreira
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and Assaad (2024); Anand et al. (2023); Wahl et al. (2023). Recent studies have also tackled the
related problem of defining mappings from clusters to variables while preserving specific causal
properties (Chalupka et al., 2015, 2016; Rubenstein et al., 2017; Beckers and Halpern, 2019), and
have provided a thorough theoretical analysis of the relationship between micro- and macro-level
causal models with a view on causal discovery assumptions (Wahl et al., 2024).

The starting point of our study is the framework recently proposed in Anand et al. (2023), which
relaxes the strict requirement of a fully specified causal diagram and provides a foundation for valid
inference over clusters of variables. However, it focuses on abstract graphs, called Cluster-DAGs,
which do not contain cycles between clusters, a restriction known as partition admissibility. We
extend this framework in this paper by removing this restriction and consider arbitrary clusterings of
variables, potentially resulting in abstract graphs with self-loops and cycles between clusters. Several
real-world scenarios illustrate this concept as in macroeconomics where sector-level relationships
are known (as consumption → investment) but not the firm-to-firm or household-to-household
causal links, or in neuroscience where functional MRI region interactions can be established but not
necessarily the causal links between neurons.

To tackle identification in causal abstractions, recent work has introduced separation criteria that
generalize d-separation to specific abstraction types (Jaber et al., 2022; Perković et al., 2018; Ferreira
and Assaad, 2025). While effective, this has led to a proliferation of abstraction-specific rules. Yet,
all these methods operate over the same underlying object: the class of graphs compatible with the
abstraction. An alternative line of work could seek to construct a transformed graph on which standard
d-separation can be directly applied. This is feasible, for example, when the union of all compatible
graphs is itself compatible — but such cases are rare, especially when the abstraction introduces
cycles. Our approach adopts a hybrid strategy. Rather than relying solely on path-based d-separation,
we define a structure-based criterion that captures all necessary information for assessing separation.
These structures avoid pitfalls such as reattaching colliders into conditioned paths and are simple
to construct — typically by tracing backward along directed edges from root nodes. Crucially, our
criterion remains tightly aligned with standard d-separation: every d-connecting path can define such
a structure, and every connecting structure contains a d-connecting path. To support identification
under abstraction, we introduce a two-step method grounded in a tractable search space. First, we
derive an extended graph from the abstraction that, while not necessarily compatible, conservatively
includes all potentially connecting structures. This enables efficient exploration using standard
graph-traversal techniques. Second, a lightweight compatibility test is applied to filter out invalid
structures, i.e., those which do not correspond to any graph in the compatible class.

Specifically, we make the following contributions:

1. We extend the framework of Anand et al. (2023) by removing the assumption of partition
admissibility, thereby broadening its applicability to a wider range of causal abstractions.

2. We reformulate the d-separation criterion in an ADMG using a structure-based separation
criterion that remains faithful to classical d-separation.

3. We introduce a calculus which is sound and atomically complete.

4. We further show that any cluster can be reduced to a cluster of limited size, leading to
efficient calculus rules.

The remainder of the paper is structured as follows: Section 1 introduces the main notions while
Section 2 presents our main result regarding sound and atomically complete calculus; Section 3
presents an efficient way to look at causal abstractions based on clusters; lastly, Section 4 discusses
some extensions of our work while Section 5 concludes the paper. All proofs are provided in the
Technical Appendices.

1 Preliminaries

We follow the notations of Pearl (2009). A single variable is denoted by an uppercase letter X and its
realized value by a small letter x. A calligraphic uppercase letter X denotes a set.

Graphs. We denote by Anc(X,G) and Desc(X,G) the sets of ancestors and descendants of X in
the graph G, respectively. By convention, each node is regarded as its own ancestor and descendant.
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(b) Gm ∈ C(GC)

Figure 1: Left: a C-DAG GC = (VC ,EC), Right: a graph Gm = (Vm,Em) that is compatible with GC .
For example, 2A ∈ VC corresponds to {A1, A2} ⊆ V

m. In Gm, a structure of interest (Definition 3) is
highlighted in bold black, with all other nodes and edges shown in gray.

We denote by Root(G) the set of roots of G, i.e., the vertices that have no child in G. A vertex V is
said to be active on a path relative to a subset of variablesZ if 1) V is a collider and V or any of its
descendants are in Z or 2) V is a non-collider and is not in Z. A path π is said to be active given
(or conditioned on)Z if every vertex on π is active relative toZ. Otherwise, π is said to be inactive
givenZ. Given a graph G, the sets X and Y are said to be d-separated byZ if every path between
X and Y is inactive givenZ. We denote this by X⊥⊥GY | Z. Otherwise, X and Y are d-connected
givenZ, which we denote by X /⊥⊥GY | Z. The mutilated graph G

XZ
is the result of removing from

a graph G edges with an arrowhead into X (e.g., A → X, A ↔ X), and edges with a tail from Z
(e.g., A← Z). Let π be a path in a graph G and let A and B be two nodes of π. We denote by π[A,B],
the subpath of π between A and B. For two graphs G1 = (V1,E1) and G2 = (V2,E2), the union is
G1 ∪ G2 B (V1 ∪V2,E1 ∪ E2). We denote by X ∩ G the set of nodes in G that belong to X, i.e., the
intersection between X and the vertex set of G. We denote by G \ X the subgraph of G obtained by
removing all vertices in X together with any edges incident to X.

Structural Causal Models. Formally, a Structural Causal Model (SCM) M is a 4-tuple
⟨U,V,F , P(U)⟩, where U is a set of exogenous (latent) mutually independent variables and V
is a set of endogenous (measured) variables1. F is a collection of functions { fi}

|V|

i=1 such that each
endogenous variable Vi ∈ V is a function fi ∈ F ofUi ∪ Pa(Vi), whereUi ⊆ U and Pa(Vi) ⊆ V \ Vi.
The uncertainty is encoded through a probability distribution over the exogenous variables, P(U).
Each SCMM induces a directed acyclic graph (DAG) with bidirected edges – or an acyclic directed
mixed graph (ADMG) – G(V,E = (ED,EB)), known as a causal diagram, that encodes the structural
relations among V ∪U, where every Vi ∈ V is a vertex. We potentially distinguish edges E into
directed edges ED, which connect each variable Vi ∈ V to its parents V j ∈ Pa(Vi) as (V j → Vi),
and bidirected edges, which appear as dashed edges (V j e Vi) between variables Vi,V j ∈ V that
share a common exogenous parent, i.e., such thatUi ∩U j , ∅. Performing an intervention X=x is
represented through the do-operator, do(X= x), which represents the operation of fixing a set X to a
constant x, and induces a submodelMX, which isM with fX replaced to x for every X ∈ X. The
post-interventional distribution induced byMX is denoted by P(V \ X|do(X)).

Cluster-DAGs In this study, we further develop the Cluster-DAG framework introduced in Anand
et al. (2023). The individual variables, called micro-variables and denoted byVm, are grouped into
clusters forming a partitionVC , where each cluster contains one or more micro-variables.
Definition 1 (Cluster-DAG). Let Gm = (Vm,Em) be an ADMG and letVC be a partition ofVm. We
construct the mixed graph GC = (VC ,EC), possibly with self-loops and cycles, by defining EC as
follows. For all clusters V,W ∈ VC:

• V → W is in EC if and only if there exists Vv in V and Ww in W such that Vv → Ww in Gm.

• V e W is in EC if and only if there exists Vv in V and Ww in W such that Vv e Ww in Gm.

We say that Gm and GC are compatible.
1The induced distribution P is Markovian with respect to the graph associated to the SCM (Proposition 6.31

in Peters et al. (2017)).
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A key novelty of our approach is the allowance of cycles at the cluster level, in contrast to Anand et al.
(2023), which restricts the cluster graph to be acyclic. We nonetheless retain the term “Cluster-DAG”
(C-DAG) to emphasize that the underlying graph on micro-variables remain acyclic. We denote
a node in GC by VC , and its corresponding set of micro-variables in a compatible graph Gm by
Vm = {V1, · · · ,V#V } where the indices follow a topological ordering associated with Gm (chosen
arbitrarily if the ordering is not unique). We will use the same notations for any intersection or union
of clusters. The cardinality of each cluster is displayed in the upper left corner of its corresponding
node, as represented in Figure 1a.

A C-DAG GC is, by definition, derived from an ADMG over the micro-variable setVm; however, in
practical applications the true causal diagram onVm is typically unknown. Then, we are interested in
all the ADMGs compatible with GC .
Definition 2 (Class of Compatible Graphs). LetVC be a partition ofVm, and GC be a mixed graph
on VC . We denote C(GC) B {Gm | Gm is compatible with GC} the equivalence class2 of graphs
compatible with GC .

A C-DAG is a valid causal abstraction of any underlying causal diagram on micro-variables if and only
if it contains no directed cycle composed entirely of singleton clusters, which ensure the existence of
at least one ADMG compatible with the mixed graph (see Proposition 4 in Appendix).

2 A Causal Calculus for Cyclic C-DAGs

We now introduce an atomically complete calculus for reasoning about cluster queries in C-DAGs.
For each rule of Pearl’s calculus, Theorem 2 gives a graphical criterion that is sound and complete
(Theorem 3): if the separation criterion for a given rule applies, then the rule is valid in all compatible
graphs; if not, then there is at least one compatible graph in which the rule fails. Our work is
constructive: if such a graph exists, then our criterion enables its construction. To establish Theorems
2 and 3, we first introduce the concept of structure of interest, then describe the associated graphs
needed to define efficiently our calculus, and finally define the corresponding calculus in the third
subsection.

2.1 Structure of interest

Demonstrating that a rule of Pearl’s calculus fails on a compatible graph (at least one) requires
exhibiting a graph on micro-variables in which the corresponding d-separation fails. Concretely,
this involves the three following steps on the micro-variables, for a given C-DAG: (i) find a path
connecting variables; (ii) for each collider on that path, provide a directed path to a conditioning
variable; and (iii) ensure all these paths coexist in a single compatible graph. While (i)–(ii) could be
decided via a graphical test on the C-DAG, step (iii) is nontrivial since paths may conflict and form
cycles. To avoid this, we directly look at structures of interest, which correspond to paths to which
we add for each collider a directed path to a conditioning variable. Thus, we only need to test that
this structure of interest connects two sets of variables. Definitions 3 and 4 refine and formalize this
intuition.
Definition 3. A structure of interest σ is an ADMG, with a single connected component, in which
each node V satisfies the following property:

• V has at most one outgoing arrow, or,

• V has two outgoing arrows but no incoming arrow.

In an ADMG, executing a breadth-first search from the root set against the arrow orientation produces
a subgraph that, by construction, satisfies the first condition of Definition 3. Moreover, by enforcing
the second condition at each exploration step, one obtains an efficient procedure for constructing the
desired structures of interest within the ADMG.

Figure 5 in Appendix shows how arrows look like around a vertex in a structure of interest. We draw
in Figure 1b in bold an example of a structure of interest in a graph on micro-variables.

2If we denote ϕ(Gm; VC) the cluster-DAG obtained from Gm via Definition 1, the equivalence relation is
defined by Gm

1 ∼VC Gm
2 ⇔ ϕ(Gm

1 ; VC) = ϕ(Gm
2 ; VC).
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Figure 2: On the first row (Figures 2a, 2b and 2c), three examples of C-DAG are given. On the second
row (respectively, Figures 2d, 2e and 2f), we represent the corresponding unfolded and canonical
compatible graphs. The plain and dashed arrows corresponds to Gm

can, whereas the dotted arrows
represent the "eligible" arrows. Lemma 2 and Figure 2e show that there is no graph compatible with
the C-DAG depicted in Figure 2b such that A1 and C1 are connected by a directed path. Similarly,
Proposition 3 and Figure 2f show that there is no graph Gm compatible with the C-DAG depicted in
Figure 2c such that A1 ∈ Anc(Z1,G

m).

Definition 4 (Connecting structure of interest). Let G = (V,E) be a mixed graph. Let X,Y,Z be
pairwise disjoint subsets ofV. We say that a structure of interest σ ⊆ G connects X and Y underZ
and we write X /⊥⊥σY | Z if the following conditions hold:

• X ∩ σ , ∅ and Y ∩ σ , ∅ (σ connects X and Y)

• Root(σ) ⊆ Z ∪ X ∪Y and (all vertices of σ are ancestors ofZ∪X ∪Y)

• (σ \ Root(σ)) ∩Z = ∅ (neither chains nor forks of σ are inZ)

Example 1. Let us consider the graph Gm and the structure of interest σm depicted in Figure 1b. The
roots of σm are Root(σm) = {D1,C1, Y1}. According to Definition 4, σm connects X1 and Y1 under
Cm ∪Dm = {C1,C2,D1}. Indeed, σm contains the path πm = ⟨X1, A1, B1,C1, Y1⟩ which d-connects X1
and Y1 under Cm ∪ Dm in Gm.

We remark that a path is always a structure of interest, but it may not be a connecting structure of
interest. Theorem 1 shows that there exists a d-connecting path if and only if there exists a connecting
structure of interest.

Theorem 1 (D-connection with structures of interests). Let G be an ADMG. Let X,Y,Z be pairwise
disjoint subsets of nodes of G. The following properties are equivalent:

1. X /⊥⊥GY | Z.

2. G contains a structure of interest σ such that X /⊥⊥σY | Z.

Theorem 1 reduces the problem of determining whether a rule from Pearl’s calculus fails for a given
C-DAG to the search for a compatible graph which contains a structure of interest that violates the
corresponding d-separation.
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2.2 Associated graphs

Enumerating all compatible graphs is generally infeasible due to their potentially large number. To
address this challenge, we define two mixed graphs. The canonical compatible graph (Definition 5)
allows efficient verification of whether given structures of interest exist in some compatible graph. The
unfolded graph (Definition 6) aggregates all structures of interest present in at least one compatible
graph. To look for a structure of interest, we first check in the unfolded graph. However, since it may
include spurious structures that do not correspond to any actual compatible graph, we afterward filter
out these spurious structures from the canonical compatible graph.

Definition 5 (Canonical Compatible Graph). Let GC be a C-DAG. Its corresponding canonical
compatible graph is the ADMG Gm

can =
(
Vm

can,E
m
can
)
, where the set of nodes isVm

can := Vm, and the
set of edges is constructed by the following procedure:

1. For all dashed-bidirected-arrows VC e WC in GC , add the dashed-bidirected-arrows
Vv e Ww for all v,w ∈ {1, · · · , #VC} × {1, · · · , #WC} such that Vv , Ww.

2. For all self-loop VC , add the arrow Vi → V j for all i, j ∈ {1, · · · , #VC}2 such that i < j.

3. For all arrows VC → WC , with VC , WC , add the arrow V1 → W#WC .

Examples of canonical compatible graphs are given in Figure 2. As stated in Proposition 1, the
canonical compatible graph is itself compatible and canonical in the sense that it can be added to any
compatible graph without violating compatibility.

Proposition 1. Let GC be a C-DAG and Gm
can be its corresponding canonical compatible graph. Then,

the following properties hold:

1. Gm
can ∈ C(GC).

2. For all Gm ∈ C(GC), Gm
can ∪ G

m ∈ C(GC).

Consequently, if a structure of interest exists in some compatible graph, it must also coexist with the
canonical compatible graph, meaning that its addition to the canonical compatible graph does not
create cycles3.

We now introduce the unfolded graph.

Definition 6 (Unfolded graph). Let GC be a C-DAG and Gm
can = (Vm

can,E
m
can) be its corresponding

canonical compatible graph. Its corresponding unfolded graph is Gm
u = (Vu,Eu), the mixed graph

defined by the following procedure:

• Vu B V
m.

• Let us consider the following set:

Eeligible B

{
Vv → Ww

∣∣∣∣∣∣
{

VC → WC ⊆ GC , and,
Gm

can ∪ {Vv → Ww} is acyclic.

}
Then Eu B E

m
can ∪ Eeligible.

Examples of unfolded graphs are given in Figure 2. As shown in Proposition 2, the unfolded graph
is a supergraph of any compatible graph. Therefore, if there exists a compatible graph containing a
structure of interest σm, it follows that σm must also appear in the unfolded graph. This implies that
it is no longer necessary to enumerate all compatible graphs in the search for a structure of interest;
instead, it suffices to search within the unfolded graph alone. Figure 2 illustrates how the unfolded
graph can be used to demonstrate the non-existence of certain structures within the set of compatible
graphs.

Proposition 2. Let GC be a C-DAG and Gm
u be its corresponding unfolded graph. Then, any

compatible graph Gm is a subgraph of Gm
u up to a permutation of indices in each cluster.

3Let σm ⊆ Gm. Since Gm ∪ Gm
can is acyclic, σm ∪ Gm

can is also acyclic.
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The unfolded graph defines the search space for the structures of interest, while the canonical
compatible graph, as stated in Proposition 3, ensures that these structures can indeed be realized
within a compatible graph.
Proposition 3. Let GC be a C-DAG and Gm

u be its corresponding unfolded graph. Let σm be a
structure of interest in Gm

u . If Gm
can ∪ σ

m is acyclic, then Gm
can ∪ σ

m is compatible with GC .

By keeping these two notions distinct, we are able to apply mutilations directly on the unfolded graph
without restricting the overall class of compatible graphs.

2.3 Calculus

It is important to note that, in general, mutilating all graphs compatible with a C-DAG yields a strictly
smaller set of graphs than the set of graphs compatible with the mutilated C-DAG, as illustrated in
Example 2.4 This means that one cannot do the do-calculus on the class of graphs defined by the
mutilated C-DAG.
Example 2. Let us consider the C-DAG GC B 2A⇄ 1B. We have the following identities:

•
{
Gm

B1
| Gm ∈ C(GC)

}
=


A1

A2

B1 ,
A1

A2

B1


• C
(
GC

BC

)
=


A1

A2

B1 ,
A1

A2

B1 ,
A1

A2

B1


And then,

{
Gm

B1
| Gm ∈ C(GC)

}
⫋ C
(
GC

BC

)
.

However, thanks to the unfolded graph and the canonical compatible graph, the rules of do-calculus
for cluster queries can be encoded in a sound and complete manner. This principle is formally
established in Theorems 2 and 3. An illustrative application of Theorem 2 is provided in Example 3
(a complementary example is provided in Figure 8 in Appendix).
Theorem 2 (Calculus). Let GC be a C-DAG and let Gm

u be its corresponding unfolded graph. Let
XC ,YC ,ZC ,WC be pairwise distinct subsets of nodes. Then, for any density P induced by a SCM
compatible with GC5, the following rules apply:

R1. P
(
ym | do(wm), xm, zm) = P

(
ym | do(wm), zm) if Gm

uWm does not contain a structure of
interest σm such that Xm /⊥⊥σmYm | Wm,Zm and Gm

can ∪ σ
m is acyclic.

R2. P
(
ym | do(wm), do(xm), zm) = P

(
ym | do(wm), xm, zm) if Gm

uWm,Xm does not contain a
structure of interest σm such that Xm /⊥⊥σmYm | Wm,Zm and Gm

can ∪ σ
m is acyclic.

R3. P
(
ym | do(wm), do(xm), zm) = P

(
ym | do(wm), zm) if Gm

uWm does not contain a structure
of interest σm such that Xm /⊥⊥σmYm | Wm,Zm, Gm

can ∪ σ
m is acyclic and Root(σm) ⊆

(Wm ∪Zm) ∪ Ym.

The first two rules of Theorem 2 are very similar to the first two rules of Pearl’s do-calculus. In contrast,
the third rule of Pearl’s do-calculus requires verifying the d-separation conditionYm⊥⊥Gm

Wm ,Xm (Zm)
Xm |

Wm,Zm, in all compatible graph Gm, where Xm(Zm) = Xm \Anc(Zm,Gm
Wm ). Since Xm(Zm) is not,

in general, a union of clusters, the associated mutilation depends on the particular graph Gm. As a
result, it is not possible to directly apply this mutilation to the unfolded graph to derive an atomically
complete criterion for Rule 3.

Nonetheless, if Rule 3 does not hold in some compatible graph Gm, then there exists a structure of
interest between Ym and Xm in Gm

Wm,Xm(Zm). If this structure includes a root Xx ∈ X
m, then Xx must

4A similar phenomenon was observed by Zhang (2008) in the context of ancestral graphs.
5In Pearl’s framework, we would consider DAGs and any positive, compatible density.
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be an ancestor of some Zz ∈ Z
m in the mutilated graph. In such a case, we can augment the structure

of interest by explicitly adding the directed path from Xx toZm, resulting in a new structure whose
roots lie outside Xm. This constructive process of eliminating roots from Xm is behind the third rule
in Theorem 2.

For all the rules, structures of interest are sought in the unfolded graph. The canonical compatible
graph is then used to ensure that the identified structure of interest actually exists in a compatible
graph.

All the calculus rules given in Theorem 2 are atomatically complete, as stated by Theorem 3.

Theorem 3 (Atomic completeness). The calculus in Theorem 2 is atomically complete i.e. if the rule
does not hold given a C-DAG, then there exists a compatible graph in which the corresponding rule
in Pearl’s calculus fails.

Example 3. Let us consider GC , the C-DAG depicted in Figure 2c. Figure 2f displays the correspond-
ing unfolded graph and canonical compatible graphs. The plain and dashed arrows represent Gm

can,
while the dotted arrows denote the "eligible" edges. According to the second rule of Theorem 2, we
have P(ym | do(zm)) = P(ym | zm). Indeed any structure of interest σm which connects Ym and Zm

under ∅ contains the arrows A1 → B2 → Z1. Since Gm
can contains Z1 → A1, we know that Gm

can ∪ σ
m

contains a cycle. Therefore, Gm
u ∅,Zm does not contain a structure of interest σm that connects Ym and

Zm under ∅ such that Gm
can ∪ σ

m is acyclic.

3 Computational efficiency: reducing clusters of large size to 3 nodes

While Theorem 2 provides a sound and atomically complete calculus, its direct application may be
impractical for large clusters, as computing Gm

u becomes intractable due to a combinatorial explosion
in the number of edges. To address this, we associate with any C-DAG GC a simplified C-DAG
GC
≤3 on the same set of nodes (but with different cardinals), where each cluster of size greater than

3 is reduced to size 3. The set of edges of GC
≤3 is the set of edges of GC . The key difference is that

C(GC
≤3) , C(GC), because the graphs compatible with GC

≤3 contain fewer nodes and different edges
than the graphs compatible with GC . We illustrate this in Figure 3. Notably, Theorem 4 shows that
applying the calculus on GC or on GC

≤3 leads to the same results.

Theorem 4 (Infinity is at most three). Let GC be a C-DAG and GC
≤3 be the corresponding C-DAG

where all clusters of size greater than 3 are reduced to size 3. LetWC , XC , YC andZC be pairwise
disjoint subsets of nodes. For i ∈ {1, 2, 3}, let Ri(W,X,Y,Z) be the ith rule of Pearl’s Calculus
applied to (W,X,Y,Z), and say it "does not holds in G” whenever its associated d-separation
condition in the associated mutilated graph is not satisfied. The following propositions are equivalent:

1. There exists Gm ∈ C(GC) in which Ri(Wm,Xm,Ym,Zm) does not hold.

2. There exists Gm
≤3 ∈ C(GC

≤3) in which Ri(Wm
≤3,X

m
≤3,Y

m
≤3,Z

m
≤3) does not hold.

WhereWm
≤3, Xm

≤3, Ym
≤3 andZm

≤3 are the sets of nodes corresponding toWC , XC , YC andZC in GC
≤3

Figure 3 illustrates Theorem 4 by showing how a graph Gm ∈ C(GC), in which a given d-separation
does not hold, is transformed into Gm

≤3 ∈ C(GC
≤3), in which the corresponding d-separation does not

hold as well. The figure highlights how this transformation impacts the structure of interest that
violates the d-separation by omitting all irrelevant dependencies (see Figure 3d).

Theorem 4 shows that reducing cluster size to at most three preserves all relevant dependencies. This
bound is tight: in some C-DAGs, any further reduction of the size of the clusters (by removing more
nodes) would necessarily lose causal information. Example 4 illustrates such a case.

Example 4 (Infinity is at least three). Let GC be the C-DAG defined by Figure 4a. Let XC = {XC},
YC = {YC} and ZC = {Z1C

, Z2C
}. There exists a compatible graph Gm in which Xm /⊥⊥GmYm | Zm:

we displayed it in Figure 4b.

There is only one graph compatible with GC
≤2 : C(GC

≤2) = {Gm
≤2} (the one displayed in Figure 4c).

Moreover, in Gm
≤2, the corresponding dependence does not hold.
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(c)

X1

X2

X3

A1

B1

B2

B3 C1

D1

D2

Y1

Y2

Y3

(d)

Figure 3: Top: GC (left) and GC
≤3 (right). Bottom: a graph compatible with GC (left) and a graph

compatible with GC
≤3 (right). In Figure 3c, the arrows in bold black represent a structure of interest

that connects Xm and Ym under Cm ∪ Am. In Figure 3d, the arrows in bold black represent the
structure of interest that connects Xm

≤3 and Ym
≤3 under Cm

≤3 ∪ Am
≤3, which is obtained by applying the

strategy used in the proof of Theorem 4.

1Y

1Z1

1X

3A 1Z2

(a) GC

Y1

Z1
1

X1

A1

A2

A3

Z2
1

(b) Gm ∈ C(GC)

Y1

Z1
1

X1

A1

A2

Z2
1

(c) C(GC
≤2) =

{
Gm
≤2

}
Figure 4: Figure 4a depicts a cluster GC . Figure 4b illustrates a graph compatible with GC . Figure 4c
illustrates the unique graph compatible with GC

≤2.

4 Discussion

On Cluster d-Separation Theorem 2 provides a sound and atomically complete calculus for causal
identification. In addition, our results offer a sound and atomically complete solution to the problem
of cluster d-separation. Specifically, the criterion for cluster d-separation corresponds to the first
rule of Theorem 2 when takingWc = ∅. Furthermore, Theorem 6 in Appendix establishes cluster
d-separation under cluster-level mutilations. Our results thus encompass both the first (association)
and second (intervention) rungs of Pearl’s ladder of causation.

Recovering the results on standard (acyclic) C-DAGs Theorem 2 recovers the results of Anand
et al. (2023). When a C-DAG GC is acyclic, its corresponding unfolded graph Gm

u is also acyclic. As
a result, Gm

u is a compatible graph and standard d-separation is both sound and complete in Gm
u .

A 2-step strategy In our study, the unfolded graph defines the search space for the structures of
interest, while the canonical compatible graph ensures that these structures can indeed be realized
within a compatible graph. By keeping these two notions distinct, we are able to apply mutilations
directly on the unfolded graph without restricting the overall class of compatible graphs. This
approach resolves the non-commutativity between mutilation and enumeration of compatible graphs,
since performing mutilation before enumeration generally produces a strictly larger set of graphs
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than enumerating first before mutilating. A similar phenomenon was observed in Zhang (2008) in the
context of ancestral graphs.

Unknown size of clusters The typical use case for C-DAGs assumes access to individual ob-
served variables (i.e., micro-variables). Clusters are constructed by grouping variables based on
interpretability needs and domain knowledge. In such settings, causal and confounding relationships
between clusters are explicitly modeled, while dependencies within clusters are left unspecified.
Crucially, the specification of a C-DAG does not require the inclusion or modeling of any unobserved
variables within a cluster. Unobserved variables are only explicitly modeled when they act as latent
confounders between clusters, in which case bi-directed dashed edges are introduced. This means
that the cardinality of each cluster corresponds to the number of observed variables it contains, a
quantity that is generally known. Therefore, the assumption of known cluster cardinality reflects
realistic scenarios and does not compromise the validity of our theoretical results.

Nonetheless, if the cardinality of a cluster is overestimated, then the calculus remains sound, though
not necessarily complete. Conversely, if the cardinality is underestimated, the calculus is complete,
but soundness is no longer guaranteed. In cases where the true cluster size is unknown, Theorem 4
ensures that assuming a cardinality of 3 yields a sound calculus.

5 Conclusion

We have addressed in this study the problem of identification in causal abstractions based on arbitrary
clusterings of variables in ADMGs, extending the framework considered in Anand et al. (2023) to
abstract graphs which potentially contain self-loops and cycles between clusters. This extension is
important in practice as the structure induced on clusters of variables in a given ADMG is likely
to contain cycles between clusters. In this framework, we have first reformulated the notion of
d-separation in an ADMG using structures of interest, a reformulation which remains faithful to the
original formulation as finding a structure of interest is sufficient to d-connect two sets, and then
provided a causal calculus which is both sound and atomically complete. We further showed that any
cluster can be reduced to a cluster of limited size, leading to efficient calculus rules.

In the future, we aim to establish the global completeness of the calculus, as it is currently only
atomically complete. We also plan to extend this work by considering micro-level interventions, i.e.,
interventions on individual variables rather than on clusters of variables, when only the C-DAG is
known.
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A Glossary of Notations

X: A variable.
x: A realized value of X.
X: A set.

Anc(X,G): The set of ancestors of X in G (including X itself).
Desc(X,G): The set of descendants of X in G (including X itself).

Root(G): The set of roots of G, i.e., vertices with no child.
Active vertex: A vertex V is active on a path relative toZ if (i) V is a collider and V or one of its descendants

is inZ, or (ii) V is a non-collider and V < Z.
Active path: A path π is active givenZ if all vertices on π are active relative toZ.

D-separation: Sets X and Y are d-separated byZ if every path between them is inactive givenZ, denoted
X⊥⊥GY | Z.

G
XZ

: The mutilated graph obtained by removing edges with arrowheads into X and tails fromZ.

π[A,B]: The subpath of π between vertices A and B.
G1 ∪ G2: The union of graphs G1 = (V1,E1) and G2 = (V2,E2), defined as (V1 ∪V2,E1 ∪ E2).
X ∩ G: The set of nodes in G that belong to X.
G \ X: The subgraph of G obtained by removing all vertices in X and their incident edges.
Vm: Micro-variables.
VC: Partition ofVm.
Gm: An ADMG on micro-variables.
GC: A C-DAG defined in Definition 1.

C(GC): The class of compatible graphs defined in Definition 2.
σ: A structure of interest.

Gm
can: The canonical compatible graph defined in Definition 5.
Gm

u : The unfolded graph defined in Definition 6.
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B Technical Appendices and Supplementary Material

Notation 1. Let GC be a C-DAG, and let V be a cluster in GC . When V is seen as a node of GC , V
will be written as VC; but when V is seen as a set of variables of a graph Gm on micro-variables, V
will be written as Vm = {V1, · · · ,V#V } where the indices follow a topological ordering induced by Gm

(chosen arbitrarily if the ordering is not unique). We will use the same notations for any intersection
or union of cluster.

Terminolgy on paths. Let π be a path and X a subset of variables. We say that π intersects or
encounters X if they share at least one common vertex. We treat paths as ordered lists of variables,
which allows us to define the first and last encounter of π with X. The first encounter is the first vertex
in the order of π that also belongs to X. Similarly, the last encounter is the last such vertex in the
order of π. Let π be a path from X to Y. Let A be a vertex on π. We denote by π[X,A] the subpath of π
from its first vertex to A and π[A,Y] from A to its last vertex.

B.1 Basic Properties of C-DAGs

In this section, following the notations of Perković et al. (2018), an arrow (←•) represents either a
directed arrow (←) or a dashed-bidirected arrows (e).

Proposition 4. Let VC be a partition of Vm. Let GC be a mixed graph over VC and let C
(
GC
)

denote the class of graphs compatible with GC . Then the following propositions are equivalent:

• C
(
GC
)
, ∅

• GC does not contain any cycle on clusters of size 1.

Proof. Let us prove the two implications:

• ⇒: If GC contains the cycle 1A→ · · · → 1A, then any compatible graph would contain the
cycle A1 → · · · → A1, which is not allowed because compatible graphs have to be acyclic.

• ⇐: If GC does not contain any cycle on cluster of size 1. Let us construct a compatible
graph. For all cluster V of size 1, we put all incoming and outgoing edges at V1. This does
not create a cycle because, otherwise, GC would contain a cycle on cluster of size 1. For
all other clusters V , as they are at least of size 2, we can deal with V1 and V2. We put all
outgoing edges at V1 and all incoming edges at V2. This construction cannot introduce a
directed cycle, since no vertex in Vm ever has both an incoming and an outgoing edge.

□

Proposition 5. Let GC be a C-DAG, Gm be a compatible graph with GC and VC and WC be nodes of
GC . If Gm contains two similar (same type) arrows between Vm and Wm, then removing one of these
arrows create another compatible graph.

Proof. By definition, only one arrow between Vm and Wm is necessary. □

Proposition 6. Let GC be a C-DAG, Gm be a compatible graph with GC and VC be a node in GC , i.e.
a cluster. If there exists (i, j) with i > j such that Gm contains the arrow Vi → Ww, then there exists a
compatible graph Gm′ that contains the arrow V j → Ww and not Vi → Ww if desired.

Proof. If i > j, thus by the convention of Notation 1, we know that V j is before Vi in a topological
order of Gm. Thus, V j is not a descendant of Vi in Gm. Thus, V j is not a descendant of Ww in Gm.
Therefore, adding the arrow V j → Ww into Gm does not create a cycle, because otherwise V j would
be a descendant of Ww in Gm.

By Proposition 5, Vi → Ww can be thereafter removed if desired. □

Corollary 1. Let GC be a C-DAG, Gm be a compatible graph and VC be a cluster. If Gm contains a
path which contains a fork on Vi with i > j, then there exists a compatible graph Gm′ which contains
the same path except that the fork is on V j.
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Proof. Apply Proposition 6 twice. □

Proposition 7. Let GC be a C-DAG, Gm be a compatible graph and VC be a cluster. If there exists
i < j such that Gm contains the arrow Vi←•Ww, where←•, then there exists a compatible graph Gm′

that contains the arrow V j←•Ww and not Vi←•Ww if desired.

Proof. i < j, thus by the convention of Notation 1, we know that Ww is not a descendant of V j.
Therefore, adding the arrow V j←•Ww does not create a cycle.

By Proposition 5, Vi←•Ww can be removed if desired. □

B.2 Proof of Theorem 1

We introduce Figure 5 which helps the reader understanding structures of interest.

V V V

Figure 5: We represent the three forms that arrows can take around a vertex with multiple arrow in a
structure of interest. Some vertices have incoming arrows (left), some have incoming arrows and a
single outgoing arrow (middle), and some have exactly two outgoing arrows and no incoming arrows
(right).

During the proofs, we are often led to construct structures of interest in which a root lies outside the
target set. However, the graph containing such a structure also includes a directed path from this
problematic root (outside the target set) to a vertex within the target set. Lemma 1 shows how to
exploit this directed path to construct a new structure of interest where the problematic root has been
removed. Figure 6 depicts this idea.

A B

C

R1 R2

(a)

A B

C

R1 R2

(b)

Figure 6: Figure 6a depicts a graph containing a structure of interest shown in bold black. Let us
assume that the target set of roots is {R1,R2}. In this graph, B is a root outside the target set. However,
the graph contains a directed path ⟨B,C,R1⟩ from B to a vertex in the target set. Figure 6b illustrates
how this path can be used to construct a structure of interest in which B is no longer a root, without
introducing a new root outside the target set.

Lemma 1 (Add a Path to Remove a Problematic Root). Let G be an ADMG. Let X, Y and Z be
pairwise distinct subsets of nodes of G. Let σ be a structure of interest such that:

• σ ⊆ G

• X ∩ σ , ∅ and Y ∩ σ , ∅.

• (σ \ Root(σ)) ∩Z = ∅.

If there exists R ∈ (Root(σ) \ Z) ∩ Anc(Z,G) then G contains a structure of interest σ′ such that:
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(a) σ′ ⊆ G

(b) X ∩ σ′ , ∅ and Y ∩ σ′ , ∅.

(c) (σ′ \ Root(σ′)) ∩Z = ∅.

(d) Root(σ′) \ Z ⊆ (Root(σ) \ Z) \ {R}.

Sketch of proof. R ∈ Anc(Z,G), thus G contains a directed path π from R to Z. We add this path
to σ to remove R from the root set. The end of the path is in Z, thus we do not add a problematic
root. □

Proof. R ∈ Anc(Z,G), thus G contains a directed path π from R toZ. Without loss of generality, we
assume that π meetsZ only at its last vertex. We construct σ′ with the following procedure:

• If σ ∩ π \ {R} = ∅, then σ ∪ π is a structure of interest. In this case, we set σ′ ← σ ∪ π. We
have the following properties:

(a) σ′ ⊆ G because σ ⊆ G and π ⊆ G.
(b) X ∩ σ ⊆ X ∩ σ′ and Y ∩ σ ⊆ Y ∩ σ′ thus X ∩ σ′ , ∅ and Y ∩ σ′ , ∅.
(c) By construction, Root(σ′) = Root(σ) ∪ Root(π) \ {R}. Thus, σ′ \ Root(σ′) = {R} ∪

(σ ∪ π) \ (Root(σ) ∪ Root(π)) ⊆ {R} ∪ (σ \ Root(σ)) ∪ (π \ Root(π)). Since R < Z,
(σ \ Root(σ)) ∩Z = ∅, and (π \ Root(π)) ∩Z = ∅ (because π meetsZ only at its last
vertex), we can conclude that (σ′ \ Root(σ′)) ∩Z = ∅.

(d) Root(σ′) = Root(σ) ∪ Root(π) \ {R}. Since Root(π) ⊆ Z, we conclude that Root(σ′) \
Z ⊆ (Root(σ) \ Z) \ {R}.

• Otherwise, σ ∩ π \ {R} , ∅. Let W be the first encounter of π and σ \ {R} and let π′ be the
subpath of π from R to W.6 In this case, we set σ′ ← σ ∪ π′. We have (a), (b), but also

(c) By construction, Root(σ′) = Root(σ)\{R}. Thus, σ′ \Root(σ′) = {R}∪ (σ\Root(σ))∪
(π′ \ Root(σ)). Since π meetsZ only at its last vertex, we know that π′ ∩Z ⊆ {W}.7
Thus, (π′ \Root(σ))∩Z = (π′ ∩Z) \Root(σ) ⊆ {W} \Root(σ) ⊆ σ \Root(σ). Since
R < Z and (σ \ Root(σ)) ∩Z = ∅, we can conclude that (σ′ \ Root(σ′)) ∩Z = ∅.

(d) Root(σ′) = Root(σ) \ {R}. Therefore, Root(σ′) \ Z ⊆ (Root(σ) \ Z) \ {R}.

However, σ′ is not necessarily a structure of interest. By construction, W is the only node
of σ ∪ π′ which does not necessarily satisfy the conditions of Definition 3. Since σ is a
structure of interest, the arrows around W in σ are necessarily in one of the three cases
described by Figure 5. The right hand case is the only case where adding an incoming arrow
prevents σ′ from being a structure of interest. Thus, if σ′ is not a structure of interest, it
means that W has one incoming arrow and two outgoing arrows in σ′. Let A and B be the
two children of W in σ′. Moreover, since σ∩ π , ∅, we know that σ′ has a single connected
component. Let π⋆ be a path between X ∈ X and Y ∈ Y in σ′. Let us show that we can
assume that π⋆ does not use A← W → B:

– If π⋆ uses A ← W → B. Without loss of generality, we assume that A is before B in
π⋆. Let πXR be a path from X to R in σ. We distinguish two cases:

* If πXR does not encounter W (cf Figure 7a). We consider θ B πXR ∪ π′ ∪ π⋆[W,Y]. θ
is a subgraph of σ′ in which X and Y are connected.8 By construction, θ does not
contain A← W. Thus θ ⊆ σ′ contains a path between X and Y that does not use
A← W → B.

* Otherwise, πXR encounters W. Since πXR ⊆ σ, πXR uses A ← W → B. We
distinguish two cases:
· If A is before B in πXR (cf Figure 7b), we consider θ B π⋆[XW]∪π

′∪πXR
[R,B]∪π

⋆
[B,Y].

θ is a subgraph of σ′ in which X and Y are connected. By construction, θ does

6π and π′ may be equal.
7π′ ∩Z is empty if π′ , π, otherwise, it is equal to {W}.
8θ is not necessarily a path.
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not contain W → B. Thus θ ⊆ σ′ contains a path between X and Y that does not
use A← W → B.

· Otherwise, A is after B in πXR (cf Figure 7c), we consider θ B πXR
[X,B] ∪ π

⋆
[B,Y]. θ

is a subgraph of σ′ in which X and Y are connected. By construction, θ does not
contain A← W → B. Thus θ ⊆ σ′ contains a path between X and Y that does
not use A← W → B.

Thus, without loss of generality, we assume that π⋆ does not use A← W → B. We remove
from σ′ one outgoing arrow from W that is not used by π⋆. By doing so, W satisfies
the conditions of Definition 3. Thus, all the vertices in σ′ now satisfy the conditions of
Definition 3, and satisfies (a) and (b), and

(c) (σ′ \ Root(σ′)) ∩Z = ∅ because removing the arrow does not change the vertices nor
the roots of σ′.

(d) Root(σ′) \ Z ⊆ (Root(σ) \ Z) \ {R} because removing the arrow does not change the
roots of σ′.

However, σ′ does not contain necessarily a single connected component. Thus, we only
keep the connected component of X, which contains Y via π⋆. By doing so, σ′ is now a
structure of interest and we have:

(c) (σ′ \ Root(σ′)) ∩Z = ∅ because we consider a subgraph.
(d) Root(σ′) \ Z ⊆ (Root(σ) \ Z) \ {R} because we consider a subgraph.

□

R

W

A B

X Y
π′

πXR

π⋆

(a)

R

W

A B

X Y
π′

π⋆

πXR

(b)

R

W

A B

X Y
π′

π⋆

πXR

(c)

Figure 7: Helping figure for the Proof of Lemma 1. π⋆ and πXR are represented by the dotted paths
following the arrows. A squiggly arrow represents an arbitrary path.

Corollary 2. Let G be an ADMG. Let X, Y,Z and R be pairwise distinct subsets of nodes of G. Let
G contains a structure of interest σ such that:

• X ∩ σ , ∅ and Y ∩ σ , ∅

• Root(σ) ⊆ Z ∪ X ∪Y ∪ R

• (σ \ Root(σ)) ∩Z = ∅

If for all R ∈ R, R ∈ Anc(Z,G), then G contains a structure of interest that connects X and Y under
Z.
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Proof. We apply Lemma 1 iteratively for each R ∈ R, we get a structure of interest σ′ such that:

• σ′ ⊆ G

• X ∩ σ′ , ∅ and Y ∩ σ′ , ∅

• Root(σ′) \ Z ⊆ (Root(σ) \ Z) \ R. Thus, Root(σ) ⊆ Z ∪ X ∪Y.

• (σ′ \ Root(σ′)) ∩Z = ∅

Therefore, σ′ a structure of interest that connects X and Y underZ. □

Theorem 1 (D-connection with structures of interests). Let G be an ADMG. Let X,Y,Z be pairwise
disjoint subsets of nodes of G. The following properties are equivalent:

1. X /⊥⊥GY | Z.

2. G contains a structure of interest σ such that X /⊥⊥σY | Z.

Proof. Let us prove the two implications:

• 1⇒ 2: If X /⊥⊥GY | Z, then, by definition, the ADMG G contains a path π d-connecting X
and Y. Without loss of generality, we assume that π encounters X only at its first vertex and
Y only at its last vertex. Since π is a d-connecting path, it is a structure of interest which
satisfies the following properties:

– π ⊆ G.
– X ∩ π , ∅ and Y ∩ π , ∅.
– (π \ Root(π)) ∩Z = ∅.

However, some roots of π may not be in Z ∪ X ∪ Y, preventing π from being a
connecting structure of interest. Necessarily, theses roots are colliders. Define R B
Root(π) \ (Z∪X ∪Y) to be the set of these colliders. Since π is d-connecting, for all R ∈ R,
R ∈ Anc(Z,G). By Corollary 2, G contains a structure of interest which connects X and Y
underZ.

• 2⇒ 1: By definition, σ has a single connected component. Thus σ contains a path π from
X to Y. Without loss of generality, we assume that π encounters X only at its first vertex
andY only at its last vertex. Let us first prove that without loss of generality, we can assume
that all colliders on π are ancestors ofZ. If it’s not the case, since Root(σ) ⊆ Z ∪ X ∪Y,
all colliders that are not ancestors ofZ are ancestors of X ∪Y. Without loss of generality,
assume that a collider C on π is an ancestor of X. Thus, σ contains a directed path π1 from
C to X. Let π2 be the subpath of π between C and Y. Since C belongs to both π1 and π2,
these two paths intersect at C, and possibly at other vertices. Let T be the last vertex of π1

that is in π1 ∩ π2. Let π′ B π1
[T,X] ∪ π

2
[T,Y]. π

′ is a path. Moreover, between X and T , π′

is a directed path, and, after T to Y, π′ is a subpath of π2. Therefore, π′ contains at least
one fewer collider than π that is not an ancestor ofZ. Repeating this procedure iteratively
allows us to construct a path in σ from X to Y in which all colliders are ancestors ofZ.

Finally, note that all forks and chains on π are not roots by definition, and hence do not
belong toZ. Therefore, the resulting path π is d-connecting between X and Y givenZ.

□

B.3 Proofs of the Properties of the canonical compatible Graph and the Unfolded Graph

B.3.1 Canonical Compatible Graph

Proposition 1. Let GC be a C-DAG and Gm
can be its corresponding canonical compatible graph. Then,

the following properties hold:

1. Gm
can ∈ C(GC).
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2. For all Gm ∈ C(GC), Gm
can ∪ G

m ∈ C(GC).

We break the proof of Proposition 1 in Lemma 2 and Lemma 3.
Lemma 2. Let GC be a C-DAG. Then, Gm

can, its canonical compatible graph, is compatible with GC .

Proof. By construction, all arrows in GC are represented in Gm
can. Moreover, all arrows that are added

correspond to an arrow in GC . Therefore, we only need to check for acyclicity to prove that Gm
can is a

compatible graph with GC . By contradiction, let us assume that Gm
can contains a cycle π. First, we

know that π is not within a single cluster. Indeed, in each cluster V , Gm
can |V is a V#V -rooted tree. Thus,

π encounters at least two clusters and has an arrow between two clusters. Let A1 → B#B be such an
arrow. We prove that necessarily, #AC = 1. Indeed, if #AC ≥ 2, then no arrow in Gm

can is pointing
on A1. Similarly, we can show that #BC = 1. Thus, the next arrow cannot be pointing into BC , thus
the next arrow is also an arrow between two clusters. By induction, we show that all the clusters
encountered by π have a cardinal of 1. This contradicts Proposition 4. Therefore, Gm

can is acyclic.

Therefore, Gm
can is a compatible graph with GC . □

Lemma 3. Let GC be a C-DAG, Gm
can be its corresponding canonical compatible graph, and Gm be a

compatible graph. Then, Gm
can ∪ G

m is a compatible graph.

Proof. Since Gm and Gm
can are compatible, then we only need to check for acyclicity. Let label indices

according to Notation 1. Let a be an arrow in Gm
can that is not in Gm. We distinguish three cases:

• If a is a dashed-bidirected arrow, then adding a does not create a cycle.

• If a is a directed arrow inside a cluster VC , since Gm follows Notation 1, then the indices in
Vm follow a topological ordering associated with Gm. Therefore, a can be added without
creating a cycle.

• Otherwise, a corresponds to an arrow between two clusters Vm and Um. Gm is compatible
thus it also contains an arrow from Um to Vm. By applying Propositions 6 and 7, we see that
we can add a without creating a cycle.

Therefore, Gm
can ∪ G

m is a compatible graph. □

B.3.2 Unfolded Graph

Proposition 2. Let GC be a C-DAG and Gm
u be its corresponding unfolded graph. Then, any

compatible graph Gm is a subgraph of Gm
u up to a permutation of indices in each cluster.

Proof. Let Gm = (Vm,Em) be a compatible graph. By definition, we already know thatVm = Vu.
Gm is a DAG, thus, in each cluster, we can permute the indices of the vertices so that a topological
order of Gm agrees with the order of the indices. Let a be an arrow of Gm. We distinguish three cases:

• If a is a dashed-bidirected-arrow, then a is also in Gm
u because Gm

u is a super graph of Gm
can

which contains all possible dashed-bidirected-arrows.

• If a corresponds to a self-loop VC in GC . Necessarily, in Gm, a = Vi → V j with i < j.
Thus, a corresponds to an arrow added during step 2 of Definition 5. Therefore, a is also an
arrow in Gm

u .

• Otherwise, a corresponds to an arrow UC → VC , with UC , VC . We distinguish two cases:

– If a is added at step 3 of Definition 5, then a is also an arrow in Gm
u .

– Otherwise, by Lemma 3, we know that Gm
can ∪ G

m is compatible. Thus Gm
can ∪ G

m is
acyclic. Since Gm

can ∪ a is a subgraph of Gm
can ∪ G

m, we can conclude that a does not
create a cycle in Gm

can. Thus, a ∈ Eeligible. Therefore a is an arrow in Gm
u

Hence, Em ⊆ Eu. Therefore, Gm is a subgraph of Gu.

□
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B.3.3 Proof of Proposition 3

Proposition 3. Let GC be a C-DAG and Gm
u be its corresponding unfolded graph. Let σm be a

structure of interest in Gm
u . If Gm

can ∪ σ
m is acyclic, then Gm

can ∪ σ
m is compatible with GC .

Proof. By Proposition 1, Gm
can is compatible with GC . Therefore, Gm

can ∪ σ
m contains all necessary

arrows to be compatible with GC . Moreover, by definition of Gm
u , all arrow Vv → Ww in σm ⊆ Gm

u
correspond to an arrow V → W in GC . Therefore, Gm

can ∪σ
m does not contain any arrow preventing it

from being compatible with Gm
u . Gm

can ∪ σ
m is acyclic, thus it is an ADMG. Therefore, Gm

can ∪ σ
m is

compatible with GC . □

B.4 Proofs of the Calculus

First of all let us recall the rules of Pearl’s calculus for cluster queries.

Theorem 5 (Do-Calculus Rules for Cluster Queries (Pearl, 2009)). Let GC be a C-DAG and
XC ,YC ,ZC ,WC be pairwise distinct subsets of nodes. Let Gm be a compatible graph. The following
rules hold:

1. Insertion/deletion of observations:

P
(
ym | do(wm), xm, zm) = P

(
ym | do(wm), zm) if Ym⊥⊥G

WmX
m | Wm,Zm

2. Action/observation exchange:

P
(
ym | do(wm), do(xm), zm) = P

(
ym | do(wm), xm, zm) if Ym⊥⊥G

Wm ,XmX
m | Wm,Zm

3. Insertion/deletion of actions:

P
(
ym | do(wm), do(xm), zm) = P

(
ym | do(wm), zm) if Ym⊥⊥G

Wm ,Xm (Zm )
Xm | Wm,Zm

where Xm(Zm) B Xm \ Anc(Zm,G
Wm ).

The first two rules hinge on graphical conditions expressed as d-separations under cluster-level
mutilations. We begin by rigorously characterizing this form of dependency; Theorem 6 provides
precisely this characterization.

B.4.1 Cluster D-separation with Cluster Mutilations

Theorem 6. Let GC =
(
VC ,EC

)
be a C-DAG. Let Gm

can be its corresponding canonical compatible
graph. Let Gm

u be the corresponding unfolded graph. Let XC ,YC andZC be pairwise distinct subsets
of nodes of GC . LetA and B be subsets of nodes of GC . Then the following properties are equivalent:

1. ∃ Gm ∈ C
(
GC
)
Xm /⊥⊥Gm

Am BmY
m | Zm.

2. Gm
u AmBm contains a structure of interest σm such that Xm /⊥⊥σmYm | Zm and Gm

can ∪ σ
m is

acyclic.

Proof. Let us prove the two implications:

• 1⇒ 2: Let Gm be a compatible graph such that Gm
AmBm contains a structure of interest σm

which connects Xm and Ym underZm. By Lemma 2, σm ⊆ Gm
AmBm ⊆ G

m ⊆ Gm
u . Moreover,

since σm ⊆ Gm
AmBm , we know that σm does not contain any incoming arrow inAm and no

outgoing arrow from Bm. Therefore, σm ⊆ Gm
u AmBm and σm connects Xm and Ym underZm.

By Lemma 3,Gm
can∪G

m is a compatible graph, thus acyclic. Moreover,Gm
can∪σ

m ⊆ Gm
can∪G

m.
Therefore, Gm

can ∪ σ
m is acyclic.

• 2⇒ 1: Gm
can ∪ σ

m is acyclic. By Lemma 2, Gm
can is compatible. Moreover, all arrows from

σm come from Gm
u . Therefore, Gm

can ∪ σ
m is a compatible graph.
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Moreover, since σm ⊆ Gm
u AmBm , we know that σm does not contain any incoming arrow in

Am and no outgoing arrow from Bm. Thus, σm ⊆ (Gm
can ∪ σ

m)
AmBm . Since σm connects Xm

and Ym underZm, we can conclude that Xm /⊥⊥(Gm
can∪σ

m)
AmBmY

C | Zm.

□

Figure 8 illustrates Theorem 6.

1A

2X

2Y

3B 1Z

(a) GC

A1

X1 X2

Y1 Y2 B1

B2

B3

Z1

(b) Gm
u

Figure 8: (a) a C-DAG GC . (b) its corresponding unfolded graphs. The plain and dashed arrows
represent Gm

can, while the dotted arrows denote the "eligible" edges. According to Theorem 6, we
have ∀ Gm ∈ C

(
GC
)
Xm⊥⊥GmYm | Zm, as all structures of interest connecting Xm and Ym given Zm

in Gm
u include a directed path from A1 to Z1. Since Gm

can already contains the edge Z1 → A1, such
paths would necessarily form a cycle.

B.4.2 Proofs of the Three Rules of the Calculus

As soon as Theorem 6 has been established, Rules 1 and 2 of the calculus follow almost immedi-
ately. In contrast, the third rule of Pearl’s do-calculus requires verifying the d-separation condition
Ym⊥⊥Gm

Wm ,Xm (Zm )
Xm | Wm,Zm, in all compatible graph Gm, where Xm(Zm) = Xm \ Anc(Zm,Gm

Wm ).
Since Xm(Zm) is not, in general, a union of clusters, the associated mutilation depends on the
particular graph Gm. As a result, this rule does not fall under the scope of Theorem 6.

Nonetheless, if Rule 3 does not hold in some compatible graph Gm, then there exists a structure of
interest between Ym and Xm in Gm

Wm,Xm(Zm). If this structure includes a root Xx ∈ X
m, then Xx must

be an ancestor of some Zz ∈ Z
m in the mutilated graph. In such a case, we can augment the structure

of interest by explicitly adding the directed path from Xx toZm, resulting in a new structure whose
roots lie outside Xm.
Theorem 2 (Calculus). Let GC be a C-DAG and let Gm

u be its corresponding unfolded graph. Let
XC ,YC ,ZC ,WC be pairwise distinct subsets of nodes. Then, for any density P induced by a SCM
compatible with GC9, the following rules apply:

R1. P
(
ym | do(wm), xm, zm) = P

(
ym | do(wm), zm) if Gm

uWm does not contain a structure of
interest σm such that Xm /⊥⊥σmYm | Wm,Zm and Gm

can ∪ σ
m is acyclic.

R2. P
(
ym | do(wm), do(xm), zm) = P

(
ym | do(wm), xm, zm) if Gm

uWm,Xm does not contain a
structure of interest σm such that Xm /⊥⊥σmYm | Wm,Zm and Gm

can ∪ σ
m is acyclic.

R3. P
(
ym | do(wm), do(xm), zm) = P

(
ym | do(wm), zm) if Gm

uWm does not contain a structure
of interest σm such that Xm /⊥⊥σmYm | Wm,Zm, Gm

can ∪ σ
m is acyclic and Root(σm) ⊆

(Wm ∪Zm) ∪ Ym.

Proof. The first two rules are proven by Theorem 6. The third one is proved by the following
reasoning.

We will show that if the third rule applies, then in all compatible graph Gm, the third rule of Pearl’s
calculus applies. More precisely, we prove the contrapositive. Let Gm be a compatible graph in which

9In Pearl’s framework, we would consider DAGs and any positive, compatible density.
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the third rule does not apply. Then, Gm
Wm,Xm(Zm) contains a structure of interest σm that connects Ym

and Xm under the conditioning setWm∪Zm, where Xm(Zm) = Xm \Anc(Zm,Gm
Wm ). By definition,

we already know that σm follows the following properties:

• σm ⊆ Gm
Wm,Xm(Zm) ⊆ G

m
Wm .

• Xm ∩ σm , ∅ and Ym ∩ σm , ∅.

• Root(σm) ⊆ (Wm ∪Zm) ∪ Ym ∪ Xm

• (σm \ Root(σm)) ∩ (Wm ∪Zm) = ∅

Let us remark that Root(σm)∩Xm ⊆ Xm \ Xm(Zm) = Anc(Zm,Gm
Wm ). Indeed, let Xx be an element

of Root(σm) ∩ Xm. Since Xx is a root and σm has a single connected component, Xx must have
an incoming edge within σm. Thus, Xx must have an incoming edge within Gm

Wm,Xm(Zm). Thus
Xx < X

m(Zm). For element of Root(σm) ∩ Xm, we iteratively update σm using Lemma 1. At the end
of this process, we obtain a structure of interest σm′ which satisfies the following identities:

• σm′ ⊆ Gm
Wm .

• Xm ∩ σm′ , ∅ and Ym ∩ σm′ , ∅.

• (σm′ \ Root(σm′) ∩ (Wm ∪Zm) = ∅

• Root(σm′) \ (Wm ∪Zm) ⊆ (Root(σm) \ (Wm ∪Zm)) \ (Root(σm) ∩ Xm) ⊆ Ym

Thus, Root(σm′) ⊆ (Wm ∪ Zm) ∪ Ym and σm′ is a structure of interest which connects Xm and
Ym under Wm ∪ Zm. Since Gm

Wm ⊆ G
m
uWm , it follows that Gm

u contains σm′. Moreover, since
Gm

can ∪ σ
m′ ⊆ Gm

can ∪ G
m, it follows that Gm

can ∪ σ
m′ is acyclic.

Therefore, Gm
uWm contains a structure of interest σm which Xm and Ym under Wm ∪ Zm, with

Root(σm) ⊆ (Wm ∪Zm) ∪ Ym, and such that Gm
can ∪ σ

m is acyclic. □

Theorem 3 (Atomic completeness). The calculus in Theorem 2 is atomically complete i.e. if the rule
does not hold given a C-DAG, then there exists a compatible graph in which the corresponding rule
in Pearl’s calculus fails.

Proof. The first two rules are proven by Theorem 6. The third one is proved by the following
reasoning.

If the rule does not hold, then Gm
uWm contains a structure of interest σm that connects Xm and Ym

underWm ∪ Zm such that Root(σm) ⊆ (Wm ∪ Zm) ∪ Ym and Gm
can ∪ σ

m is acyclic. Gm
can ∪ σ

m is
acyclic, thus Gm B Gm

can∪σ
m is a compatible graph. Moreover, since σm ⊆ Gm

uWm , then σm ⊆ Gm
Wm .

We will show that we can assume that σm ⊆ Gm
Wm,Xm(Zm), where Xm(Zm) = Xm \ Anc(Zm,Gm

Wm ):

By definition, Xm ∩ σm , ∅. Let Xx be an element of Xm ∩ σm. We distinguish the cases:

• If σm contains an outgoing arrow from Xx i.e. Xx →⊆ σ
m. Then this arrow is not deleted by

the mutilation Xm(Zm). It exists in Gm
Wm,Xm(Zm).

• Ifσm contains an incoming arrow to Xx i.e. → Xx ⊆ σ
m. Since Root(σm) ⊆ (Wm∪Zm)∪Ym,

we know that Xx is not a root. Let Rr be a root corresponding to Xx i.e. an element of
Desc(Xx, σ

m)∩Root(σm). Since σm ⊆ Gm
Wm , we know that Rr <W

m. Thus, Rr ∈ Z
m∪Ym.

We distinguish two cases:

– If Rr ∈ Z
m. Then Xx < X

m(Zm). Therefore, → Xx is not deleted by the mutilation
Xm(Zm) and it exists in Gm

Wm,Xm(Zm).

– Otherwise, Rr ∈ Y
m. Thus, σm contains a proper causal path from Xm to Ym. We

update σm to be this path. Now σm have no incoming arrows on Xm, thus it exists in
Gm
Wm,Xm(Zm).
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Therefore, we can assume that σm ⊆ Gm
Wm,Xm(Zm). Therefore, by Theorem 1, Ym /⊥⊥Gm

Wm ,Xm (Zm )
Xm |

Wm,Zm, i.e. the third rule of Pearl’s do-calculus does not hold in Gm. □

B.5 Proof of Theorem 4

Theorem 4 presents three equivalences, one for each rule of do-calculus. To streamline the proofs, we
introduce Corollary 3, which restates Theorem 2 in a form better suited to treating all three rules in a
uniform manner.

Corollary 3. Let GC be a C-DAG. LetWC ,XC ,YC andZC be pairwise disjoint subsets of nodes.
LetWC , XC , YC andZC be pairwise disjoint subsets of nodes. For i ∈ {1, 2, 3}, let Ri(W,X,Y,Z)
be the ith rule of Pearl’s Calculus applied to (W,X,Y,Z), and say it "does not holds in G” whenever
its associated d-separation condition in the associated mutilated graph is not satisfied. The following
propositions are equivalent:

• There exists Gm ∈ C(GC) in which Ri(Wm,Xm,Ym,Zm) does not hold.

• Gm
uWm,Mm

i
contains a structure of interest σm such that Xm /⊥⊥σmYm | Wm,Zm and Gm

can∪σ
m

is acyclic and Root(σm) ⊆ Rm
i .

whereMm
i =

{
Xm if i = 2,
∅ otherwise.

and Rm
i =

{
(Wm ∪Zm) ∪ Ym if i = 3,
(Wm ∪Zm) ∪ Xm ∪ Ym otherwise.

.

Proof. Directly follows from Theorem 2. □

In order to prove Theorem 4, we need to prove Lemma 4 on structures of interest.

Lemma 4. Let G = (V,E) be a mixed graph. Let X,Y,Z be pairwise disjoint subsets of V. Let
σ ⊆ G be a structure of interest such that X /⊥⊥σY | Z. Then there exists a structure of interest σ′ ⊆ σ
such that X /⊥⊥σ′Y | Z and such that #σ′ ∩ X = 1 and #σ′ ∩ Y = 1.

Proof. X /⊥⊥σY | Z, thus σ contains a d-connecting path π from X to Y. For all collider C on
π, σ contains a directed path πC from C to Z. We can assume, without loss of generality, that
for all collider C, πC does not encounter X. Indeed, let C⋆ denote the last collider on π such that
πC⋆ encounters X. Let X be the first encounter of X and πC⋆ . We just need to consider the path
π′ B πC⋆ [C⋆,X] ∪ π[C⋆,Y]. Similarly, we can assume, without loss of generality that for all collider
C, πC does not encounter Y. We apply the construction of Lemma 1. By doing so, we obtain a
structure of interest σ′ ⊆ π ∪

⋃
C collider on π πC ⊆ σ such that X /⊥⊥σ′Y | Z. Therefore, #σ′ ∩ X = 1

and #σ′ ∩ Y = 1. □

Theorem 4 (Infinity is at most three). Let GC be a C-DAG and GC
≤3 be the corresponding C-DAG

where all clusters of size greater than 3 are reduced to size 3. LetWC , XC , YC andZC be pairwise
disjoint subsets of nodes. For i ∈ {1, 2, 3}, let Ri(W,X,Y,Z) be the ith rule of Pearl’s Calculus
applied to (W,X,Y,Z), and say it "does not holds in G” whenever its associated d-separation
condition in the associated mutilated graph is not satisfied. The following propositions are equivalent:

1. There exists Gm ∈ C(GC) in which Ri(Wm,Xm,Ym,Zm) does not hold.

2. There exists Gm
≤3 ∈ C(GC

≤3) in which Ri(Wm
≤3,X

m
≤3,Y

m
≤3,Z

m
≤3) does not hold.

WhereWm
≤3, Xm

≤3, Ym
≤3 andZm

≤3 are the sets of nodes corresponding toWC , XC , YC andZC in GC
≤3

Proof. We prove the two implications.

Proof of 2⇒ 1:

We add as many vertices without arrow as necessary to construct a graph compatible with GC in
which Ri(Wm,Xm,Ym,Zm) does not hold.

Proof of 1⇒ 2: (Figure 9 illustrates the key steps of this implication with a concrete example.)
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By Corollary 3, Gm
uWm,Mm

i
contains a structure of interest σm such that Xm /⊥⊥σmYm | Wm,Zm

and Gm
can ∪ σ

m is acyclic and Root(σm) ⊆ Rm
i where Mm

i =

{
Xm if i = 2,
∅ otherwise.

and Rm
i ={

(Wm ∪Zm) ∪ Ym if i = 3,
(Wm ∪Zm) ∪ Xm ∪ Ym otherwise.

.

Let σm be such a structure of interest. By Lemma 4, we can assume that #σm ∩ Xm = 1 and
#σm ∩ Ym = 1. Let VC be a cluster. We split σm ∩ Vm in two subsets as follows:

F B
{
Vv ∈ σ

m ∩ Vm | Vv has no incoming arrows in σm}
NF B σm ∩ Vm \ F

We will show that we can assume that #NF ≤ 1 without loss of generality. Consider the case
where #NF ≥ 2. Necessarily, since #σm ∩ Xm = 1 and #σm ∩ Ym = 1, we know that VC is different
from any cluster in XC ∪ YC . Let VmaxNF denote the element of NF with maximal index. We
distinguish two cases:

• If NF contains a root of σm. Since Xm /⊥⊥σmYm | Wm,Zm, we know that NF ⊆ (Wm ∪

Zm) ∪ Xm ∪ Ym. Since VC is different from any cluster in XC ∪ YC , we can conclude that
NF ⊆Wm ∪Zm. Since, Xm /⊥⊥σmYm | Wm,Zm, we know that (σm \ Root(σm)) ∩ (Wm ∪

Zm) = ∅. Therefore, all elements in NF are roots in σm. By Proposition 7 and since
mutilations are done at cluster level, we know that for all arrows Ww → Vv with Vv ∈ NF ,
Gm

uWm,Mm
i

also contains the arrow Ww → VmaxNF . Therefore, Gm
uWm,Mm

i
also contains a

structure of interest σm′ which is equal to σm except that all arrows Ww → Vv with Vv ∈ NF

are now pointing toward VmaxNF . Therefore, VmaxNF is the only element of σm′ ∩ Vm that
has incoming arrows. Therefore, in this case, we can assume that #NF = 1.

• Otherwise, every element in NF has an outgoing arrow in σm. Since σm is a structure of
interest, we know that σm contains a path πm from Xm to Ym. We will construct a graph
σm′, satisfying the following conditions:

– σm ⊆ σm′ ⊆ Gm
uWm,Mm

i

– Root(σm′) = Root(σm)
– σm′ differs from σm only inside Vm.

and such that σm′ contains a path πm′ from Xm to Ym which encounters NF at most once
with a chain or a collider and that this intersection occurs a VmaxNF . If σm and πm does not
satisfy these conditions, let us consider a1 and a2 be respectively the first and last arrows of
πm in NF . We distinguish the cases:

1. If both a1 and a2 are incoming arrows in NF , i.e πm = · · ·Ww•→ V1
v1 · · ·V2

v2←•Uu · · · .
By Proposition 7 and since mutilations are done at cluster level, we know thatGm

uWm,Mm
i

contains the arrows Ww•→ VmaxNF and VmaxNF←•Uu. We consider σm′ B σm∪{Ww•→

VmaxNF }∪{VmaxNF←•Uu} and πm′ B πm
[Xm,Ww]∪{Ww•→ VmaxNF←•Uu}∪π

m
[Uu,Ym]. Note

that πm′ encounters NF only at VmaxNF and that Root(σm′) = Root(σm).
2. If both a1 and a2 are outgoing arrows in NF , i.e πm = · · ·Ww←•V1

v1 · · ·V2
v2•→ Uu · · · .

By Proposition 6 and since mutilations are done at cluster level, we know thatGm
uWm,Mm

i

contains the arrows Ww←•V1 and V1•→ Uu. We considerσm′ B σm∪{Ww←•V1}∪{V1•→

Uu} and πm′ B πm
[Xm,Ww] ∪ {Ww←•V1•→ Uu} ∪ π

m
[Uu,Ym]. Note that πm′ does not encounter

NF and that Root(σm′) = Root(σm).
3. Otherwise, without loss of generality, we can assume that a1 and a2 are pointing

towards Ym, i.e. πm = · · ·Ww•→ V1
v1 · · ·V2

v2•→ Uu · · · . Indeed, otherwise, we just need
to consider the path from Ym to Xm. Note that V1

v1 or V2
v2 could be equal to VmaxNF but

not both. Since all elements inNF have an outgoing arrow, let us consider Cc, the child
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of VmaxNF in σm. By Propositions 6, 7 and since mutilations are done at cluster level,
we know that Gm

uWm,Mm
i

contains the arrows Ww•→ VmaxNF and Cc←•V2
v2 . We consider

σm′ B σm ∪ {Ww•→ VmaxNF } ∪ {Cc←•V2
v2 } and πm′ B πm

[Xm,Ww] ∪ {Ww•→ VmaxNF →

Cc←•V2
v2 }∪π

m
[V2

v2 ,Y
m]

. Note that πm′ encountersNF only once with a collider in VmaxNF

and once with a fork in V2
v2 and that Root(σm′) = Root(σm).

Note that in all cases, we have used Propositions 6 and 7, thus σm′ ∪ Gm
can is acyclic.

Moreover, in all cases, Root(σm′) = Root(σm). Therefore, Root(σm′) ⊆ Rm
i . In addition,

σm′ contains πm′, a path from Xm to Ym which encountersNF at most once with a chain or
a collider and that this intersection occurs a VmaxNF .

However, in Cases 2 and 3, we have added outgoing arrows to some vertices different from
VmaxNF . This could prevent σm′ from being a structure of interest. We apply the following
transformation to construct a structure of interest from σm′:

1. Move all incoming arrows to VmaxNF : By Proposition 7 and since mutilations are
done at cluster level, we know that for all arrows Ww → Vv with Vv ∈ NF, Gm

uWm,Mm
i

also contains the arrow Ww → VmaxNF . Therefore, Gm
uWm,Mm

i
also contains σm′′ which

is equal to σm′ except that all arrows Ww → Vv with Vv ∈ NF are now pointing toward
VmaxNF . Since we are using Proposition 7, we know that σm′′ ∪ Gm

can is acyclic. Note
that πm′ still exists in σm′′ and that all vertices in σm′′ ∩ Vm except VmaxNF have no
incoming arrows in σm′′. Moreover, note that Root(σm′′) = Root(σm′).

2. Remove problematic outgoing arrows: To keep the notations simple, we update
σm′ ← σm′′. Some vertices, different from VmaxNF , may have more than two outgoing
arrows, preventing σm′ from being a structure of interest. We remove from σm′, all
outgoing arrow from Vm that is not used by πm′. Since, πm′ uses at most two arrows
around a vertex, we know that all vertices have now at most two outgoing arrows.
Since we have just removed some arrows, we know that σm′ ∪ Gm

can remains acyclic.
Moreover, since πm′ is preserved, we know that Xm and Ym are still connected.

3. Remove the problematic vertices: At the end of the previous steps, some vertices are
not connected to the others in σm′, preventing σm′ from being a structure of interest.
More precisely, these vertices areNF \ {VmaxNF } except V1 in case 2 and except V2

v2 in
case 3. Indeed, at step 1, they have lost their incoming arrows and at step 2, they have
lost their outgoing arrows. We remove these vertices from σm′. By doing so, σm′∪Gm

can
remains acyclic and σm′ is now a structure of interest, Root(σm′) = Root(σm) ⊆ Rm

i .

To summarize, we have constructed a structure of interest σm′ in Gm
uWm,Mm

i
, such that

Xm /⊥⊥σm′Ym | Wm,Zm, Gm
can ∪ σ

m′ is acyclic and Root(σm′) ⊆ Rm
i . Moreover, VmaxNF is

the only element of Vm ∩ σm′ with incoming arrows. Therefore, in this case, we can assume
that #NF = 1.

Therefore, in all cases, we can assume that #NF ≤ 1 without loss of generality.

We will now show that we can assume that F ⊆ {V1} without loss of generality. If it is not the
case we apply the following transformations:

1. Move all arrows to V1: By Proposition 6 and since mutilations are done at cluster level, for
all arrow Vv → Ww in F ∩ σm, we know that Gm

uWm,Mm
i

contains the arrow V1 → Ww. Thus,

we consider σm′ the subgraph of Gm
uWm,Mm

i
obtained by moving all the arrows Vv → Ww

with Vv in F ∩ σm to V1 → Ww. Since, σm is a structure of interest, it contains a path πm

from Xm to Ym. Note that the above transformation yields a path πm′ in σm′ which connects
Xm and Ym.

2. Remove problematic outgoing arrows: In σm′, V1 may have more than two outgoing
arrows, preventing σm′ from being a structure of interest. Yet πm′ uses at most two of these
arrows. Thus, we only keep two of them without altering πm′.
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3. Remove the problematic vertices: At the end of the previous steps, some vertices are not
connected to the others in σm′, preventing σm′ from being a structure of interest. More
precisely, these vertices are F \ {V1}. Indeed, they have lost their outgoing arrow at step 1
and had no incoming arrows are they are in F .

To summarize, we have constructed a structure of interest σm′ in Gm
uWm,Mm

i
, such that Xm /⊥⊥σm′Ym |

Wm,Zm, Gm
can ∪ σ

m′ is acyclic and Root(σm′) ⊆ Rm
i . Moreover, V1 is the only element of Vm ∩ σm′

with no incoming arrows. Therefore, we can assume that F ⊆ {V1}.

End of the proof of 1 ⇒ 2: Without loss of generality, we assume that #NF ≤ 1 and F ⊆ {V1}.
Let VNF be the only element of NF (if exists). We consider the graph Gm B Gm

can ∪ σ
m. By

Corollary 3, Ri(Wm,Xm,Ym,Zm) does not hold in Gm and by construction Gm is compatible with
GC . For every vertex in Vm \ (F ∪NF ), we apply Proposition 6 to move all outgoing arrows to V1
and Proposition 7 to move all incoming arrows to V#VC . This yields a graph Gm′ ∈ C(GC) in which
Ri(Wm,Xm,Ym,Zm) does not hold, and where no vertex outside NF ∪ {V1} ∪ {V#VC } is incident to
an arrow.

We repeat this construction for each cluster, ultimately obtaining Gm⋆, where Ri(Wm,Xm,Ym,Zm)
still fails and every cluster has arrows on at most three vertices. Finally, by removing all vertices
that are not incident to any arrow in Gm⋆, we obtain Gm⋆

≤3, a graph compatible with GC
≤3 in which

Ri(Wm
≤3,X

m
≤3,Y

m
≤3,Z

m
≤3) does not hold.

Therefore, there exists Gm
≤3 ∈ C(GC

≤3) in which Ri(Wm
≤3,X

m
≤3,Y

m
≤3,Z

m
≤3) does not hold. □

We come back to the example presented in Figure 3 to illustrate the successive steps of this proof
in Figure 9. Particularly, Figure 9a is the initial graph, then in Figure 9b we consider an analogous
structure of interest such that #NF ≤ 1. Then, in Figure 9c, we consider an analogous structure of
interest such that F ⊆ {V1}. Finally, in Figure 9d we move every unused gray arrows such that only
three vertices of Bm are incident to any arrows. From this graph, we deduce Gm

≤3 in Figure 9e on
which d-connection with structures of interests are equivalent. We apply equivalent rules to get 9f,
which corresponds to Figure 3.
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(a) Gm ∈ C(GC)
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(b) Application of Proposition 6 to the arrow B3 →

C1, thereby adding B2 → C1. Note that now
#NF = 1.
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(c) Application of Proposition 6 to shift B2 → C1 to
B1 → C1. Note that now F ⊆ {V1}.
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(d) Application of Propositions 6 and 7 to reposition
all unused (gray) arrows. Note that only three vertices
of Bm are incident to any arrows.
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(e) Remove some vertices that are not incident to any
arrow to get Gm

≤3. Note that Gm
≤3 ∈ C(GC

≤3).
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(f) Application of Propositions 6 and 7 to get the same
graph of Figure 3d.

Figure 9: Figure 9a shows the graph Gm containing the structure of interest σm (in bold black), which
connects Xm and Ym under Cm ∪ Am. Figures 9b, 9c and 9d illustrate the successive transformations
of Gm and σm (as carried out in the proof of Theorem 4) for the cluster BC . Figure 9e shows the
last step of the proof. Figure 9f shows how to transform the graph in Figure 9e to get the graph in
Figure 3d.
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sions to provide some reasonable avenue for reproducibility, which may depend on the
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to reproduce that algorithm.
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the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
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authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
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