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Abstract

We introduce a novel non-cooperative game
to analyse opinion formation and resistance,
incorporating principles from social psychol-
ogy such as confirmation bias, resource con-
straints, and influence penalties. Our simula-
tion features Large Language Model (LLM)
agents competing to influence a population,
with penalties imposed for generating mes-
sages that propagate or counter misinformation.
This framework integrates resource optimisa-
tion into the agents’ decision-making process.
Our findings demonstrate that while higher con-
firmation bias strengthens opinion alignment
within groups, it also exacerbates overall po-
larisation. Conversely, lower confirmation bias
leads to fragmented opinions and limited shifts
in individual beliefs. Investing heavily in a
high-resource debunking strategy can initially
align the population with the debunking agent,
but risks rapid resource depletion and dimin-
ished long-term influence.

1 Introduction and Background

The study of opinion dynamics, originating from
efforts to understand how individuals modify their
views under social influence (Kelman, 1958, 1961),
has broad applications in areas such as public
health campaigns, conflict resolution, and com-
bating misinformation. Within social networks,
opinions spread and evolve, influenced by various
factors including peer interactions (Kandel, 1986),
media exposure (Zucker, 1978), and group dynam-
ics (Friedkin and Johnsen, 2011). Developing accu-
rate models of these processes is essential not only
for predicting trends like opinion polarisation (Tan
et al., 2024) or consensus formation but also for
crafting targeted interventions to mitigate harmful
effects, such as the spread of misinformation or
societal fragmentation (Hegselmann and Krause,
2015). Agent-based models (ABMs) simulate in-
teractions among individual agents to examine the

emergent properties of opinion dynamics. These
models offer robust frameworks for analysing com-
plex scenarios (Deffuant et al., 2002; Mathias et al.,
2016), evaluating strategies to reduce negative con-
sequences, and potentially fostering constructive
social influence by integrating explicit cognitive
mechanisms into opinion-updating processes.
This work investigates how LLMs can model
human-like opinion dynamics and influence propa-
gation within social networks. Traditional ABMs
often employ simplified rules that fail to capture
the complexity of human communicative strategies.
To address this limitation, we introduce a novel
non-cooperative game framework where adversar-
ial LLMs, one spreading misinformation and the
other countering it, interact. This work introduces
a non-cooperative game where LLM agents engage
in adversarial interactions to model misinforma-
tion spread and countering. Unlike prior studies
(Wang et al., 2025; Chuang et al., 2024) on pas-
sive opinion evolution and nudging, it focuses on
resource-constrained influence operations and de-
bunking effectiveness in competitive environments.
We pose the following research questions:

RQ1 What are the emergent behaviors in networks

of agents influenced by competing LLMs?
RQ2 How does the competition between LLM
agents shape the evolution of opinion clusters

over time, also known as echo-chambers?

2 Methodology

We use LLMs to simulate the propagation and de-
bunking of misinformation on social media within
a non-cooperative game framework.

Scenario: Our scenario models an asymmetric in-
formation environment, highlighting the challenges
faced by the "Blue Team" (countering misinfor-
mation). This setup reflects adversarial dynam-
ics commonly seen in serious games or wargames
(Paul, Christopher and Connable, Ben and Welch



Many people report severe side
I effects after vaccination.
L Y
‘n .
.
mini

System Prompt = ¥
"Generate/Debunk
misinformation on topic: < ] >
{topic}" A

While vaccines may have rare side
effects, they save millions of lives.

N ~

Team Prompt = "Your
current population support:
{alignment}, counter:
{opponent's message}"

7 {opinion, potency}

Post-round Feedback =
"Followers lost/gained:
{num} after receiving
message:
{your_last_message}"

$ {New Alignment, last message}

Figure 1: In each round, the active team (Red/Blue)
generates a message that receives a potency value from
the judge. The network updates according to the BCM
algorithm. In the next round, the opposing team receives
the potency results of their rival’s message and their own
from the previous round.
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Jonathan and Rosenblatt, Nate and McNeive, Jim,
2021). The "Red Team" and "Blue Team" construct,
familiar in cybersecurity practices, is adapted from
NIST’s Glossary (National Institute of Standards
and Technology (NIST), 2015). The system com-
prises two LLM-based agents: the Red Agent
spreads misinformation, while the Blue Agent de-
bunks it. These agents operate within a directed
network of neutral agents, termed Green Nodes,
representing individuals in a population. Figure 1
illustrates this non-cooperative game structure.
Agent Roles and Mechanics: The simulation in-
corporates the following agent roles:

The Red Agent aims to amplify doubt and con-
fusion by generating misinformation of varying po-
tency. Messages of higher potency incur penalties
through rejection, reflecting real-world scenarios
where informed populations are sceptical of, and
less susceptible to, high-strength misinformation.

The Blue Agent counters the misinformation
spread by the Red Agent while operating under
a resource constraint. The cost of generating a
counter-message in each round is determined by:

Energy
Cost =
* = 00

x Potency x MaxCost (1)

where MaxCost = 5. High-potency messages
incur a greater resource cost, necessitating strategic
energy management.

Judge Agent: To ensure agents do not assign ar-
bitrarily high potencies to their messages, a Judge
Agent evaluates each message based on certain cri-
teria including clarity, evidence logical reasoning,
relevance, and impact. The Judge and Blue agents’

prompts are available in Appendix B.

Simulation settings: The simulation begins with
n nodes, of which z are initially aligned with the
Red Agent’s misinformation (pro-conspiracy), y <
n — x are aligned against it (anti-conspiracy), and
the remaining z = n — x — y are neutral. Both Red
and Blue Agents generate messages, the potencies
of which are determined by the Judge Agent.
Opinion Modeling: We use the Bounded Confi-
dence Model (BCM) (Mathias et al., 2016) to simu-
late opinion dynamics. In the BCM, a node updates
its opinion if the difference between its opinion and
that of a neighbouring node is less than a threshold
(the confirmation bias value, ©). The opinion up-
date condition and formula are summarised below:

for alln € N do
for all m € Neighbours(n) do
if |0y, — Oy,| < p then
O < O, + (O, — Oy)
end if
end for
end for

where N is the set of all nodes, O, is the opinion
of node n, and O,, is the opinion of its neighbour
m. Opinions range between [-1, 1]. Nodes with
opinions less than -0.5 are considered aligned with
the Blue Agent, those greater than 0.5 with the Red
Agent, and those in between are neutral. Nodes
were initialised with a random opinion value within
these thresholds.

Our model simulates opinion dynamics using
a two-step process for each round of interaction.
First, a message is generated by either the Red or
Blue team, characterized by a specified potency,
which determines the strength of the message, and
an influence factor, which scales its impact on the
Green network nodes. The message is broadcast to
all green (neutral) nodes in the network. Each green
node updates its opinion based on the following
update rule, provided the bem threshold condition
is met:

O < O, + (0, — Oy,)

where 1) is a scaling factor that is proportional to
the message potency, calculated as potency multi-
plied by the influence factor (both values ranging
from O to 1), while m is a neutral node adjacent to
a blue or red neighboring node n.

Following this broadcast, a general network in-
teraction is triggered in which all nodes in the net-
work influence their neighbors using the opinion
update algorithm provided earlier in this section.



Topics Classification: Topics for misinformation
include serious debates and popular conspiracy the-
ories (e.g., "The Earth is Flat") as well as more
frivolous claims (e.g., "The Moon is made of
cake"). All experimental conditions were run on
10 topics, the list of which is given in Appendix C.
The question as to whether a topic should be con-
sidered serious or satirical has been left open-ended
for readers to decide.

Models: Our study employs GPT-40 and 40O-

MINI as judges (Hurst et al., 2024; OpenAl,
2024). Experiment A compares Mixtral-8x7B-
Instruct with Gemma-2-9b (Jiang et al., 2024;
Team et al., 2024b), while experiment B evaluates
Mixtral-8x7B-Instruct against Gemini 1.5 Flash-8b
(Team et al., 2024a). Lastly, experiment C contrasts
Gemma-2-9b with Gemini 1.5 Flash-8b.
Post Round Feedback: In our simulations, agents
receive feedback after each round, including their
last message and metrics such as the percentage
of followers gained or lost. This feedback allows
them to refine their messaging strategies.

3 Simulations and Evaluation

We ran 100-round simulations using a directed
small-world network of 50 nodes, with 40% (20
nodes) initially aligned with the Blue Agent (anti-
conspiracy) and 20% (10 nodes) with the Red
Agent (pro-conspiracy), reflecting the minority sta-
tus of conspiracy theorists in social media popula-
tions (Gundersen et al., 2023; Rochert et al., 2022).
The Blue Agent started with a resource value of
100 and an influence factor of 0.6, while the Red
Agent’s influence factor was 0.5. We tested three
BCM thresholds (y): 0.3, 0.7, and 0.9.

To assess the impact of increased resource in-
vestment in debunking, we ran additional simu-
lations (v = 0.9) where the Blue Agent deliv-
ered high-potency messages in the first 20 rounds
(10 messages per agent). These messages had
their base potency scaled by 1.2, capped at 100%
(i.e., min(potency x 1.2,1.0)), simulating a "high-
resource” debunking strategy.

Simulations were performed on a local machine
with an Intel 17-1355U (13th Gen) CPU and 32 GB
RAM, using an integrated Intel Iris Xe GPU (15.8
GB shared memory) without dedicated GPU accel-
eration. For all LLMs, settings were: temperature
= 0.5, top_p = 1.0, and max_tokens = 100. Results
are presented in Section 4.

Metrics: We evaluate our simulations using the

following metrics:
Polarisation quantifies the extent of division into
opposing factions within a network, reinforcing
extreme views. It is calculated as follows (Chitra
and Musco, 2020):

1 _
P==> (0n-0) )

ney

where N is the total number of nodes, V is a list
of all nodes, O,, is the opinion of node n, and O is
the average opinion.

BCM Threshold Experiment ICC Value Krippendorff’s Alpha

A 0.660 0.653
0.3 B 0.711 0.702
C 0.707 0.702
A 0.697 0.689
0.7 B 0.780 0.776
C 0.726 0.721
A 0.581 0.567
0.9 B 0.755 0.751
C 0.710 0.706

Table 1: Across Topics Average Intraclass Correlations
(ICC) and Krippendorff’s Alpha.

Judge’s Agreement: To ensure consistent potency
assessments, two Judge Agents independently as-
signed potency values to the same message in each
round. Agreement between them was evaluated us-
ing Intraclass Correlation Coefficient (ICC), rang-
ing from O (poor) to 1 (strong agreement), and
Krippendorff’s Alpha, ranging from -1 (poor) to
1 (strong). Table 1 shows average values across
topics, indicating moderate to high agreement.

4 Results and Discussion

RQ1 explores how adversarial interactions between
competing LLM agents (representing misinforma-
tion and counter-misinformation) influence collec-
tive opinion dynamics. Specifically, we examine
the role of cognitive biases - represented by the
BCM threshold (1) - in shaping the stability and
evolution of opinion alignment. Figure 2 sum-
marises our findings.

Figure 2(a) shows the evolution of average agent
alignment across topics over time for different p.
At alow threshold (1 = 0.3), the opinion landscape
becomes highly fragmented, with the average Blue
Agent’s alignment stagnating below 40%. In con-
trast, at moderate and high thresholds (1 = 0.7
and 4 = 0.9), it rises to 42% and 46%, on av-
erage, respectively. The Red Agent’s alignment
also increases with higher thresholds, from 20% to
249, 35%, and 38%. This indicates that, without
resource constraints, accumulating support is more
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Figure 2: (a) & (c) show average population opinion percentages and average polarisation across topics for
BCM thresholds (1:) 0.3, 0.7, and 0.9 over 100 rounds with models A(—), B(- - -), and C(. . .). Red and Blue
colors indicate population’s alignment with adversarial and debunking agents respectively. Figures (b) & (d)
present opinions and polarisation for BCM threshold 0.9 over 50 rounds for the same experiments.

feasible. Furthermore, the early rounds of interac-
tion appear crucial in shaping long-term opinion
trajectories, highlighting the strategic importance
of early influence.

Figure 2(c) shows the corresponding average
polarisation trends across topics. A low thresh-
old (u# = 0.3) results in only a marginal increase
in polarisation (~40%), while higher thresholds
(0 = 0.7 and p = 0.9) lead to substantially
higher polarisation levels (~65% and ~80%, re-
spectively). These results align with the BCM up-
date algorithm (Section 2) and the polarisation cal-
culation (equa 2). With a small u, agents only
update their opinions if they are already closely
aligned, resulting in multiple localised opinion clus-
ters rather than a single consensus. Consequently,
polarisation remains moderate as divergence occurs
within sub-clusters. However, at a high u, interac-
tions occur more frequently across a broader range
of opinions, amplifying extreme positions. As ob-
served in Figure 2(a) (for p = 0.9), nearly 85% of
all agents become strongly aligned with either the
Red or Blue Agent, reflecting this sharp increase in
polarisation.

RQ2 investigates optimal strategies for the Blue
Agent to effectively counter misinformation un-
der resource constraints. Specifically, we analyse
the impact of an aggressive early-game approach,
where high-potency debunking messages are de-
ployed at a substantial resource cost. Due to the
rapid resource depletion associated with this strat-
egy, these simulations were limited to 50 rounds.

Figure 2(b) shows that this aggressive strategy

enabled the Blue Agent to surpass the 50% align-
ment threshold on average, reaching a peak of 56%
in one experiment, and consistently surpassing 50%
in others (see Appendix 3). Importantly, all three
experimental conditions (A, B, and C) exhibited
higher maximum alignment compared to the pre-
vious strategies, suggesting that an initial surge of
high-potency messages leads to a greater overall
shift towards the Blue Agent’s perspective.

Figure 2(d) shows a higher average polarisation
during the first 20 rounds (corresponding to the
high-resource debunking period), followed by con-
vergence. This indicates that while an aggressive
approach initially amplifies divisions, it eventually
stabilises as the influence of misinformation di-
minishes. These findings highlight the trade-off
between immediate impact and long-term sustain-
ability in misinformation counter-strategies, em-
phasizing the importance of energy management in
prolonged engagements.

5 Conclusions and Future Work

This study examines opinion polarization in a non-
cooperative game with adversarial LLLMs spread-
ing and countering misinformation. Higher BCM
thresholds enhance faction alignment but inten-
sify societal polarization. We identify a trade-
off between immediate impact and sustainabil-
ity: high-impact interventions deplete resources
quickly, while frequent interactions may deepen
polarization. These findings inform LLM-driven
influence operations and suggest future research on
adaptive agents and real-world network integration.



Limitations

The study is based on simulated interactions rather
than real-world datasets from social media or on-
line discourse. Validating findings with empirical
data would enhance their applicability. The study
relies on the BCM, which, while effective, does
not capture more complex psychological and so-
cial dynamics influencing opinion formation, such
as emotional contagion, identity-based biases, or
network homophily.

Ethical Statement

This study, involving the simulated generation of
misinformation and counter-misinformation, neces-
sitates careful ethical considerations. To prevent
potential misuse, the specific prompts used to gen-
erate misinformation via LLMs cannot be disclosed.
Disclosure could inadvertently facilitate real-world
misinformation spread. Mitigation strategies in-
cluded containing all generated content within a
closed experimental environment, focusing the re-
search objective on analysis and countermeasure
development (not propagation), and ensuring that
any released findings emphasise generalisable in-
sights rather than specific prompt engineering tech-
niques. We underscore that responsible misinfor-
mation modelling research is paramount, ensuring
that the development of countermeasures does not
contribute to the problem itself.
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A Revisions

Limited Topics and Single Trials: Several re-
views highlighted concerns regarding the limited
number of topics (only two) and the single-run de-
sign for each experimental condition, questioning
the statistical robustness and generalisability of the
findings.

To address these concerns, we expanded our ex-
periments to cover 10 topics, increasing the total
from 18 (100-round) and 6 (50-round) experiments
to 90 (100-round) and 30 (50-round) experiments.
Additionally, concerns about statistical power were
mitigated by testing each set of hyperparameters
across three distinct model combinations (Exper-
iments A, B, and C), which consistently demon-
strated comparable performance.

Reinforcement Learning: Multiple reviewers
noted that the use of the term Reinforcement Learn-
ing used in this context was misleading. We have
replaced the usage of this term in text and figures
with "Post-round Feedback’.

Key Terminologies: Several reviews identified
insufficient explanation of key terms, such as po-
tency and influence factor, within the opinion up-
date model. In response, we have revised the
methodology section to clearly define these terms
and elaborate on their roles in the opinion update
process. Furthermore, reviewers raised concerns
about how potency is mapped to opinion scores.
This has been clarified under the Opinion Mod-
elling subsection in methodology, where we explic-

itly describe the functions of potency and influence
factor during message broadcast.

Concerns on the BCM Model: Reviewers ap-
propriately highlighted the simplicity of the BCM
model. We had acknowledged this limitation in
the manuscript, noting that the BCM model does
not account for complex psychological and social
factors influencing opinion formation, such as emo-
tional contagion, identity-based biases, or network
homophily. While exploring multiple opinion up-
date models would enhance robustness, our focus
on benchmarking opinion polarization within the
constraints of a short paper precluded such exten-
sions. Future work can consider integrating alter-
native opinion update mechanisms.

Topics & Prompts: Reviewers raised concerns
that the absence of prompts and a complete list
of topics could impede the reproducibility of our
results. To address this, we have included the Judge
Agent and Debunking Agent prompts in Appendix
B. However, in line with our Ethical Statement,
we have withheld the Misinformation Generation
Agent prompts to avoid potential misuse.

Additionally, to enhance transparency and repro-
ducibility, we have provided the complete list of
topics used in our experiments in Appendix C. De-
tailed results for each topic are also visualized in
the Appendix (Figures 3 and 4).

B Prompts
B.1 Judge Prompt

You are moderating a debate between two teams,
Red and Blue. Team Red’s goal is to spread mis-
information using emotional and provocative lan-
guage, while Team Blue’s goal is to debunk it using
factual, logical, and persuasive arguments. Evalu-
ate the potency of messages based on their effec-
tiveness at achieving their respective goals. For
Blue Team messages, factual accuracy, clarity, and
logical reasoning are critical to potency.

Important: Blue team is operating with an en-
ergy constraint; the higher the potency, the greater
the energy cost.
Similarly, the Red team gets penalized while send-
ing out messages excessively higher potencies, mir-
roring real-world situations where well-informed
populations are typically more skeptical of misin-
formation.

Evaluation Criteria:

e Clarity: Is the message clear and well-
articulated?



» Evidence: Does the message provide credible
evidence or logical reasoning?

* Relevance: Does the message effectively ad-
dress the misinformation?

* Impact: Does the message persuade or influ-
ence the audience effectively?

Examples:

» Topic: Vaccines cause side effects in rare
cases.
Red_Team: Many people report severe side
effects after vaccination. Are they being si-
lenced by big pharma?
Moderator: 75

» Topic: Vaccines cause side effects in rare
cases.
Blue_Team: While vaccines may have rare
side effects, they save millions of lives and
are rigorously tested for safety.
Moderator: 90

 Topic: Climate change effects on polar bears.
Red_Team: Polar bears are thriving, proving
climate change is just a hoax.
Moderator: 65

* Topic: Climate change effects on polar bears.
Blue_Team: Scientific studies show polar bear
populations are declining due to shrinking
Arctic ice caused by global warming.
Moderator: 88

B.2 Debunking Agent (Blue Team) Prompt

You are a government official combating misinfor-
mation on social media.
Topic: {topic}
Your goal is to debunk misinformation effectively
while maintaining trust and credibility.

Your previous message was: {prev_self_msg}
(Potency: {prev_self_potency})
The previous message resulted in a percentage pop-
ulation support of {prev_self_alignment} in your
favor, while the current alignment might be higher
or lower depending upon the response from the
opposition.

One-Shot Example for Combating Misinfor-
mation role:

User Prompt: <START>
Generate 3 messages of differing potencies. You
are working with an energy constraint. Your
remaining energy is 50.
You lose if your energy runs out. You must try to

debunk this message:

Many people report severe side effects after
vaccination. Are they being silenced by big
pharma?

Using the same messages to debunk repeatedly is
not effective.

Your current support percentage is 60.

Choose the best message for the current situation.
Return only the best message.

Your response must follow this exact format:
Best_Message: <message_content>
<END>

Assistant:

Best_Message: While vaccines may have
rare side effects, they save millions
of lives and are rigorously tested for
safety.

Generate {msg_count} messages of differing
potencies.

You are working with an energy constraint. Your
remaining energy is {energy}.

You lose if your energy runs out. You must try to
debunk this message from the opposition:
{previous_msg}.

Using the same messages to debunk repeatedly is
not effective.

Your current population support percentage is
{alignment}.

Choose the best message for the current situation.
Return only the best message.

Your response must follow this exact format:
Best_Message: <message_content>

C Topics
i | Topic Alias (used in
P figures)
1 Shape-shifting reptilian aliens control world govern- alien govt
ments.
2 Birds are actually surveillance drones operated by bird drones

the U.S. government.

Time travelers, including a bird with a baguette, sab-

otage the LHC to prevent disaster. bread bird lhe

4 | The moon is made of cake. cake moon
R e
6 | The Earth is flat. flat earth
7 The HAARP facility in Alaska is a secreF weapon haarp
used to manipulate weather and control minds.
Moon is an artificial satellite created by extraterres- | moon alien

trials. satellite

9 | The moon landing was fake. moon landing

The Titanic was switched with its sister ship, the

. . titanic
Olympic, as part of an insurance scam.

Table 2: Topics and their Aliases
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Figure 3: Opinion percentages of all topics across all 3 BCM thresholds: 0.3, 0.7, and 0.9 with all three model
combinations: A(—), B(- - -), and C(...). The threshold 0.9+ experiments employed high-resource debunking
strategies over 50 rounds with a threshold of 0.9, where the blue team generated high-potency messages during the
first 20 rounds.
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Figure 4: Polarisations of all topics across all 3 BCM thresholds: 0.3, 0.7, and 0.9 with all three model combinations:
A(—), B(- - -), and C(. . .). The threshold 0.9+ experiments employed high-resource debunking strategies over 50
rounds with a threshold of 0.9, where the blue team generated high-potency messages during the first 20 rounds.
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