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Abstract
Many challenging reasoning tasks require not001
just rapid, intuitive responses, but a more de-002
liberate, multi-step approach. Recent progress003
in large language models (LLMs) highlights004
an important shift from the “System 1” way005
of quick reactions to the “System 2” style006
of reflection-and-correction problem solving.007
However, current benchmarks heavily rely on008
the final-answer accuracy, leaving much of a009
model’s intermediate reasoning steps unexam-010
ined. This fails to assess the model’s ability011
to reflect and rectify mistakes within the rea-012
soning process. To bridge this gap, we intro-013
duce FINEREASON, a logic-puzzle benchmark014
for fine-grained evaluation of LLMs’ reason-015
ing capabilities. Each puzzle can be decom-016
posed into atomic steps, making it ideal for017
rigorous validation of intermediate correctness.018
Building on this, we introduce two tasks: state019
checking, and state transition, for a compre-020
hensive evaluation of how models assess the021
current situation and plan the next move. To022
support broader research, we also provide a023
puzzle training set aimed at enhancing perfor-024
mance on general mathematical tasks. We show025
that models trained on our state checking and026
transition data demonstrate gains in math rea-027
soning from 82.3% to 87.4% on GSM8K using028
the DeepSeek-R1-Distill-Qwen-7B model.029

1 Introduction030

In cognitive science, human reasoning is typically031

characterized by two distinct systems: (i) System032

1, which is fast, automatic, and effortless, and (ii)033

System 2, which is slow, analytical, and effort-034

ful (Kahneman, 2011). System 2 reasoning enables035

humans to proactively anticipate future outcomes,036

reassess intermediate states, and iteratively refine037

solutions (Yao et al., 2023), thereby allowing them038

to tackle more complex reasoning tasks. Recent039

studies (OpenAI, 2024; Snell et al., 2024; Guo040

et al., 2025; Team, 2025) suggest that large lan-041

guage models (LLMs) can attain advantages akin042
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1. State Checking

💻 Yes!
󰠁 Is this state solvable?

2. State Transition

💻 Try 1 at (3, 4)
󰠁 What’s the next move?

Atomic step

State

Forward move

Backtracking

1. State Checking

💻 No!
󰠁 Is this state solvable?

2. State Transition

💻 Remove 1 at (3, 4)
󰠁 What’s the next move?

Figure 1: An illustration of stepwise state checking and
transition in a Sudoku solution tree.

to those of System 2 reasoning. Instead of gener- 043

ating answers directly, these models can engage 044

in iterative reflection and correction to refine their 045

reasoning processes (Shinn et al., 2023), leading 046

to impressive performance on reasoning-intensive 047

tasks such as mathematics and coding (Qin et al., 048

2024; Muennighoff et al., 2025). 049

Despite these improvements, the underlying rea- 050

soning mechanisms responsible for these enhance- 051

ments remain underexplored. Existing reasoning 052

benchmarks primarily focus on the final-answer ac- 053

curacy (Hendrycks et al., 2020; Cobbe et al., 2021; 054

Chen et al., 2021; Hendrycks et al., 2021), which 055

offers limited insight into LLMs’ internal reasoning 056

processes, such as reflection and correction. For 057

instance, a model might reach a correct conclusion 058

through flawed reasoning (Zelikman et al., 2022; 059

Creswell et al., 2023; Lightman et al., 2024). This 060

diminishes the trustworthiness of model’s outputs, 061

posing potential risks in practical usages. More- 062

over, models may achieve high accuracy by exploit- 063
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Time Name Ailment Insurer

7am

8am

9am

Sudoku

Fill the numbers 1-9 exactly 
once in every row, column, 
and 3x3 subgrid

Graph Coloring Grid Puzzles
Apply basic arithmetic 
operations to reach exactly 
24

Game of 24
Assign colors to each vertex 
so that no two adjacent 
vertices share the same 
color

Assign the attributes from 
categories based on the clues

Clues:

1. The patient suffering from back pain 

has an appointment 1 hour before Guy.

2. …

x + – ÷

Figure 2: An illustration of four puzzle categories in FINEREASON.

ing superficial patterns in the training data (Roelofs064

et al., 2019; Enström et al., 2024), making it diffi-065

cult to ascertain whether the observed performance066

gain truly stems from deliberative reasoning. There-067

fore, there is a pressing need for more comprehen-068

sive reasoning benchmarks that assess the integrity069

of intermediate processes.070

In this work, we present FINEREASON, a logic-071

puzzle benchmark for granular evaluation of LLMs’072

reasoning capabilities. FINEREASON includes four073

types of puzzles: Sudoku, Graph Coloring, Game074

of 24, and Grid Puzzles. Solving a logic puzzle075

involves a series of discrete steps, and its explicit076

rules make it straightforward for validating the in-077

termediate states. To structure our evaluation, we078

propose two key actions: state checking and state079

transition in each atomic step, as shown in Fig-080

ure 1. State checking predicts whether the current081

state can lead to a solvable solution (Agarwal et al.,082

2019; Wang et al., 2024). It captures both retro-083

spective evaluation of prior steps, a common rea-084

soning pattern in current LLMs’ outputs (Lightman085

et al., 2024), and prospective analysis of future086

steps. Meanwhile, state transition focuses on deter-087

mining the next valid step, either moving forward088

or backtracking to the previous state. Together,089

these two tasks cover the entire puzzle-solving pro-090

cess, revealing the internal reasoning processes of091

reflection, correction, and exploration of alternative092

paths in LLMs.093

Our evaluation results show that OpenAI-094

o1 (OpenAI, 2024) outperforms Gemini-2.0-Flash-095

Thinking (Google, 2024) by a large margin of096

19.7%, despite both being reasoning-oriented mod-097

els that already excel at common math and coding098

tasks. On the other hand, general-purpose mod-099

els, such as GPT-4o (OpenAI et al., 2024), GPT-100

3.5 (OpenAI, 2022), Qwen2.5-72b-Instruct (Qwen 101

et al., 2025), and Gemini-2.0-Flash (Google, 2024) 102

struggle with deep reasoning, often making near- 103

random guesses during state checking and showing 104

extremely low performance in state transition task. 105

To improve models’ reasoning capabilities, we de- 106

velop a specialized training set about state checking 107

and transition. Integrating our dataset with math 108

training data consistently boosts performance on 109

mathematical reasoning. For example, when ap- 110

plied to GSM8K using the DeepSeek-R1-Distill- 111

Qwen-7B model, our state checking and transition 112

data improve overall math reasoning accuracy from 113

82.3% to 87.4%, compared to models trained ex- 114

clusively on math data. This suggests that our data 115

offers a straightforward way to boost the reasoning 116

abilities of LLMs, thereby enhancing performance 117

on other reasoning-intensive tasks. 118

Our main contributions are three-fold: 1) We 119

introduce FINEREASON, a fine-grained, puzzle- 120

based benchmark accompanied by systematic eval- 121

uations on state checking and transition, to compre- 122

hensively evaluate reasoning capabilities of LLMs. 123

2) Our experiments reveal substantial limitations 124

in deep reasoning among general-purpose models, 125

and even in the leading reasoning model, Gemini- 126

2.0-Flash-Thinking, leaving substantial room for 127

improvement. 3) We develop a supplementary train- 128

ing set focused on puzzles, which enhances general 129

mathematical reasoning in LLMs. 130

2 FINEREASON 131

We present FINEREASON, a logic-puzzle bench- 132

mark that comprehensively assesses LLMs’ reason- 133

ing abilities through stepwise evaluation of state 134

checking and transition. An overview of each puz- 135

zle is shown in Figure 2. Inspired by the adage 136
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Puzzle Puzzle State Minimal Move
Sudoku Partial / Complete 9x9 board Add / Remove a digit
Graph Coloring A graph of partially / completely colored vertex Color / Uncolor a vertex
Game of 24 Partial / Complete arithmetic expression Apply / Unapply an operation to two remaining numbers
Logic Grid Puzzles Partial / Complete grid Assign / Remove attributes according to a given clue

Table 1: The definition of minimal move for each category of logic puzzles in our FINEREASON.

“think twice before acting,” the two actions capture137

how models assess the current situation (i.e., state138

checking) and plan the next move (i.e., state transi-139

tion), which is essential for deliberate reasoning.140

Formally, we represent the reasoning process141

of a logic puzzle as p = {p1, p2, ..., pn}, where142

n denotes the number of atomic steps. Each step143

pi consists of a puzzle state si and two actions:144

state checking aci and state transition ati, i.e., pi =145

(si, a
c
i , a

t
i). Applying these actions to si produces146

the next state si+1. The puzzle-solving process147

begins at an initial state s1 and proceeds through148

a sequence of such atomic steps until reaching the149

solution state sn that satisfies all constraints.150

In the following section, we first introduce a tree-151

based approach for step decomposition(§2.1) in our152

puzzles. We then describe the two key actions –153

state checking and state transition – that facilitate154

fine-grained reasoning evaluation of models (§2.2).155

2.1 Tree-based Puzzle Decomposition156

Puzzle solving can be represented as a tree, where157

nodes correspond to intermediate states describing158

the completion stage of the current puzzle, and159

edges represent the execution of state checking and160

state transition, as illustrated in Figure 1. Edges161

are bidirectional, enabling both the exploration of162

child states and backtracking to the parent state163

when encountering dead ends. This process begins164

at the root node s1 and terminates at a solution165

leaf sn, potentially requiring multiple backtracks166

to explore alternate paths.167

To capture all possible states, we perform a168

depth-first search (DFS) from the initial puzzle169

state s1 until no further valid states remain for ex-170

ploration. Each DFS step involves a minimal move171

to ensure that no valid state is overlooked. For ex-172

ample, in Sudoku, we add or remove only a single173

digit at each step. Table 1 summarizes the defini-174

tion of a minimal move for each puzzle category.175

Additionally, we translate puzzle rules into exe-176

cutable code to automatically validate each state.177

Sudoku. Given a partially filled 9 × 9 Sudoku178

grid, the aim is to fill the remaining cells such that179

each row, each column, and each of the nine 3× 3 180

subgrids contains all digits from 1 to 9 exactly 181

once. A Sudoku state can be either a partially or 182

fully completed 9×9 grid. The former refers to any 183

intermediate state si encountered during the rea- 184

soning process, while the latter is the final solvable 185

state sn. A minimal move consists of either adding 186

a number to the grid for exploration or removing 187

a number for backtracking. Our Sudoku questions 188

are collected from Kaggle.1 189

Graph Coloring. The puzzle of graph coloring 190

is to assign colors to each vertex in a graph such 191

that no two adjacent vertices share the same color. 192

Each puzzle specifies a maximum number of col- 193

ors allowed in a graph. A graph coloring state is 194

either a partially colored graph, denoted as si, or a 195

completely colored graph, denoted as sn. A min- 196

imal move involves either assigning a color to a 197

vertex or removing a color from a vertex. To cre- 198

ate the questions, we generate random graphs and 199

find their respective chromatic numbers using the 200

backtracking algorithm (van Beek, 2006). 201

Game of 24. In Game of 24, given four numbers, 202

the task is to apply basic arithmetic operations (ad- 203

dition, subtraction, multiplication, and division) in 204

any order to reach exactly the value of 24. Each 205

number must be used exactly once. Each state is a 206

partial or complete arithmetic expression. The min- 207

imal move is to apply or unapply an operation to 208

two of the remaining numbers. We use the dataset 209

from Yao et al. (2023). 210

Logic Grid Puzzles. Logic grid puzzles require 211

filling a grid with attributes from multiple cate- 212

gories (e.g., color, time) based on a set of textual 213

clues. Each attribute should appear exactly once 214

per category and satisfy all given clues. Each state 215

can be a partially filled or fully completed grid, 216

with the minimal move being adding or removing 217

a combination of attributes specified in a clue. Un- 218

like previous puzzles, translating textual clues into 219

verification code is challenging in logic grid puz- 220

zles, especially when it involves attribute compar- 221

1https://www.kaggle.com/datasets/bryanpark/sudoku
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isons. To address this issue, we define three func-222

tions: r(v) and c(v) to retrieve the row and column223

numbers of an attribute v, and T (i, j) to identify224

the attribute at row i and column j. These func-225

tions encode attributes to a structured axis space.226

Thus, the textual clues can be parsed into con-227

ditions involving r(v), c(v), and T (i, j) for con-228

straint checks. For example, Clue 1 in Figure 2 can229

be parsed to T (r(“Guy”), c(“Time”))−T (r(“back230

pain”), c(“Time”)) == 1. We annotate one sam-231

ple for one-shot prompting using GPT-4o for initial232

parsing, followed by manual verification. We en-233

sure all solutions pass the coded clues. Our grid234

puzzle data is constructed from the dataset col-235

lected by Tyagi et al. (2024).236

2.2 Evaluation Tasks237

We define two key actions, state checking and state238

transition, which enable movement between states.239

State Checking. State checking involves assess-240

ing if a given state si can lead to a solvable leaf241

sn. Based on our constructed puzzle tree, we la-242

bel a state as solvable if at least one valid solution243

exists in the subtree of si. To ensure a diverse dif-244

ficulty range, we uniformly sample both solvable245

and unsolvable states across different tree depths.246

For each sampled state, we prompt models to eval-247

uate its solvability with puzzle rules, prior visited248

states, and the current state (see Appendix A.2). In249

general, state checking evaluates two key aspects:250

1) It tests if a model can reflect on prior steps (i.e.,251

states and actions) to avoid rule violations (e.g.,252

preventing duplicate "1"s in a Sudoku row). 2) It253

requires models to anticipate potential dead ends254

by looking ahead. The second aspect, however,255

requires a higher level of reasoning to proactively256

detect states that are unsolvable.257

State Transition. State transition involves mak-258

ing the minimal move defined in §2.1, which re-259

quires models to determine the next valid state.260

Based on the state-checking results, models should261

proceed if the state is solvable and backtrack oth-262

erwise. Specifically, at a solvable state, a correct263

transition would be an unvisited child of the given264

state. At an unsolvable state, the correct move is to265

backtrack to its parent state. To isolate the impact266

of state transition from incorrect state checking, our267

evaluation provides the ground-truth state-checking268

labels. We sample states from the puzzle tree and269

construct prompts with puzzle rules, prior visited270

states, the sampled state, and some unsolvable child271

Puzzle Model End-to-end Acc.

Sudoku

GPT-4o 0
GPT-3.5 0
Gemini-F 5.9
Qwen2.5-Inst 0
Gemini-FT 0
o1 0

Graph Coloring

GPT-4o 7.8
GPT-3.5 3.9
Gemini-F 35.3
Qwen2.5-Inst 2.0
Gemini-FT 80.4
o1 78.4

Game of 24

GPT-4o 15.3
GPT-3.5 3.1
Gemini-F 83.7
Qwen2.5-Inst 17.3
Gemini-FT 48.0
o1 54.1

Grid Puzzles

GPT-4o 2.2
GPT-3.5 2.2
Gemini-F 10.9
Qwen2.5-Inst 4.4
Gemini-FT 34.8
o1 45.7

Table 2: A preliminary study of End-to-end puzzle-
solving performance of LLMs.

states (see Appendix A.2). The inclusion of unsolv- 272

able child states is to assess whether models can 273

effectively bypass these bad states. 274

3 Experimental Setup 275

Datasets. We sample 500 intermediate states per 276

puzzle category, resulting in 2000 test instances 277

for each task: state checking and state transition. 278

Dataset statistics are included in Appendix A.1. 279

Implementations. To elicit the reasoning capa- 280

bility of LLMs, we leverage the zero-shot chain 281

of thought (CoT) prompting (Kojima et al., 2022). 282

To ensure a genuine evaluation of LLM’s inherent 283

reasoning capabilities, we explicitly include the in- 284

struction “Do not solve using programming” 285

in the prompt, restricting the models from relying 286

on programmatic solutions. 287

Models. We select the best-performing open 288

and closed-source models, including 1) reasoning- 289

oriented models with deep thinking: o1 (Ope- 290

nAI, 2024), Gemini-2.0-Flash-Thinking (Gemini- 291

FT, Google (2024)), and 2) general-purposed mod- 292

els that perform straightforward execution: GPT- 293

4o (OpenAI et al., 2024), GPT-3.5 (OpenAI, 2022), 294

Gemini-2.0-Flash (Gemini-F, Google (2024)), and 295
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Puzzle Model SC Acc. ST Acc. Avg.

Sudoku

Random 50.0 - -
GPT-4o 52.4 38.8 45.6
GPT-3.5 49.0 10.6 29.8
Gemini-F 50.4 39.0 44.7
Qwen2.5-Inst 51.6 26.6 39.1
Gemini-FT 69.2 48.8 59.0
o1 81.0 70.2 75.6

Graph Coloring

Random 50.0 - -
GPT-4o 56.4 49.4 52.9
GPT-3.5 52.2 20.4 36.3
Gemini-F 56.8 45.8 51.3
Qwen2.5-Inst 58.6 35.4 47.0
Gemini-FT 92.6 46.4 69.5
o1 94.6 65.0 79.8

Game of 24

Random 50.0 - -
GPT-4o 82.6 23.0 52.8
GPT-3.5 56.4 14.2 35.3
Gemini-F 93.4 54.6 74.0
Qwen2.5-Inst 88.2 39.2 63.7
Gemini-FT 96.0 48.6 72.3
o1 97.4 86.6 92.0

Grid Puzzles

Random 50.0 - -
GPT-4o 52.4 10.0 31.2
GPT-3.5 42.6 11.4 27.0
Gemini-F 37.4 18.8 28.1
Qwen2.5-Inst 40.8 9.6 25.2
Gemini-FT 89.0 51.4 70.2
o1 88.8 77.6 83.2

Table 3: The state checking and transition accuracy
using FINEREASON, where SC and ST denote state
checking and transition, respectively.

Qwen2.5-72B-Instruct (Qwen2.5-Inst, Qwen et al.296

(2025)).297

4 Evaluation Results298

4.1 Preliminary: End-to-End Puzzle Solving299

We report a preliminary evaluation of end-to-end300

puzzle solving in Table 2. Despite their excep-301

tional performance in coding and math (Qwen et al.,302

2025), these models perform notably weak on end-303

to-end puzzle solving. Additionally, there are some304

counter-intuitive observations. Gemini-F outper-305

forms Gemini-FT on Sudoku and Game of 24 but306

is less effective on the other two puzzles. These307

inconsistencies raise questions about the reliability308

of using end-to-end puzzle solving as a metric for309

evaluating LLMs’ reasoning capabilities.310

4.2 Main results311

Table 3 summarizes the overall results of state312

checking and transition across different puzzles.313

The results reveal noticeable performance gaps314

between reasoning-oriented and general-purposed315

models on both tasks. For the state-checking task,316

reasoning-oriented models, like o1 and Gemini-FT,317

lead the performance and are consistently superior318

to the random baseline in every puzzle. In contrast,319

general-purposed models barely reach or slightly 320

surpass the random baseline in tasks such as Su- 321

doku and Graph Coloring. A similar trend is held 322

in the state-transition task, especially in the Game 323

of 24 and Grid Puzzles. These findings verify that 324

inference-time scaling can significantly enhance 325

reasoning capabilities (Snell et al., 2024; Muen- 326

nighoff et al., 2025). 327

For reasoning models, Gemini-FT is on par with 328

o1 in state checking but consistently lags behind 329

o1 in state transition across all puzzle categories. 330

This indicates, compared to o1, Gemini-FT has 331

certain shortcomings in its reasoning process, par- 332

ticularly in error revision. These findings align well 333

with our practical experience of using these models, 334

which provides empirical evidence that FINEREA- 335

SON reflects a more accurate evaluation of LLMs’ 336

reasoning capabilities. 337

Moreover, we observe that most models exhibit 338

a significant “execution gap”: they perform better 339

in state checking than in state transition. This sug- 340

gests that instead of correctly progressing through 341

intermediate states, models tend to take shortcuts 342

to reach the final answer. 343

4.3 State-Checking Patterns 344

A key feature of state checking is to lookahead at 345

potential paths. To analyze models’ behaviorals in 346

this task, we report the state-checking precision, 347

recall, and F1 scores in Table 4. We designate un- 348

solvable states as positive cases. Therefore, recall 349

measures how likely a model detects the dead ends, 350

whereas precision shows the reliability of predict- 351

ing unsolvable states. 352

We find that reasoning models can reliably draw 353

state-checking conclusions. For general models 354

(GPT-4o, Gemini-F, Qwen2.5-Inst), we observe 355

contrasting behaviors in different tasks. In Sudoku, 356

the recall is generally low. However, they can ef- 357

fectively detect dead ends in the game of 24, as 358

indicated by the high recall scores. This differ- 359

ence could be attributed to a deeper puzzle tree 360

of Sudoku, posing a greater challenge in detecting 361

unsolvable states. The above results suggest that 362

general LLMs tend to make overly optimistic de- 363

cisions (i.e., predicting solvable) when faced with 364

tasks that exceed their actual capabilities. 365

Nevertheless, GPT-4o and Qwen2.5-Inst show 366

high precision. This suggests that these models 367

are conservative and might not attempt to classify 368

states as unsolvable unless they are very confident. 369

We have also observed significant gaps between 370
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Puzzle Model Recall Precision F1

Sudoku

GPT-4o 6.4 80.0 11.9
GPT-3.5 28.0 49.0 35.6
Gemini-F 3.2 57.1 6.06
Qwen2.5-Inst 4.8 75.0 9.02
Gemini-FT 87.2 64.3 74.0
o1 73.2 86.7 79.4

Game 24

GPT-4o 95.6 75.9 84.6
GPT-3.5 54.8 56.6 55.7
Gemini-F 98.8 89.2 93.7
Qwen2.5-Inst 97.6 82.2 89.2
Gemini-FT 94.8 97.5 96.1
o1 95.6 99.2 97.4

Table 4: Precision, recall, and F1 scores of state-
checking task in FINEREASON.

39.2%

17.6%

15.7%
13.7%

11.8%

2%

Misinterpretation of Premises
Exploration and Backtracking Issues
Inconsistent Reasoning
Conflicts Resolving Failure
False Premise
Others

Figure 3: Human analysis of error types.

recall and precision in the other tasks: Graph Col-371

oring and Grid Puzzles as reported Appendix A.4.372

4.4 Quality Analysis of State Checking373

To examine the errors made in state checking, we374

conduct a human analysis of the mistakes from the375

best-performing model, o1, in Figure 3. The most376

common error is Misinterpretation of Premises,377

where o1 incorrectly uses available information378

to reach a faulty conclusion. For instance, in a379

grid puzzle, given the clue “The chocolate piece,380

Joey’s cake, and the $125 cake are three different381

cakes,” o1 may still mistakenly consider Joey’s382

cake and the $125 cake to be the same. Addition-383

ally, the model sometimes fails to explore alterna-384

tive paths, leading to incorrect classification. Other385

mistakes include drawing a wrong conclusion de-386

spite correct deductions (Inconsistent Reasoning),387

failure to recognize conflicting information (Con-388

flicts Resolving Failure), nonexistent constraints389

(False Premise), and a few instruction-following390

errors.391

4.5 State-Transition Performance Breakdown392

The left part of Figure 4 shows the Sudoku state-393

transition performance breakdown for each class394

(solvable vs. unsolvable). We can observe that395

most models transit much better on solvable states 396

than on unsolvable ones. The large gap indicates 397

that models are better at proceeding forward from 398

a valid state than backtracking. This finding may 399

contribute to a forward-generation reasoning style 400

of LLMs. This trend does not apply to GPT-3.5, 401

which shows weak performance and tends to rely 402

primarily on random guessing. 403

The right chart illustrates the errors typically 404

made by each model. Starting from solvable states, 405

there are three common errors: making multiple 406

moves (Multiple Moves), the move violating Su- 407

doku rules (Invalid Move), transitioning to an un- 408

solvable child state (Unsolvable Child) In contrast, 409

when transitioning from unsolvable states, two pri- 410

mary errors are: failing to return to the parent state 411

(Backtracking failure) and making an additional 412

move to a sibling state after backtracking (Sib- 413

ling). Among these errors, Backtracking Failure 414

is the most frequent across all models. Models 415

sometimes jump back more than one level (e.g., 416

to a grandparent state) or to a wrong parent state, 417

indicating that LLMs struggle with the step-by- 418

step backtracking. For reasoning models (o1 and 419

Gemini-FT), sibling is the second most frequent er- 420

ror. This error arises because the models violate the 421

minimal move principle (Table 1), highlighting a 422

deficiency in their instruction-following capability. 423

For general models, they also frequently commit 424

an invalid move. This shows that general models 425

often fail to adequately check Sudoku rules. 426

4.6 Performance by Difficulty Level 427

To understand the state-checking performance 428

across difficulty levels, we plot the density dia- 429

grams based on the number of unfilled cells in the 430

current Sudoku state. Sudoku states with fewer 431

empty cells are more likely to be predicted cor- 432

rectly. As the number of unfilled cells increases, 433

the problem becomes more complex and requires 434

more exploration, the proportion of incorrect pre- 435

dictions increases. 436

5 Training Results 437

As highlighted in §4, most models still lack state- 438

checking and state-transition abilities, which are es- 439

sential for reasoning. We hypothesize that training 440

on these tasks can enhance performance on other 441

reasoning-intensive tasks like math. To validate our 442

hypothesis, we construct a training set consisting 443

of state-checking and state-transition data from Su- 444
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Figure 4: Performance breakdown and error analysis of state-transition in Sudoku.

Figure 5: Density plot of number of empty cells for
correct vs. incorrect predictions.

doku, Graph Coloring, and Game of 24. We then445

train models on a mixture of this puzzle data and446

standard math data to test whether reasoning skills447

transfer beyond the puzzles themselves, ultimately448

improving overall mathematical reasoning.449

Experimental Setup. Our puzzle answer is easy450

to verify, which is suitable for Reinforcement451

Learning. Specifically, we perform GRPO (Shao452

et al., 2024) on DeepSeek-R1-Distill-Qwen-1.5B453

and DeepSeek-R1-Distill-Qwen-7B (DeepSeek-AI454

et al., 2025). We prepare 10, 000 samples from our455

puzzle dataset, and another 15, 000 samples from456

MetaMathQA (Yu et al., 2024), a popular train-457

ing set for mathematical reasoning. Other training458

details are reported in Appendix A.3.459

Improvements on math benchmarks. We start460

with 2, 000 training samples, with a 1 : 1 distribu-461

tion between math and puzzle data. We compare462

with two baselines: first is the base model, sec-463

ond is training with entirely math samples. The464

results in Table 5 show that combining puzzle465

data with MetaMath yields the highest accuracy466

Model Data GSM8K MATH

DeepSeek-R1-Distill-Qwen-1.5B
None 65.5 45.6
Math-only 73.6 51.1
Mixed 76.1 53.1

DeepSeek-R1-Distill-Qwen-7B
None 79.7 63.2
Math-only 82.3 70.7
Mixed 87.4 71.4

Table 5: Training with our puzzle data improves math
reasoning on GSM8K and MATH.

on both GSM8K and MATH for both models, out- 467

performing training on MetaMath alone. This con- 468

sistent performance improvement suggests that the 469

state-checking and state-transition logic of puzzle- 470

solving generalize to more general mathematical 471

problems, aligning well with our initial hypothesis. 472

Optimal Ratio. To investigate the optimal ratio be- 473

tween puzzle-based and math-based data, we vary 474

the proportion of math samples from 0.4 to 1.0 in a 475

combined training set of 10k samples. In Figure 7, 476

the performance on GSM8K steadily improves as 477

the math ratio increases, peaking at a ratio of 0.8. 478

Beyond this point, increasing the math ratio further 479

results in lower accuracy. This suggests that nei- 480

ther pure math training nor pure puzzle training is 481

optimal. Instead, a balanced combination of puzzle- 482

based and traditional math data provides the best 483

generalization. This indicates that our puzzle-based 484

data though simple can complement the reasoning 485

in standard math problems. 486

Scaling. We investigate the scaling effect of us- 487

ing math-only and mixed math-puzzle data. For 488

the mixed data, we keep the ratio of math to 0.8. 489

As we increase the number of training samples, 490

both math-only and mixed approaches benefit from 491

scaling up. Noticeably, the mixed approach con- 492

sistently outperforms math-only. While math-only 493

training shows diminishing returns or even slight 494

7
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Figure 7: The scaling performance on GSM8K.

declines beyond 7.5k samples, the mixed approach495

continues to improve, reaching an accuracy peak496

of 81.3% with around 12.5k samples. This scal-497

ing phenomenon suggests the great potential of498

our simple puzzle data for enhancing the overall499

reasoning capability of LLMs.500

6 Related Work501

LLM Reasoning. Developing models to reason502

is a primary goal in natural language process-503

ing (Wos et al., 1992; Yang et al., 2018). Re-504

cently, LLMs, combined with prompting methods505

like CoT (Wei et al., 2022), Tree of Thought (Yao506

et al., 2023), and Self-Consistency (Wang et al.,507

2023) have shown remarkable performance across508

various reasoning tasks (Cobbe et al., 2021; Srivas-509

tava et al., 2022). For evaluation, current work pri-510

marily focuses on the final accuracy in reasoning-511

intensive domains like mathematics (Cobbe et al.,512

2021; Hendrycks et al., 2021; Chen et al., 2023;513

Rein et al., 2023; Ma et al., 2024), coding (Chen514

et al., 2021; Austin et al., 2021), commonsense (Mi-515

haylov et al., 2018; Hendrycks et al., 2020), and516

logical reasoning (Yao et al., 2023; Long, 2023).517

However, as inference-time scaling gains impor-518

tance (Snell et al., 2024; Guo et al., 2025), it’s519

crucial to assess how effectively LLMs perform 520

reflection and correction during reasoning. Tyagi 521

et al. (2024) manually analyze LLMs’ reasoning 522

chains in logic puzzles, limiting scalability. Some 523

studies (Singh et al., 2024; Zeng et al., 2024) eval- 524

uate LLMs’ ability to handle reasoning mistakes, 525

but the rule-based errors may be easily addressed 526

by current LLMs. Moreover, they only statically 527

assess LLMs reflection on past steps. In our work, 528

we evaluate logic puzzles that significantly chal- 529

lenge current models and introduce two tasks that 530

more closely reflect reasoning skills. 531

Puzzle Solving Tasks. Logic puzzles aim to de- 532

duce solutions from a set of rules (Giadikiaroglou 533

et al., 2024). These puzzles hardly rely on prior 534

knowledge of LLMs, making it ideal for thor- 535

oughly evaluating the reasoning capabilities (Li 536

et al., 2024). Recent studies have explored LLMs 537

on various puzzles with different emphases (Mittal 538

et al., 2024). For example, Ishay et al. (2023); Long 539

(2023) evaluate LLMs on Sudoku, challenging their 540

numerical combination skills. Similarly, Ding et al. 541

(2023); Yao et al. (2023) use the game of 24 to as- 542

sess arithmetic calculations and strategic thinking. 543

Other puzzles, such as grid puzzles (Dziri et al., 544

2024; Tyagi et al., 2024), crosswords (Yao et al., 545

2023), chess puzzles (Feng et al., 2024), mazes (No- 546

ever and Burdick, 2021), and Minesweeper (Li 547

et al., 2024), have also been investigated. Neverthe- 548

less, the current evaluation of puzzles still focuses 549

on final accuracy. 550

7 Conclusion 551

In this work, we introduced FINEREASON, a novel 552

logic-puzzle benchmark designed to comprehen- 553

sively evaluate the reasoning capabilities of LLMs. 554

Unlike existing benchmarks that focus mainly on 555

final-answer accuracy, FINEREASON delves into 556

intermediate reasoning steps, specifically empha- 557

sizing state checking and transition actions. This 558

fine-grained evaluation captures a model’s ability to 559

reflect, lookahead, and correct, which are vital as- 560

pects of human-like System 2 reasoning. Our exper- 561

iments reveal significant gaps between reasoning- 562

oriented and general-purpose LLMs, emphasizing 563

the necessity to consider reflection and correction 564

for robust reasoning evaluation. Furthermore, using 565

puzzle-based data for training can enhance perfor- 566

mance in broader mathematical tasks, highlighting 567

the scalability of this approach and its potential to 568

complement reasoning in standard math problems. 569
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Limitations570

Firstly, in our study, we employ the textual table571

as a representation of the puzzle state. Our evalua-572

tion shows that LLMs can reasonably understand573

such table format. Still, it is possible to explore574

other representation formats such as a coordinate575

or an image. Particularly, the image format can576

be further used to facilitate the evaluation of multi-577

modal reasoning. This could be a possible future578

extension of our work.579

Secondly, we employ zero-shot CoT (Kojima580

et al., 2022) as the prompt for generation in all581

our evaluations. While advanced prompting tech-582

niques such as Tree of Thoughts (Yao et al., 2023)583

have the potential to enhance performance, using584

them might shift the focus away from evaluating585

the genuine reasoning capabilities of LLMs without586

relying heavily on external assistance.587

References588

Arpit Agarwal, Katharina Muelling, and Katerina589
Fragkiadaki. 2019. Model learning for look-ahead590
exploration in continuous control. In Proceedings591
of the AAAI Conference on Artificial Intelligence,592
volume 33, pages 3151–3158.593

Jacob Austin, Augustus Odena, Maxwell Nye, Maarten594
Bosma, Henryk Michalewski, David Dohan, Ellen595
Jiang, Carrie Cai, Michael Terry, Quoc Le, et al. 2021.596
Program synthesis with large language models. arXiv597
preprint arXiv:2108.07732.598

Mark Chen, Jerry Tworek, Heewoo Jun, Qiming599
Yuan, Henrique Ponde De Oliveira Pinto, Jared Ka-600
plan, Harri Edwards, Yuri Burda, Nicholas Joseph,601
Greg Brockman, et al. 2021. Evaluating large602
language models trained on code. arXiv preprint603
arXiv:2107.03374.604

Wenhu Chen, Ming Yin, Max Ku, Pan Lu, Yixin Wan,605
Xueguang Ma, Jianyu Xu, Xinyi Wang, and Tony606
Xia. 2023. TheoremQA: A theorem-driven question607
answering dataset. In Proceedings of the 2023 Con-608
ference on Empirical Methods in Natural Language609
Processing, pages 7889–7901, Singapore. Associa-610
tion for Computational Linguistics.611

Karl Cobbe, Vineet Kosaraju, Mohammad Bavarian,612
Mark Chen, Heewoo Jun, Lukasz Kaiser, Matthias613
Plappert, Jerry Tworek, Jacob Hilton, Reiichiro614
Nakano, et al. 2021. Training verifiers to solve math615
word problems. arXiv preprint arXiv:2110.14168.616

Antonia Creswell, Murray Shanahan, and Irina Higgins.617
2023. Selection-inference: Exploiting large language618
models for interpretable logical reasoning. In The619
Eleventh International Conference on Learning Rep-620
resentations.621

DeepSeek-AI, Daya Guo, Dejian Yang, Haowei Zhang, 622
et al. 2025. Deepseek-r1: Incentivizing reasoning ca- 623
pability in llms via reinforcement learning. Preprint, 624
arXiv:2501.12948. 625

Ruomeng Ding, Chaoyun Zhang, Lu Wang, Yong Xu, 626
Minghua Ma, Wei Zhang, Si Qin, Saravan Raj- 627
mohan, Qingwei Lin, and Dongmei Zhang. 2023. 628
Everything of thoughts: Defying the law of pen- 629
rose triangle for thought generation. arXiv preprint 630
arXiv:2311.04254. 631

Nouha Dziri, Ximing Lu, Melanie Sclar, Xiang Lor- 632
raine Li, Liwei Jiang, Bill Yuchen Lin, Sean Welleck, 633
Peter West, Chandra Bhagavatula, Ronan Le Bras, 634
et al. 2024. Faith and fate: Limits of transformers on 635
compositionality. Advances in Neural Information 636
Processing Systems, 36. 637

Daniel Enström, Viktor Kjellberg, and Moa Johansson. 638
2024. Reasoning in transformers - mitigating spu- 639
rious correlations and reasoning shortcuts. CoRR, 640
abs/2403.11314. 641

Xidong Feng, Yicheng Luo, Ziyan Wang, Hongrui Tang, 642
Mengyue Yang, Kun Shao, David Mguni, Yali Du, 643
and Jun Wang. 2024. Chessgpt: Bridging policy 644
learning and language modeling. Advances in Neural 645
Information Processing Systems, 36. 646

Panagiotis Giadikiaroglou, Maria Lymperaiou, Giorgos 647
Filandrianos, and Giorgos Stamou. 2024. Puzzle 648
solving using reasoning of large language models: A 649
survey. In Proceedings of the 2024 Conference on 650
Empirical Methods in Natural Language Processing, 651
pages 11574–11591, Miami, Florida, USA. Associa- 652
tion for Computational Linguistics. 653

Google. 2024. Gemini-2.0-flash family. 654

Daya Guo, Dejian Yang, Haowei Zhang, Junxiao Song, 655
Ruoyu Zhang, Runxin Xu, Qihao Zhu, Shirong Ma, 656
Peiyi Wang, Xiao Bi, et al. 2025. Deepseek-r1: In- 657
centivizing reasoning capability in llms via reinforce- 658
ment learning. arXiv preprint arXiv:2501.12948. 659

Dan Hendrycks, Collin Burns, Steven Basart, Andy Zou, 660
Mantas Mazeika, Dawn Song, and Jacob Steinhardt. 661
2020. Measuring massive multitask language under- 662
standing. arXiv preprint arXiv:2009.03300. 663

Dan Hendrycks, Collin Burns, Saurav Kadavath, Akul 664
Arora, Steven Basart, Eric Tang, Dawn Song, and Ja- 665
cob Steinhardt. 2021. Measuring mathematical prob- 666
lem solving with the math dataset. arXiv preprint 667
arXiv:2103.03874. 668

Adam Ishay, Zhun Yang, and Joohyung Lee. 2023. 669
Leveraging large language models to generate answer 670
set programs. arXiv preprint arXiv:2307.07699. 671

Daniel Kahneman. 2011. Thinking, fast and slow. Far- 672
rar, Straus and Giroux. 673

9

https://doi.org/10.18653/v1/2023.emnlp-main.489
https://doi.org/10.18653/v1/2023.emnlp-main.489
https://doi.org/10.18653/v1/2023.emnlp-main.489
https://openreview.net/forum?id=3Pf3Wg6o-A4
https://openreview.net/forum?id=3Pf3Wg6o-A4
https://openreview.net/forum?id=3Pf3Wg6o-A4
https://arxiv.org/abs/2501.12948
https://arxiv.org/abs/2501.12948
https://arxiv.org/abs/2501.12948
https://doi.org/10.48550/ARXIV.2403.11314
https://doi.org/10.48550/ARXIV.2403.11314
https://doi.org/10.48550/ARXIV.2403.11314
https://doi.org/10.18653/v1/2024.emnlp-main.646
https://doi.org/10.18653/v1/2024.emnlp-main.646
https://doi.org/10.18653/v1/2024.emnlp-main.646
https://doi.org/10.18653/v1/2024.emnlp-main.646
https://doi.org/10.18653/v1/2024.emnlp-main.646
https://deepmind.google/technologies/gemini/flash/


Takeshi Kojima, Shixiang Shane Gu, Machel Reid, Yu-674
taka Matsuo, and Yusuke Iwasawa. 2022. Large lan-675
guage models are zero-shot reasoners. In Advances676
in Neural Information Processing Systems.677

Yinghao Li, Haorui Wang, and Chao Zhang. 2024. As-678
sessing logical puzzle solving in large language mod-679
els: Insights from a minesweeper case study. In680
Proceedings of the 2024 Conference of the North681
American Chapter of the Association for Computa-682
tional Linguistics: Human Language Technologies683
(Volume 1: Long Papers), pages 59–81, Mexico City,684
Mexico. Association for Computational Linguistics.685

Hunter Lightman, Vineet Kosaraju, Yuri Burda, Harri-686
son Edwards, Bowen Baker, Teddy Lee, Jan Leike,687
John Schulman, Ilya Sutskever, and Karl Cobbe.688
2024. Let’s verify step by step. In The Twelfth Inter-689
national Conference on Learning Representations.690

Jieyi Long. 2023. Large language model guided tree-of-691
thought. arXiv preprint arXiv:2305.08291.692

Jingkun Ma, Runzhe Zhan, Derek F. Wong, Yang Li,693
Di Sun, Hou Pong Chan, and Lidia S. Chao. 2024.694
Visaidmath: Benchmarking visual-aided mathemati-695
cal reasoning. CoRR, abs/2410.22995.696

Todor Mihaylov, Peter Clark, Tushar Khot, and Ashish697
Sabharwal. 2018. Can a suit of armor conduct elec-698
tricity? a new dataset for open book question an-699
swering. In Proceedings of the 2018 Conference on700
Empirical Methods in Natural Language Processing,701
pages 2381–2391, Brussels, Belgium. Association702
for Computational Linguistics.703

Chinmay Mittal, Krishna Kartik, Parag Singla, et al.704
2024. Puzzlebench: Can llms solve challenging705
first-order combinatorial reasoning problems? arXiv706
preprint arXiv:2402.02611.707

Niklas Muennighoff, Zitong Yang, Weijia Shi, Xi-708
ang Lisa Li, Li Fei-Fei, Hannaneh Hajishirzi, Luke709
Zettlemoyer, Percy Liang, Emmanuel Candès, and710
Tatsunori Hashimoto. 2025. s1: Simple test-time711
scaling. arXiv preprint arXiv:2501.19393.712

David A. Noever and Ryerson Burdick. 2021. Puzzle713
solving without search or human knowledge: An un-714
natural language approach. ArXiv, abs/2109.02797.715

OpenAI. 2022. Gpt3.5 turbo.716

OpenAI. 2024. Learning to reason with llms.717

OpenAI, Aaron Hurst, Adam Lerer, Adam P. Goucher,718
et al. 2024. GPT-4o system card. ArXiv,719
abs/2410.21276.720

Yiwei Qin, Xuefeng Li, Haoyang Zou, Yixiu Liu, Shijie721
Xia, Zhen Huang, Yixin Ye, Weizhe Yuan, Hector722
Liu, Yuanzhi Li, et al. 2024. O1 replication journey:723
A strategic progress report–part 1. arXiv preprint724
arXiv:2410.18982.725

An Yang Qwen, Baosong Yang, Beichen Zhang, 726
Binyuan Hui, Bo Zheng, Bowen Yu, Chengyuan Li, 727
Dayiheng Liu, Fei Huang, Haoran Wei, Huan Lin, 728
Jian Yang, Jianhong Tu, Jianwei Zhang, Jianxin Yang, 729
Jiaxi Yang, Jingren Zhou, Junyang Lin, Kai Dang, 730
Keming Lu, Keqin Bao, Kexin Yang, Le Yu, Mei Li, 731
Mingfeng Xue, Pei Zhang, Qin Zhu, Rui Men, Runji 732
Lin, Tianhao Li, Tianyi Tang, Tingyu Xia, Xingzhang 733
Ren, Xuancheng Ren, Yang Fan, Yang Su, Yichang 734
Zhang, Yu Wan, Yuqiong Liu, Zeyu Cui, Zhenru 735
Zhang, and Zihan Qiu. 2025. Qwen2.5 technical 736
report. ArXiv, abs/2412.15115. 737

David Rein, Betty Li Hou, Asa Cooper Stickland, Jack- 738
son Petty, Richard Yuanzhe Pang, Julien Dirani, Ju- 739
lian Michael, and Samuel R Bowman. 2023. Gpqa: A 740
graduate-level google-proof q&a benchmark. arXiv 741
preprint arXiv:2311.12022. 742

Rebecca Roelofs, Vaishaal Shankar, Benjamin Recht, 743
Sara Fridovich-Keil, Moritz Hardt, John Miller, and 744
Ludwig Schmidt. 2019. A meta-analysis of overfit- 745
ting in machine learning. Advances in Neural Infor- 746
mation Processing Systems, 32. 747

Zhihong Shao, Peiyi Wang, Qihao Zhu, Runxin Xu, 748
Junxiao Song, Xiao Bi, Haowei Zhang, Mingchuan 749
Zhang, Y. K. Li, Y. Wu, and Daya Guo. 2024. 750
Deepseekmath: Pushing the limits of mathemati- 751
cal reasoning in open language models. Preprint, 752
arXiv:2402.03300. 753

Noah Shinn, Federico Cassano, Ashwin Gopinath, 754
Karthik R Narasimhan, and Shunyu Yao. 2023. Re- 755
flexion: language agents with verbal reinforcement 756
learning. In Thirty-seventh Conference on Neural 757
Information Processing Systems. 758

Joykirat Singh, Akshay Nambi, and Vibhav Vineet. 759
2024. Exposing the achilles’ heel: Evaluating llms 760
ability to handle mistakes in mathematical reasoning. 761
arXiv preprint arXiv:2406.10834. 762

Charlie Snell, Jaehoon Lee, Kelvin Xu, and Aviral Ku- 763
mar. 2024. Scaling llm test-time compute optimally 764
can be more effective than scaling model parameters. 765
arXiv preprint arXiv:2408.03314. 766

Aarohi Srivastava, Abhinav Rastogi, Abhishek Rao, 767
Abu Awal Md Shoeb, Abubakar Abid, Adam Fisch, 768
Adam R Brown, Adam Santoro, Aditya Gupta, 769
Adrià Garriga-Alonso, et al. 2022. Beyond the 770
imitation game: Quantifying and extrapolating the 771
capabilities of language models. arXiv preprint 772
arXiv:2206.04615. 773

Kimi Team. 2025. Kimi k1.5: Scaling reinforcement 774
learning with llms. ArXiv, abs/2501.12599. 775

Nemika Tyagi, Mihir Parmar, Mohith Kulkarni, Aswin 776
Rrv, Nisarg Patel, Mutsumi Nakamura, Arindam Mi- 777
tra, and Chitta Baral. 2024. Step-by-step reason- 778
ing to solve grid puzzles: Where do LLMs falter? 779
In Proceedings of the 2024 Conference on Empiri- 780
cal Methods in Natural Language Processing, pages 781
19898–19915. Association for Computational Lin- 782
guistics. 783

10

https://openreview.net/forum?id=e2TBb5y0yFf
https://openreview.net/forum?id=e2TBb5y0yFf
https://openreview.net/forum?id=e2TBb5y0yFf
https://doi.org/10.18653/v1/2024.naacl-long.4
https://doi.org/10.18653/v1/2024.naacl-long.4
https://doi.org/10.18653/v1/2024.naacl-long.4
https://doi.org/10.18653/v1/2024.naacl-long.4
https://doi.org/10.18653/v1/2024.naacl-long.4
https://openreview.net/forum?id=v8L0pN6EOi
https://doi.org/10.48550/ARXIV.2410.22995
https://doi.org/10.48550/ARXIV.2410.22995
https://doi.org/10.48550/ARXIV.2410.22995
https://doi.org/10.18653/v1/D18-1260
https://doi.org/10.18653/v1/D18-1260
https://doi.org/10.18653/v1/D18-1260
https://doi.org/10.18653/v1/D18-1260
https://doi.org/10.18653/v1/D18-1260
https://api.semanticscholar.org/CorpusID:237431487
https://api.semanticscholar.org/CorpusID:237431487
https://api.semanticscholar.org/CorpusID:237431487
https://api.semanticscholar.org/CorpusID:237431487
https://api.semanticscholar.org/CorpusID:237431487
https://platform.openai.com/docs/models/gpt-3-5
https://openai.com/index/learning-to-reason-with-llms/
https://arxiv.org/abs/2410.21276
https://arxiv.org/abs/2412.15115
https://arxiv.org/abs/2412.15115
https://arxiv.org/abs/2412.15115
https://arxiv.org/abs/2402.03300
https://arxiv.org/abs/2402.03300
https://arxiv.org/abs/2402.03300
https://openreview.net/forum?id=vAElhFcKW6
https://openreview.net/forum?id=vAElhFcKW6
https://openreview.net/forum?id=vAElhFcKW6
https://openreview.net/forum?id=vAElhFcKW6
https://openreview.net/forum?id=vAElhFcKW6
https://arxiv.org/abs/2501.12599
https://arxiv.org/abs/2501.12599
https://arxiv.org/abs/2501.12599
https://doi.org/10.18653/v1/2024.emnlp-main.1111
https://doi.org/10.18653/v1/2024.emnlp-main.1111
https://doi.org/10.18653/v1/2024.emnlp-main.1111


Peter van Beek. 2006. Chapter 4 - backtracking search784
algorithms. In Francesca Rossi, Peter van Beek, and785
Toby Walsh, editors, Handbook of Constraint Pro-786
gramming, volume 2 of Foundations of Artificial In-787
telligence, pages 85–134. Elsevier.788

Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc V Le,789
Ed H. Chi, Sharan Narang, Aakanksha Chowdhery,790
and Denny Zhou. 2023. Self-consistency improves791
chain of thought reasoning in language models. In792
The Eleventh International Conference on Learning793
Representations.794

Zihan Wang, Xiangyang Li, Jiahao Yang, Yeqi Liu,795
Junjie Hu, Ming Jiang, and Shuqiang Jiang. 2024.796
Lookahead exploration with neural radiance repre-797
sentation for continuous vision-language navigation.798
In Proceedings of the IEEE/CVF Conference on Com-799
puter Vision and Pattern Recognition, pages 13753–800
13762.801

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten802
Bosma, Fei Xia, Ed Chi, Quoc V Le, Denny Zhou,803
et al. 2022. Chain-of-thought prompting elicits rea-804
soning in large language models. Advances in neural805
information processing systems, 35:24824–24837.806

Larry Wos, Ross Overbeek, Ewing Lusk, and Jim Boyle.807
1992. Automated reasoning introduction and appli-808
cations. McGraw-Hill, Inc.809

Zhilin Yang, Peng Qi, Saizheng Zhang, Yoshua Ben-810
gio, William W Cohen, Ruslan Salakhutdinov, and811
Christopher D Manning. 2018. Hotpotqa: A dataset812
for diverse, explainable multi-hop question answer-813
ing. arXiv preprint arXiv:1809.09600.814

Shunyu Yao, Dian Yu, Jeffrey Zhao, Izhak Shafran,815
Thomas L. Griffiths, Yuan Cao, and Karthik R816
Narasimhan. 2023. Tree of thoughts: Deliberate817
problem solving with large language models. In818
Thirty-seventh Conference on Neural Information819
Processing Systems.820

Longhui Yu, Weisen Jiang, Han Shi, Jincheng YU,821
Zhengying Liu, Yu Zhang, James Kwok, Zhenguo Li,822
Adrian Weller, and Weiyang Liu. 2024. Metamath:823
Bootstrap your own mathematical questions for large824
language models. In The Twelfth International Con-825
ference on Learning Representations.826

Eric Zelikman, Yuhuai Wu, Jesse Mu, and Noah Good-827
man. 2022. Star: Bootstrapping reasoning with rea-828
soning. Advances in Neural Information Processing829
Systems, 35:15476–15488.830

Zhongshen Zeng, Yinhong Liu, Yingjia Wan, Jingyao Li,831
Pengguang Chen, Jianbo Dai, Yuxuan Yao, Rongwu832
Xu, Zehan Qi, Wanru Zhao, Linling Shen, Jianqiao833
Lu, Haochen Tan, Yukang Chen, Hao Zhang, Zhan834
Shi, Bailin Wang, Zhijiang Guo, and Jiaya Jia. 2024.835
MR-ben: A meta-reasoning benchmark for evaluat-836
ing system-2 thinking in LLMs. In The Thirty-eighth837
Annual Conference on Neural Information Process-838
ing Systems.839

11

https://doi.org/10.1016/S1574-6526(06)80008-8
https://doi.org/10.1016/S1574-6526(06)80008-8
https://doi.org/10.1016/S1574-6526(06)80008-8
https://openreview.net/forum?id=1PL1NIMMrw
https://openreview.net/forum?id=1PL1NIMMrw
https://openreview.net/forum?id=1PL1NIMMrw
https://openreview.net/forum?id=5Xc1ecxO1h
https://openreview.net/forum?id=5Xc1ecxO1h
https://openreview.net/forum?id=5Xc1ecxO1h
https://openreview.net/forum?id=N8N0hgNDRt
https://openreview.net/forum?id=N8N0hgNDRt
https://openreview.net/forum?id=N8N0hgNDRt
https://openreview.net/forum?id=N8N0hgNDRt
https://openreview.net/forum?id=N8N0hgNDRt
https://openreview.net/forum?id=GN2qbxZlni
https://openreview.net/forum?id=GN2qbxZlni
https://openreview.net/forum?id=GN2qbxZlni


A Appendix840

A.1 Dataset Statistics841

Figure 8 presents the statistics for the four tasks,842

including the total number of questions, as well as843

the number of solvable and unsolvable states for844

each task. For grid puzzles, we can only sample 94845

solvable states with unsolvable children, resulting846

in a somewhat imbalanced dataset. Nonetheless,847

we have maintained balance between solvable and848

unsolvable states for the remaining three puzzles.849

Sudoku

Graph Coloring
Game 24

Grid Puzzles
0

100

200

300

400

Co
un

t

51 51

98

50

250 250 250

94

250 250 250

406
Questions
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Unsolvable states

Figure 8: Dataset statistics

A.2 Prompt Templates850

Table 8 shows the state checking and state transition851

prompts for a Sudoku example.852

A.3 Training Details853

We train our models using GRPO based on854

OpenR12. We use one GPU to run vLLM for faster855

generation and the remaining GPUs for training.856

The hyperparameters and training details are re-857

ported in Table 6.858

Learning rate 4e-5
Warm up ratio 0.1
Batch size 112
Max prompt length 1024
Max completion length 1024
Training epochs 1
Hardware 8 H20 (96GB)

Table 6: Hyperparameter and training details.

A.4 Additional Experimental Results859

Table 7 reports the state-checking precision, recall,860

and F1 scores of models across four tasks. It is861

observed that o1 consistently outperforms all other862

models in detecting unsolvable states, as evidenced863

2https://github.com/huggingface/open-r1

by the high recall and precision acorss tasks. Mod- 864

els like GPT-4o, Qwen2.5-Inst and Gemini-F are 865

generally more precise when they predict unsolv- 866

ability, but are limited by low recall in tasks like 867

Sudoku and Grid Puzzles. GPT-3.5 generally strug- 868

gles with both recall and precision, especially in 869

more complex tasks like Sudoku. 870

Puzzle Model Recall Precision F1

Sudoku

o1 73.2 86.7 79.4
GPT-4o 6.4 80.0 11.9
GPT-3.5 28.0 49.0 35.6
Gemini-FT 87.2 64.3 74.0
Gemini-F 3.2 57.1 6.06
Qwen2.5-Inst 4.8 75.0 9.02

Game of 24

o1 95.6 99.2 97.4
GPT-4o 95.6 75.9 84.6
GPT-3.5 54.8 56.6 55.7
Gemini-FT 94.8 97.5 96.1
Gemini-F 98.8 89.2 93.7
Qwen2.5-Inst 97.6 82.2 89.2

Graph Coloring

o1 93.1 95.9 94.5
GPT-4o 44.8 57.8 50.5
GPT-3.5 27.4 53.5 36.3
Gemini-FT 96.8 89.2 92.8
Gemini-F 29.0 64.3 40.0
Qwen2.5-Inst 25.8 73.6 38.2

Grid Puzzles

o1 93.8 92.5 93.2
GPT-4o 47.8 88.2 62.0
GPT-3.5 39.4 79.6 52.7
Gemini-FT 91.6 94.7 93.1
Gemini-F 24.4 94.3 38.7

Table 7: Precision, Recall and F1 scores of state check-
ing task for all puzzles.
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State Checking

You are given a partially filled 9x9 Sudoku grid represented as a list of lists, where empty cells are represented as 0. Your task is to
determine if this current state can lead to a solvable solution. Specifically, use lookahead techniques to determine if it’s possible
to fill the remaining cells according to standard Sudoku rules, ensuring that each row, column, and 3x3 subgrid contains unique
numbers from 1 to 9.
Additionally, you are provided with a previously explored next state that has been proven to be unsolvable. Use this information to
avoid revisiting this failed path and leverage it to make a more informed decision about the current state.

Current state: [[4, 1, 6, 9, 7, 2, 8, 3, 5], [7, 2, 3, 1, 8, 5, 6, 9, 4], [5, 9, 8, 3, 4, 6, 2, 1, 7], [6, 3, 5, 4, 1, 9, 7, 2, 8], [1, 8, 9, 2, 6, 7, 4, 5,
3], [2, 4, 7, 5, 3, 8, 1, 6, 9], [8, 7, 2, 6, 9, 3, 5, 4, 1], [3, 6, 0, 0, 5, 0, 0, 7, 2], [0, 0, 0, 0, 0, 4, 3, 8, 0]]
Explored next state that leads to an unsolvable path: [[4, 1, 6, 9, 7, 2, 8, 3, 5], [7, 2, 3, 1, 8, 5, 6, 9, 4], [5, 9, 8, 3, 4, 6, 2, 1, 7], [6, 3,
5, 4, 1, 9, 7, 2, 8], [1, 8, 9, 2, 6, 7, 4, 5, 3], [2, 4, 7, 5, 3, 8, 1, 6, 9], [8, 7, 2, 6, 9, 3, 5, 4, 1], [3, 6, 1, 0, 5, 0, 0, 7, 2], [0, 0, 0, 0, 0, 4, 3,
8, 0]]
Let’s think step by step, considering the failed state to avoid unnecessary exploration. Do not solve using programming.
Choose from (A) Solvable (B) Unsolvable. End your answer with "Answer: (A)" or "Answer: (B)".

State Transition

You are given an initial Sudoku puzzle S(0), followed by a sequence of progressive states leading to the current state S(i). Alongside
each state, its solvability status L(*) is given. Your task is to determine the next state by making exactly one move, ensuring progress
toward a valid solution. A valid Sudoku solution requires that each row, column, and 3x3 subgrid contains the numbers 1 to 9
without repetition.
Additionally, you are provided with a previously explored next state that has been proven to be unsolvable. Use this information to
avoid revisiting this failed path.
A move is defined as either:
1. Filling: Replacing a 0 in exactly one empty cell with a value from 1 to 9.
2. Removing: Replacing a value in exactly one filled cell with 0.

Initial puzzle:
S(0) = [[0, 1, 0, 0, 7, 0, 8, 3, 0], [0, 2, 0, 0, 0, 0, 6, 0, 4], [5, 9, 0, 0, 0, 0, 0, 1, 0], [0, 0, 5, 0, 1, 9, 0, 0, 0], [1, 0, 0, 2, 6, 0, 0, 5, 3], [2,
4, 7, 0, 0, 8, 0, 0, 9], [0, 7, 0, 6, 9, 0, 0, 0, 1], [3, 0, 0, 0, 5, 0, 0, 7, 2], [0, 0, 0, 0, 0, 4, 3, 8, 0]]
L(0) = Solvable
Two moves ago:
S(i-2) = [[4, 1, 6, 9, 7, 2, 8, 3, 5], [7, 2, 3, 1, 8, 5, 6, 9, 4], [5, 9, 8, 3, 4, 6, 2, 1, 7], [6, 3, 5, 4, 1, 9, 7, 2, 8], [1, 8, 9, 2, 6, 7, 4, 5, 3], [2,
4, 7, 5, 3, 8, 1, 6, 9], [8, 7, 2, 6, 9, 3, 5, 0, 1], [3, 0, 0, 0, 5, 0, 0, 7, 2], [0, 0, 0, 0, 0, 4, 3, 8, 0]]
L(i-2) = Solvable
One move ago:
S(i-1) = [[4, 1, 6, 9, 7, 2, 8, 3, 5], [7, 2, 3, 1, 8, 5, 6, 9, 4], [5, 9, 8, 3, 4, 6, 2, 1, 7], [6, 3, 5, 4, 1, 9, 7, 2, 8], [1, 8, 9, 2, 6, 7, 4, 5, 3], [2,
4, 7, 5, 3, 8, 1, 6, 9], [8, 7, 2, 6, 9, 3, 5, 4, 1], [3, 0, 0, 0, 5, 0, 0, 7, 2], [0, 0, 0, 0, 0, 4, 3, 8, 0]]
L(i-1) = Solvable
Current state:
S(i) = [[4, 1, 6, 9, 7, 2, 8, 3, 5], [7, 2, 3, 1, 8, 5, 6, 9, 4], [5, 9, 8, 3, 4, 6, 2, 1, 7], [6, 3, 5, 4, 1, 9, 7, 2, 8], [1, 8, 9, 2, 6, 7, 4, 5, 3], [2, 4,
7, 5, 3, 8, 1, 6, 9], [8, 7, 2, 6, 9, 3, 5, 4, 1], [3, 6, 0, 0, 5, 0, 0, 7, 2], [0, 0, 0, 0, 0, 4, 3, 8, 0]]
L(i) = Solvable
Explored next state:
S(i+1) = [[4, 1, 6, 9, 7, 2, 8, 3, 5], [7, 2, 3, 1, 8, 5, 6, 9, 4], [5, 9, 8, 3, 4, 6, 2, 1, 7], [6, 3, 5, 4, 1, 9, 7, 2, 8], [1, 8, 9, 2, 6, 7, 4, 5, 3],
[2, 4, 7, 5, 3, 8, 1, 6, 9], [8, 7, 2, 6, 9, 3, 5, 4, 1], [3, 6, 1, 0, 5, 0, 0, 7, 2], [0, 0, 0, 0, 0, 4, 3, 8, 0]]
L(i+1) = Unsolvable
Let’s think step by step. Analyze the progress made so far and determine the immediate next move. End your answer with "Next
state: {grid}", where {grid} is in the same python list format as the previous states.

Table 8: Prompt templates for state checking and state transition in Sudoku.
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