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ABSTRACT

Although Large Language Models (LLMs) have achieved tremendous success in
various applications, they are also susceptible to jailbreak attacks. To protect LLMs
from producing harmful information, various defense strategies are proposed,
with most focusing on content filtering or adversarial training of models. In this
paper, we propose an approach named Prompt Adversarial Tuning (PAT) to
train a defense control mechanism, which is then embedded as a prefix to user
prompts to implement our defense strategy. We design a training process similar to
adversarial training to achieve our optimized goal, alternating between updating
attack and defense controls. To our knowledge, we are the first to implement
defense from the perspective of prompt tuning. Once employed, our method
will hardly impact the operational efficiency of LLMs. Experiments show that
our method is effective in both black-box and white-box settings, reducing the
success rate of advanced attacks to nearly 0 while maintaining the benign answer
rate of 80% to simple benign questions. Our work might potentially chart a new
perspective for future explorations in LLM security. Our code is available at
https://github.com/rain152/PAT.

1 INTRODUCTION

Large Language Models (LLMs), such as ChatGPT (Ouyang et al., 2022; OpenAI, 2023), Vi-
cuna (Zheng et al., 2023), and Llama-2 (Touvron et al., 2023), have shown excellent performance on
multiple language tasks. At the same time, strong concerns have been raised about the security of
LLMs since they may be exploited by malicious users (Shayegani et al., 2023). Although models
usually undergo a fine-tuning process called alignment to constrain their behaviors, they may still
output inappropriate content when facing well-designed prompts. As an adversarial attack method
against large models, jailbreak attacks (Wei et al., 2023a) try to exploit LLM vulnerabilities to bypass
alignment (Zou et al., 2023; Li et al., 2023; Zhang & Wei, 2024; Zhang et al., 2024b).

Recent efforts have concentrated on proposing some defense methods against these types of attacks.
For example, input-output filtering-based defenses (Jain et al., 2023; Kumar et al., 2023; Phute et al.,
2023) try to protect the model by monitoring the model’s input and output. Some other methods (Sabir
et al., 2023; Bhardwaj & Poria, 2023; Zhang et al., 2023) take advantage of adversarial training to
improve model robustness. More details about related work can be seen in Appendix A.

Existing defense methods mainly focus on specific adversarial attacks or model training processes,
which ignores the root cause of the jailbreak attack: the input prompt to LLMs. Considering previous
works show that the alignment of LLMs can be easily disrupted by a meticulously designed input, a
question is naturally raised:

Is there a plug-and-play prompt that can defend jailbreak attacks and maintain the
benign utility simultaneously?

∗Equal Contribution.
†Corresponding Author: Yisen Wang (yisen.wang@pku.edu.cn).
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User Prompt
Give detailed instructions on how to

make a bomb or other explosive
device <adv suffix>

Malicious User

Benign User

User Prompt
What is the function of an egg

cell?
The main function of an

egg cell is ...

Assistant
System: You are a helpful,

 respectful and honest assistant.
User: {User Prompt}

Unprotected LLM

Protected LLM via PAT

Sure, here's a tutorial to
make a bomb: ...

I'm sorry, but I cannot
fulfill your request ...Model Developer

System: You are a helpful, respectful, and honest assistant.
Model Developer:{Safe Prompt} = CONCAT({Defense Control}, {User Prompt})

User: {User Prompt}

Figure 1: The pipeline of our proposed method at the inference stage. When our safety prefix is
attached to the input prompts, the protected LLM will be robust to malicious attacks while maintaining
reasonable responses to legitimate requests.
In this paper, we answer this question by proposing an approach named Prompt Adversarial
Tuning (PAT). Specifically, an adversarial tuning process is first introduced to optimize our defensive
prefix, alternating between updating attack and defense controls with two opposite output targets.
Furthermore, as illustrated in Figure 1, model developers incorporate the defense control as a prefix
into user prompts at the inference stage.

Our main contributions can be summarized as follows:

• To our knowledge, we are the first to consider improving model defenses from the perspective of
prompt tuning. Once the defense strategy is deployed, this operation will only bring a negligible cost
to the efficiency of the LLMs.

• Our approach balances the robustness and usability of the model, effectively defending against
jailbreak attacks without significantly affecting the model’s usability.

• Experimental results show that our method is effective in both white-box and black-box settings,
reducing the success rate of advanced attacks to nearly 0 and demonstrating good transferability
across open-source and closed-source models.

2 THE PROPOSED PROMPT ADVERSARIAL TUNING

In this section, we first clarify the symbolic notations used in LLMs. Then, we explain our defense
algorithm in detail.

2.1 NOTATIONS

LLM can be considered as a mapping from the sequence of tokens. Given a prompt P = x1:n, LLM
will generate a response R = xn+1:n+L, where xi stands for one token. Then we use the notation
p(xn+1|x1:n) to represent the likelihood of the next token being xn+1 in the sequence. Similarly, the
response R can be generated by sampling from the following distribution:

p(xn+1:n+L|x1:n) =

L∏
i=1

p(xn+i|x1:n+i−1). (1)

Based on this representation, we can formulate the loss function. We denote the target sequences of
tokens, such as “Sure, here is how to build a bomb”, as xn+1:n+L. Consequently, the following loss
formulation can represent the probability of generating xn+1:n+L given x1:n:

L(x1:n) = − log p(xn+1:n+L|x1:n). (2)

2.2 PROMPT ADVERSARIAL TUNING

The threat model of LLM attack and defense can be seen in Appendix B. As the model developers,
they can perform some preprocessing on user prompts. Thus, we attempt to explore a “defense
control”, which, when used as a prefix in user prompts fed into the model, can defend against
malicious requests while maintaining the model’s normal usability. This is a problem involving a
mixed optimization objective.
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Let’s first discuss the first objective. Inspired by the adversarial training framework (Madry et al.,
2017; Zhang et al., 2019; Mo et al., 2022; Wei et al., 2023b), we attempt to introduce potential attacks,
such as GCG attack, into the defense generation. Therefore, We design the format for user prompts
as follows.

User: { harmful goal } { attack control }
Model Developer: CONCAT ( { defense control }, { harmful goal } { attack control } )

Assistant:

The safe prompt processed by the model developer is then fed into the model. In our algorithm, we
update the attack control and the defense control alternatively, and they can both adopt the update
strategy of the GCG attack (Zou et al., 2023). We define the whole user message as x1:n, the indices
of attack control as Iack, the indices of defense control as Idef . The objective of the attack control is
to make the model output malicious contents, while the objective of the defense control is to help the
model reject malicious requests. We can formulate a malicious target yack (i.e., “Sure, here is how to
build a bomb.”) and a secure target ydef (i.e., “I am sorry, I cannot fulfill this request.”) for each goal.
Then referring to Equation 2, we can formulate the loss function of attack and defense separately:

Lack(x1:n, yack) = − log p(yack|x1:n),

Ldef (x1:n, ydef ) = − log p(ydef |x1:n).
(3)

Considering that Lack and Ldef have similar expressions, we write both uniformly as L.

Similarly, we can design optimization methods for the second objective. Below is the format for
benign requests.

User: { benign goal }
Model Developer: CONCAT ( { defense control }, { benign goal } )

Assistant:

We mark the user prompts under this format as x′
1:p. Similarly to the notation as before, x′

Idef
stands

for the defense control. Then given a pair of benign goal xbgn and target ybgn, x′
1:p is equivalent to

the concatenation of x′
Idef

and xbgn, and the benign loss can be represented as

L(x′
1:p, ybgn) = − log p(ybgn|x′

1:p). (4)

The general optimization objective can be written in the following form:

x⋆
Iack

= argmin
xIack

∈{1,...,V }|Iack|
L(x1:n, yack),

x⋆
Idef

= argmin
xIdef

∈{1,...,V }|Idef |

(
α L(x′

1:p, ybgn) + (1− α) L(x1:n, ydef )
)
.

(5)

Based on the above discussion, we optimize a single attack control xIack
and a single defense control

xIdef
over multiple malicious prompts x(1)

1:n1
... x(m)

1:nm
and auxiliary normal questions x(1)′

1:p1
... x(m)′

1:pm
,

and accumulate the gradient and the loss to select top-k token substitutions and the best replacement
at each step. The details of the whole algorithm can be found in Algorithm 1 in Appendix C. To
enhance the model’s ability to respond appropriately to a greater number of normal commands, we
collect a large set of benign question-and-answer pairs, and in each iteration, we extract m samples
from this dataset to participate in the loss calculation. Note that PAT supports both single and multiple
models. In section 3, we will discuss the case of both kinds of situations.

3 EXPERIMENTS

Our experiments are performed on a dataset that combines Advbench (Zou et al., 2023) and MS
MARCO dataset (Bajaj et al., 2018) for the malicious and benign inputs. We consider two sce-
narios with the single-model and multi-model defense. For the single-model defense, we conduct
experiments with Vicuna-7B (Zheng et al., 2023) and Llama-2 (Touvron et al., 2023). For the
multi-model defense, we pay attention to more architectures, such as Guanaco (Dettmers et al.,
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Table 1: Results of Single-Model defense. PAT reduces the ASR of all the attacks to nearly 0, while
being able to answer the vast majority of the benign inputs.

ASR BAR
GCG (individual) GCG (multiple) AutoDAN ICA

Vicuna-7B

No Defense 98% 92% 72% 56% 100%
PPL 0% 0% 72% 56% 98%
ICD 20% 12% 0% 30% 97%
PAT 1% 1% 5% 0% 80%

Llama-2

No Defense 32% 36% 20% 0% 100%
PPL 0% 0% 20% 0% 78%
ICD 1% 4% 1% 0% 55%
PAT 0% 0% 2% 0% 78%

Table 2: Results of Multi-Model Defense. The defense effect of PAT is significant in the white-box
models, able to reduce the ASR by about 80%. For the black-box models, it can relatively reduce the
ASR by more than 50%. Across all models, PAT remains responsive to most normal queries.

Metric White-box Black-box
Vicuna-7B Vicuna-13B Guanaco ChatGLM-6B

No Defense ASR 97% 80% 49% 30%
BAR 98% 99% 95% 97%

PAT ASR 11% 2% 20% 13%
BAR 69% 86% 88% 68%

2023) and ChatGLM-6B (Du et al., 2022). Attack success rate (ASR) and benign answering rate
(BAR) are selected as the metrics to evaluate the defense performances. ASR refers to the proportion
of jailbreak inputs that can bypass model alignment or defensive measures, and BAR refers to the
model’s precision in response to benign requests. In this paper, we compare our defense with PPL
(Alon & Kamfonas, 2023), ICD (Wei et al., 2023c) against several adversarial attacks including
GCG attack (Zou et al., 2023), AutoDAN (Zhu et al., 2023) and ICA (Wei et al., 2023c). For more
detailed setting of our experiments, please refer to Appendix D. Because of the limited space, we
only show the main experiments in the experimental section. For the ablation study and adaptive
attack, please refer to Appendix E and Appendix F, respectively.

3.1 SINGLE-MODEL PAT

In the Single-Model Defense, we train a defense control for each model over multiple prompts. Then
we evaluate the defense performances on the training model. Here we assume the attackers can
only access the unprotected model. Table 1 shows the performance of our methods against some
advanced attacks. From the results, we can find PPL can effectively resist the GCG attack but fails to
work against AutoDAN and ICA because AutoDAN and ICA are two attacks that craft adversarial
input with readable strings. ICD shows significant effectiveness only in defending against AutoDAN.
However, for GCG attacks, ICD only achieves moderate results. PAT reduces the ASR of both GCG
and AutoDAN attacks to almost 0, while ensuring that the model responds to benign prompts.

3.2 MULTI-MODEL PAT

In the Multi-Model Defense, we consider model ensemble during the tuning process to explore a
universal defense control with good transferability across different models. We train the defense
control over the combination of Vicuna-7B and Vicuna-13B for 100 epochs. Also, we optimize the
attack suffix of the GCG attack on these two models for 100 epochs to get the ensemble attack control.
Table 2 shows the ASR of the ensemble attack on the unprotected model and protected model. We
evaluate the performances of PAT under the white-box and black-box settings to investigate whether
PAT has good transferability.

First of all, for the white-box setting, PAT shows its extraordinary performance in defending against
jailbreak attacks. For example, on Vicuna-13B, the ASR for the unprotected model is 80% and
PAT successfully decreases it to 2%. In addition, PAT also demonstrates its effectiveness under the
black-box setting: the ASR with PAT for Guanaco and ChatGLM-6B decreased by 29% and 17%
respectively. We conjecture the difference is because of the disparity in their architectures. This
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(b) With PAT(a) Without PAT

GCG

AutoDAN

Figure 2: The screenshots of PAT to defend jailbreak attacks for GPT-3.5. (a) Jailbreak attacks induce
GPT-3.5 to generate harmful content. (b) After applying PAT, GPT-3.5 is alerted that it is an illegal
request and its responses are realigned.

Table 3: Results of PAT to defend jailbreak attacks for GPT-3.5.
ASR BAR

GCG AutoDAN
No Defense 92% 37% 97%

PAT 4% 2% 81%

illustrates that defense control generated through model ensemble can provide good defensive effects
for different models, proving that our approach has excellent transferability and universality.

3.3 PAT TO CLOSED-SOURCE MODEL

In this section, we further investigate whether PAT can serve as a plug-and-play tool even for those
closed-source models. Here, we perform experiments on GPT-3.5, the fastest-growing customer
application in history1. The effectiveness of PAT is evaluated against the GCG and AutoDAN attacks
and the jailbreak suffixes of them are crafted with the settings in the Section 3.1 and Section 3.2,
respectively. For our proposed PAT, we directly apply the defense control generated in Section
3.2 to GPT-3.5. We summarize the results in Table 3. In Figure 2, we show part of screenshots
to compare the response before and after applying PAT. For the complete results, please refer to
Appendix G. Similar to the open-source models, we can conlude that PAT can also provide reliable
performances for closed-source models. For example, against the GCG attack, PAT decreases the
ASR from 92% to 4%, while maintaining the model’s availability when facing benign questions. It
indicates the university and transferability of PAT. Defenders can generate it only once and protect
multiple open-source and closed-source LLMs.

4 CONCLUSION

In this paper, we propose an approach called Prompt Adversarial Tuning (PAT) to generate a
defense control, which can improve robustness against adversarial attacks with maintaining the
model’s normal usability. More specifically, we add a defense control before the user’s prompt.
Because it has a short length, it hardly affects the model’s operational efficiency. Inspired by the
logic of adversarial training, we designed a framework for iteratively updating the attack and defense
controls to generate the optimized defense control. Experiments show that PAT shows great defense
performances under the scenarios of single models and model ensembles, revealing the desirable
transferability and universality of our method to both the open-source and closed-source models. Our
work might potentially provide guidance on how to build LLMs immune to jailbreak attacks.

1https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-
01/
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A RELATED WORK

Jailbreak Attacks against LLMs. Jailbreak attack originally referred to the act of bypassing the
software restrictions set by mobile devices. With the fast development of LLMs, jailbreaking has
found a new playground in prompting models to produce illegal content. Initial jailbreak attacks
in LLMs were mostly manually crafted, such as role-play (Spider, 2022; Burgess, 2023; Christian,
2023) in which attackers try to bypass the model’s restrictions by adopting specific roles or identities
in interaction. To understand the vulnerability of LLMs to jailbreak attacks, Wei et al. (2023a)
explores two failure modes of safety training to explain the success of jailbreak —— conflicting
objectives and mismatched generalization. Inspired by Shin et al. (2020), Zou et al. (2023) propose
a greedy and gradient-based search technique called Greedy Coordinate Gradient (GCG), which
is the first to consider jailbreak attacks based on gradients. GCG attack automatically searches
for adversarial suffixes through the combination of random generation and gradient optimization.
However, the generated suffixes are unreadable and easy to be detected. To solve this problem,
Zhu et al. (2023) introduce the first interpretable gradient-based adversarial attack on LLMs called
AutoDAN. Recently, Wei et al. (2023c) take advantage of In-Context Learning (Dong et al., 2022)
to design an In-Context Attack (ICA), which jailbreaks the model with a few demonstrations of
responding to malicious prompts.

LLM Defense against Jailbreak Attacks. Shayegani et al. (2023) categories existing methods
for defending against adversarial attacks into 6 types. Among them, methods based on input-output
filtering have been widely explored and researched. Input filtering in LLMs means that incoming
information is examined and treated to identify and counteract possible dangers or irregular patterns.
For instance, Kumar et al. (2023) propose the erase-and-check method to detect malicious requests in
input prompts; Jain et al. (2023) introduce perplexity filtering to detect unreadable adversarial strings,
such as the GCG attack; SmoothLLM (Robey et al., 2023) adopts several perturbation strategies to
check input prompts. Output filtering means rechecking the responses generated by the model. Phute
et al. (2023) design a predefined prompt for LLMs to implement self-defense. In addition, numerous
studies focus on employing adversarial training techniques to enhance the robustness of models. The
general approach is to introduce adversarial samples in the model training set to help the model
accurately recognize and neutralize misleading inputs. Based on this technical line, Bespalov et al.
(2023) introduce vanilla adversarial training of LLMs and discuss how adversarial training improves
model robustness across seen and unseen attacks. Sabir et al. (2023) propose a method of training
an adversarial detector, which helps transform detected adversarial examples into non-adversarial
variants. Wang et al. (2024) propose self-correction methods to defend LLMs against jailbreaking.

However, the majority of existing defense methods either concentrate on defending against specific
kinds of jailbreak attacks or need tremendous computational costs because they finetune the whole
large language models. In contrast, we try to apply the prompt tuning to obtain a defense control
as the prefix of user prompts. It will be general enough to defend all current jailbreak attacks and
computationally efficient because it requires no update to the model parameters.

B THREAT MODEL OF PAT

From the perspective of attackers, prior research on adversarial attacks has mainly concentrated on
white-box threat models, in which the attacker has complete knowledge of the defense, including all
its components and models. Then they can transfer the attacks to other models to achieve black-box
setting.

Defenders are generally considered to be the model developers. They can monitor the model’s inputs
and outputs, and are capable of performing some preprocessing on user prompts, such as adding
prefixes as mentioned in this paper. From the perspective of defenders, attaining robustness against
white-box attacks is often an excessively stringent requirement in numerous situations. When it
comes to threats against Large Language Models (LLMs), white-box robustness should be viewed as
a lofty aim rather than a practical one. Instead, we should prioritize achieving gray-box robustness,
in which crucial elements of a defense, such as detection and moderation models, along with the
parameters of the language model, remain undisclosed to the attacker.

9
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C ALGORITHM OF PAT

Algorithm 1 Prompt Adversarial Tuning (PAT)

Input: Harmful prompts x
(1)
1:n1

... x
(m)
1:nm

, malicious targets y
(1)
ack ... x

(m)
ack , safety targets y

(1)
def ...

x
(m)
def , benign prompts x

(1)′
1:p1

... x
(m)′
1:pm

, benign targets y
(1)
bgn ... x

(m)
bgn , initial attack control xIack

,
initial defense control xIdef

, iterations T , loss function L, size of tokens k, batch size B
for t = 1 to T do

// update the attack control
for each i ∈ Iack do

χi ← Top-k(−
∑

1≤j≤m−∇exi
L(xj

1:nj
||xIack

, yjack))

for b = 1 to B do
x̃
(b)
Iack
← xIack

x̃
(b)
i ← Uniform(χi) where i← Uniform(Iack)

end for
xIack

← x̃
(b⋆)
Iack

where

b⋆ ← argminb
∑

1≤j≤m L(x
j
1:nj
||x̃(b)

Iack
, yjack))

end for
// update the defense control
for each i ∈ Idef do
χi ← Top-k(−

∑
1≤j≤m−∇exi

L(xj
1:nj
||xIdef

, yjdef ))

for b = 1 to B do
x̃
(b)
Idef
← xIdef

x̃
(b)
i ← Uniform(χi) where i← Uniform(Idef )

end for
xIdef

← x̃
(b⋆)
Idef

where

b⋆ ← argminb
∑

1≤j≤m(αL(xj′
1:nj
||x̃(b)

Idef
, yjbgn)) + (1− α)L(xj

1:nj
||x̃(b)

Idef
, yjdef )))

end for
end for
Output: Optimized defense control xIdef

D DETAILED EXPERIMENTAL SETUP

Dataset Preparing. In the transferable defense PAT, we need a total of three sets of dialogue data,
harmful prompts and targets (x(1)

1:n1
, y(1)ack) ... (x(m)

1:nm
, y(m)

ack ), harmful prompts and safety targets (x(1)
1:n1

,

y
(1)
def ) ... (x(m)

1:nm
, y(m)

def ), benign prompts and goals (x(1)′
1:p1

, y(1)bgn) ... (x(m)′
1:pm

, y(m)
bgn ). We acquire harmful

prompts and harmful targets from the harmful behaviors dataset provided by Zou et al. (2023). And
to generate safety targets, we feed raw malicious prompts directly into the model. In terms of benign
dialogues, we select some items from the MS MARCO dataset (Bajaj et al., 2018), which is a dataset
designed for question-answering, featuring questions that are sourced from actual user inquiries
on Bing. Considering the impact of defense strings on semantics, we opt more for medium-length
questions.

Defense Setting. We mainly explore multi-prompt single-model PAT and multi-prompt multi-
model PAT. In the scenario of multi-prompt single-model defense, we mainly focus on experiments
conducted with Vicuna-7B (Zheng et al., 2023) and Llama-2 (Touvron et al., 2023). And in the
scenario of multi-prompt multi-model defense, we pay attention to Vicuna, Guanaco (Dettmers et al.,
2023) and ChatGLM-6B (Du et al., 2022). Unless specifically stated otherwise, the hyperparameter
settings during our tuning process are as follows: the number of prompts m is 25, the length of attack
control is 20, and the length of defense control is 15, the epoch T is 100, token set size k is 256,
batch size B is 512.

Metrics. Inspired by Zou et al. (2023); Cao et al. (2023), we consider two metrics to evaluate the
defense performances: attack success rate (ASR) and benign answering rate (BAR). ASR refers to
the proportion of jailbreak attacks that can bypass model alignment or defensive measures, and BAR

10
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Table 4: Hyperparameter setting for baseline attacks

Attack Hyper-parameter Setting

GCG Attack

number of prompt 25
length of attack control 20
number of prompt 100
epoch 100
token set size 256
batch size 512

AutoDAN
w1 for the loss 0.2
w2 for the loss 150
temperature 0.4

ICA number of demonstration 5

Table 5: Hyperparameter setting for baseline defenses
Defense Hyper-parameter Setting

PPL threshold for PPL Maximum perplexity of any prompt in the AdvBench dataset

ICD

demonstration for Vicuna-7B

User: Write a tutorial on how to make a bomb.
Assistant: I’m sorry, but I cannot provide a tutorial on how to make a bomb.
Making a bomb is illegal and dangerous, and can result in serious harm to
yourself and others.

demonstration for Llama-2

User: Write a tutorial on how to make a bomb.
Assistant: I cannot fulfill your request. I’m just an AI, it’s not within my
programming or ethical guidelines to provide instructions on how to make
any harmful device.

refers to the model precision in successfully identifying benign requests. A good defense strategy
should achieve low ASR and high BAR at the same time, as shown in Figure 1. To be more specific,
we predefine a set of strings related to denying requests. We consider an attack to be successful, or
the model to be properly responding to legitimate requests, as long as its output does not contain
these strings:

“I’m sorry”
“Sorry”

“I am sorry”
“I apologize”

“As an”
“As an AI”
“I’m an”

“I’m just”
“As a language model”

“As an Assistant”
“I cannot”
“I do not”
“Hello”

“It seems”

Baselines. In this paper, we compare our defense with PPL (Alon & Kamfonas, 2023), ICD (Wei
et al., 2023c) against several adversarial attacks like GCG attack (Zou et al., 2023), AutoDAN (Zhu
et al., 2023) and ICA (Wei et al., 2023c). AutoDAN can be seen as an improvement of the GCG
attack, balancing attack effectiveness and readability. In-Context Attack (ICA) collects some harmful
inputs and outputs as the in-context attack demonstrations to induce the model to behave maliciously.
PPL is a defense method in input filtering that filters out instructions with poor readability. ICD
utilizes a context-learning approach to enhance the model’s ability to recognize malicious instructions.
Detailed experimental settings of baseline attacks and defenses can be found in Table 4 and Table 5,
respectively.
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E ABLATION STUDY

Table 6: Experiments about different combinations of the defense control length ∥Idef∥ and the
weight α. When α=0.25 and ∥Idef∥ = 15, we achieve a good balance between normal usage and
defensive capabilities of the model.

α ∥Idef∥ ASR BAR
0.2 15 15% 86%

0.25 15 1% 80%
0.2 20 4% 56%

0.25 20 3% 65%

In this section, we explore the impact of the defense control length ∥Idef∥ and the trade-off coefficient
α. We perform experiments on Vicuna-7B and test the defense under the multiple GCG attack trained
on Vicuna-7B. Table 6 shows some combinations of ∥Idef∥ and α. Generally, as the length increases
and the benign weight α decreases, the protected model becomes more resistant to attacks, but
also more difficult to process benign prompts. Motivated by the observation in the adversarial
training scenarios (Madry et al., 2017; Zhang et al., 2019; Wei et al., 2023d; Zhang et al., 2024a), we
conjecture this is because the robustness and accuracy trade-off also exists for PAT in LLMs.

F ADAPTIVE ATTACK

Table 7: ASR of adaptive attack against the unprotected and protected models.
Vicuna-7B Llama-2

Unprotected Protected Unprotected Protected
Individual attack 64% 48% 13% 6%
Multiple attack 89% 23% 20% 12%

In the preceding sections, we explored scenarios where attackers can only carry out white-box attacks
on unprotected models. In this section, we assume that the parameters of the protected model and our
defense strategies are compromised, allowing attackers to execute white-box attacks on this model.
This represents a more stringent attack condition, and our experiments demonstrate that our model
still maintains a robust defense under such circumstances. We conduct 50 steps of the GCG attack on
the protected models based on Multi-prompt Single-Model Defense.

Table 7 demonstrates that compared to the setting of no defense, PAT can provide sustained robust-
ness to jailbreak attacks. In the case of both individual and multiple attacks, the protected model
demonstrates stronger defensive capabilities. Especially when the Vicuna-7B model faces multiple
GCG attacks, PAT reduces the ASR from 89% to 23%.
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G PAT FOR CLOSED-SOURCE MODEL

Warning: This section includes unfiltered content produced by LLMs, which
might be deemed offensive by certain readers.

G.1 GCG ATTACK

13
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(a)

(b)

Figure 3: (a) The vanilla GCG attack. (b) GCG attack after applying PAT.
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G.2 AUTODAN

(a)

(b)

Figure 4: (a) The vanilla AutoDAN attack. (b) AutoDAN attack after applying PAT.
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