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Abstract

Data augmentation methods have been a001
promising direction to improve the perfor-002
mance of small models for low-resource dia-003
logue state tracking. However, traditional meth-004
ods rely on pre-defined user goals and neglect005
the importance of data complexity in this task.006
In this paper, we propose EDZ-DA, an Easy-to-007
Difficult Zero-shot Data Augmentation frame-008
work for low-resource dialogue state tracking009
that utilizes large language models to automat-010
ically catch the relationships of different do-011
mains and then generate the dialogue data. We012
also complicate the dialogues based on the do-013
main relation to enhance the model’s capability014
for co-reference slot tracking. Furthermore, we015
permute slot values to mitigate the influence of016
output orders and the problem of incomplete017
value generation. Experimental results illus-018
trate the superiority of our proposed method019
compared to previous strong data augmenta-020
tion baselines on MultiWOZ.1021

1 Introduction022

The data scarcity challenge in dialogue state track-023

ing (DST) is significant due to the incessant emer-024

gence of new domains in task-oriented dialogue025

systems (ToDs) and the high costs associated with026

data annotation. Currently, large language mod-027

els (LLMs) like ChatGPT have shown promising028

results in zero-shot DST(Heck et al., 2023). How-029

ever, although these models achieve superb per-030

formance, they have significant limitations such031

as closed source, request limitations, and deploy-032

ment difficulties(Feng et al., 2023). Therefore, a033

smaller, fine-tuned model is a more practical and034

cost-efficient choice for DST. Nevertheless, devel-035

oping such a powerful small model faces a big036

challenge in the absence of training data.037

Recently, strategies of data augmentation with038

the help of LLM’s strong capability of instruction039

1We will release our code and data.
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following and generation is a promising direction 040

for enhancing a task-specific model. However, how 041

to augment the DST data with LLMs is still under- 042

explored. For training a powerful DST model, the 043

logicality and naturalness of the dialogue are im- 044

portant, as well as the data complexity. 045

We investigate the process of data collection and 046

find that constructing such an annotated dialogue 047

data has three major issues: (i) while construct- 048

ing a dialogue, the user goal is the most important 049

since it guides the whole dialogue construction. 050

Traditional data augmentation methods (Kim et al., 051

2021; Mohapatra et al., 2021; Wan et al., 2022) di- 052

rectly employ user goals from the original datasets 053

or template-based goals. However, constructing di- 054

verse user goals is not that easy. As shown in Figure 055

1(a), the user goal not only contains all the domain- 056

slots information but also the logical relationship 057

among different domains within a dialogue. We 058

propose to first plan the possible domain combina- 059

tion and then generate the user goal based on the 060

synthetic dialogue state. (ii) annotation accuracy 061

plays an important role in training a DST model. 062
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Traditional methods train a model with limited data063

to annotate the synthesized dialogue. However, due064

to the limitation of data, the annotator is not satis-065

fying. We propose to plan the dialogue flow first,066

where the dialogue flow is in the form of the turn067

state, and then generate the turn utterances based068

on the turn states. What’s more, we propose to first069

instruct the LLM to generate dialogues with all slot070

values explicitly appearing in the utterance to alle-071

viate the risk of hallucinations. (iii) complex data is072

inherently challenging for small models. In multi-073

domain dialogue state tracking, there are crucial074

challenges of co-reference, where slot values are075

sometimes expressed indirectly and should be in-076

ferred from the dialogue history. Greater attention077

should be devoted to this kind of data in order to078

further enhance the model’s ability to handle these079

challenging samples. However, traditional methods080

neglect the data complexity problem. We find that081

the co-reference information like "restaurant-area"082

shares the same value as "hotel-area" is the direct083

expression of the domain relationship as shown in084

Figure 1(c). So, we propose to complicate the dia-085

logue based on the generated logical relationship086

among domains.087

Moreover, for generative information extraction088

models, the order of the output can exert influence089

on the model’s training(Ye et al., 2021; Glazkova090

and Morozov, 2023; Luo et al., 2021). For example091

in value-based DST(Gu et al., 2024), which con-092

catenates multiple slot values in a pre-difined order093

as the target output during training. Imposing a094

pre-defined order will result in wrong bias in the095

training process. And this problem becomes more096

serious under low-resource settings(Vinyals et al.,097

2016). We propose to permute slot values to miti-098

gate the influence of the output order. Additionally,099

samples containing several slot values are inher-100

ently difficult samples for value generation. The101

augmentation with permutation can also enhance102

the model’s capability to generate complete slot103

values within a dialogue turn.104

In this paper, we propose EDZ-DA, an Easy-105

to-Difficult Zero-shot Data Augmentation frame-106

work for low-resource DST, which leverages the107

LLM’s powerful reasoning ability on dialogue plan-108

ning and then generate and complicate the dialogue.109

Specifically, we first propose to automatically catch110

the logical relationship among different domains111

with the help of the strong reasoning ability of112

LLMs and then generate the user goal. Second,113

we propose to first prompt an LLM to plan the dia-114

logue flow, which contains the turn state annotation, 115

and then generate the corresponding dialogue con- 116

tents based on the flow, aiming at accurate dialogue 117

generation with annotation matched. Third, we de- 118

vise to complicate the synthetic dialogues based on 119

the co-reference information to make conversations 120

closer to real scenes and further improve the state 121

tracker’s capability of catching co-reference slots’ 122

values. Finally, we also propose to permute slot 123

values to not only mitigate the influence of output 124

orders but also reduce the incomplete generation 125

phenomenon in value generation. Experimental 126

results show that our method outperforms previ- 127

ous data augmentation methods and significantly 128

improves the model’s ability for co-reference slots 129

tracking, demonstrating the superiority of our pro- 130

posed method. 131

The contributions of this paper are summarized 132

as the following: 133

• We propose EDZ-DA, an effective and gen- 134

eralizable LLM-based easy-to-difficult zero- 135

shot data augmentation framework for low- 136

resource DST. 137

• We propose to plan both the domain relation- 138

ships and the dialogue flow for natural and ac- 139

curate labeled dialogue construction. We also 140

devise to complicate dialogues to further en- 141

hance model’s capability to track co-reference 142

slots. 143

• We propose to permute slot values to mitigate 144

both the influence of the output order and the 145

risk of incomplete generation in the value- 146

based DST model. 147

• Experimental results show that our method 148

achieves new SOTA performance. 149

2 Methodology 150

Figure 2 illustrates the process of our data augmen- 151

tation. First, we prompt the LLM to judge whether 152

it is reasonable for different combinations of do- 153

mains to appear in one dialogue, and then generate 154

the seed state, where the seed state describes the 155

domains and co-reference information within a di- 156

alogue. Second, we synthesize diverse dialogue 157

states based on the seed states. Finally, a series of 158

tasks are proposed to generate the labeled dialogue 159

for each synthetic dialogue state and then compli- 160

cate them based on the co-reference information. 161

All prompt templates used in our framework are 162

described in appendix A. Tables 7, 8, 9, 10, 11, 163
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Figure 2: The overview of our proposed data augmentation method.

and 12 give an example of our dialogue generation164

method.165

2.1 Dialogue State Construction166

In this section, we introduce how we construct the167

synthetic dialogue state.168

2.1.1 Seed State Generation169

For multi-domain task-oriented dialogue, the log-170

icality of the combination of domains is very im-171

portant, we divide the seed state generation process172

into two steps: (1) domain judgment and (2) seed173

state generation. We carefully construct a man-174

ual prompt to instruct the LLM to judge whether175

the combination of domains is logical and reason-176

able and give some explanation. The MultiWOZ177

dataset includes five domains, and an analysis of178

the limited training set reveals that the majority of179

dialogues encompass one, two, or three domains.180

Consequently, we have extracted all combinations181

of two and three domains from the set of five and182

prompt the LLM to judge the possibility of these183

combinations of domains within a dialogue.184

Second, we prompt the model to generate several185

seed states based on the explanation of the judg-186

ment and give the co-reference information. The187

seed state is in forms of a set of domain-slot, value188

pairs, and co-reference is included in it. As shown189

in figure 2, GPT determines that it is possible for190

hotel and restaurant domains to appear in the same191

dialogue and "restaurant-area" to share the same192

value with "hotel-area", which means that the user193

wants to find a restaurant in the same area as the 194

booked hotel. Since the hallucination problem in 195

LLMs, we carefully construct some rules based on 196

logicality to filter out noisy seed states. For exam- 197

ple in Table 8, "taxi-leaveat: restaurant-book time" 198

in the first seed state is impossible in practice, so 199

we remove it. 200

2.1.2 Dialogue State Construction 201

After obtaining the seed states, we should fill in 202

the blank values in them. For each seed state, we 203

first adopt topological sort to gain the order of do- 204

mains and then randomly select some places such 205

as restaurants and hotels from the database accord- 206

ing to the domain order. Some of slot values may 207

share the same value with the former domain. So, 208

when encountering these domains, we add con- 209

straints while searching the database (DB). The 210

process ends until all values are filled in the seed 211

state. Repeat the aforementioned processes, and we 212

will get several corresponding synthetic dialogue 213

states based on one seed state. 214

2.2 Labeled Dialogue Generation 215

In this section, we describe how we construct the 216

DST data based on the synthetic dialogue states. 217

2.2.1 User Goal Generation 218

Although the synthetic dialogue state summarizes 219

the whole dialogue, generating the dialogue based 220

only on the dialogue state suffers from role con- 221

fusion in that the LLM will assume that the agent 222

already known the requests of the user. Therefore, 223
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before generating the dialogue, we first prompt224

the model to generate the user goal based on the225

synthetic dialogue state to guide the consequent dia-226

logue flow generation. As shown in Table 9, we add227

constraints to ensure the user goal contains only the228

needs and the named entities like restaurant-names229

should be recommended by the agent.230

2.2.2 Dialogue Flow Generation231

To correctly generate the dialogue and the corre-232

sponding dialogue state annotation, we first prompt233

the model to plan the flow of a dialogue based234

on the user goal, the synthetic dialogue state, and235

the corresponding DB information. The flow con-236

sists of a list of {’description’: <description for237

the user/agent’s utterance, ’turn state’: <turn state238

mentioned in the utterance>} as shown in Table 10,239

where turn state is in the form of a set of domain-240

slot, value pairs that constraints the content of the241

current turn. Additionally, we also add additional242

information about a certain place from the database243

and prompt the model to plan some turns to ask for244

additional information such as phone numbers for245

more natural dialogue generation.246

2.2.3 Easy-to-Difficult Dialogue Generation247

Based on the dialogue flow and the dialogue state,248

we start to generate the dialogue. The most im-249

portant thing in dialogue generation is consistency250

with the dialogue flow because the annotation is251

turn labels in the dialogue flow. Moreover, we also252

want the model to generate diverse utterances, es-253

pecially when encountering co-reference slots. It254

is difficult to meet the above two needs simultane-255

ously. So, we propose to first generate the dialogue256

strictly following the dialogue flow and express all257

slot values in an explicit way. Then we complicate258

the dialogue turns containing co-reference slots259

based on co-reference information in the seed state.260

Table 11 and Table 12 show an example of dialogue261

generation and dialogue complication, respectively.262

2.3 Slot Value Permutation263

We employ a permutation-based approach to miti-264

gate the influence of sequence order on slot value265

generation. Specifically, we permute the set of slot266

values within each training example, including ev-267

ery permutation as a distinct training sample. For268

instance, if the current set of state values is {"A",269

"B"}. the output for the original training example270

would be "A | B". After permutation, two training271

samples are generated, one being "A | B" and the272

other "B | A". This method not only alleviates the 273

impact of output order on the model but also serves 274

as a form of data augmentation. The concurrent 275

generation of multiple state values is one of the 276

inherent challenges in state value production. The 277

permutation approach significantly amplifies the 278

proportion of such samples within the dataset. 279

3 Experiments 280

3.1 Datasets and Metrics 281

Datasets We conduct our experiments on the Mul- 282

tiWOZ 2.1 dataset (Eric et al., 2020). It is a multi- 283

domain task-oriented dialogue dataset which con- 284

tains 8438 dialogues for training, 1000 dialogues 285

for validating, and 1000 dialogues for testing. Fol- 286

lowing existing work (Wu et al., 2019), only five 287

domains (restaurant, hotel, attraction, taxi, train) 288

are used in our experiments because the other two 289

domains have very few dialogues and only appear 290

in the training set. We also test our results in 291

MultiWOZ 2.3(Han et al., 2021) and MultiWOZ 292

2.4(Ye et al., 2022). MultiWOZ 2.3 provides the 293

co-reference annotation and MultiWOZ 2.4 is an 294

updated version upon MultiWOZ 2.1, which is the 295

cleanest version of MultiWOZ for testing at the 296

time of writing2. 297

Metrics The standard metric (Wu et al., 2019), 298

joint goal accuracy (JGA) is used in our experi- 299

ments. This metric compares the whole predicted 300

belief state to the gold one at each dialogue turn. 301

If and only if all the predicted states match the 302

ground truth states exactly for all domains, the pre- 303

diction is treated as correct. In addition, we adopt 304

co-reference slot accuracy to evaluate the model’s 305

capability for tracking co-reference slots. 306

3.2 Experimental Settings 307

We employ the GPT-4 Turbo model available in 308

OpenAI API3 to synthesize all the data. In terms of 309

parameter configuration, a temperature of 0.7 has 310

been set for dialogue generation, aiming at generat- 311

ing more diverse outputs. While for other modules, 312

the temperature has been set to 0. The top-p param- 313

eter was uniformly set to 1 for all experiments. 314

For the dialogue state tracking model, we use 315

SVAG (Gu et al., 2024), a SOTA small model for 316

low-resource DST, which first generates all slot 317

values in the turn utterances and then generates 318

2We do not use the validation set of MultiWOZ 2.4 for
validating

3https://openai.com
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the corresponding domain-slot type for each gener-319

ated value. We exclude the self-training strategy in320

SVAG and directly adopt the experimental settings321

from Gu et al. (2024). The base models for both322

slot value generation and domain-slot generation323

are T5(Raffel et al., 2020), which contains about324

770M parameters. Following Wu et al. (2019), we325

randomly sampled 1% and 5% of the data to simu-326

late the low-resource scenarios with different seeds.327

We use the same data selection seeds as provided328

in (Gu et al., 2024), which are 10, 20, and 48.329

3.3 Baseline Models330

We compare our proposed method with several331

strong baseline data augmentation methods for low-332

resource DST.333

NeuralWOZ(Kim et al., 2021) synthesizes an-334

notated dialogues with a collector and a labeler.335

The collector generates a dialogue by using the336

given goal instruction and candidate relevant API337

call results from the KB. The labeler annotated the338

generated dialogue by reformulating it as a multi-339

choice problem. The augmented data of Neural-340

WOZ is publicly available and we sample the same341

number of dialogues from it for training.342

Simulated Chats(Mohapatra et al., 2021) pro-343

poses to generate dialogues by simulating the in-344

teraction between crowd workers with a user bot345

and an agent bot. To generate the belief state, they346

also train a belief state generator. The authors did347

not provide the augmented data but the code. We348

reproduce their method and also sample the same349

number of dialogues from the generated data for350

training.351

3.4 Main Results352

We randomly select 1% and 5% data from the train-353

ing set to simulate the low-resource scenarios with354

three different seeds to conduct our experiments355

and we report the averaged JGA score and co-356

reference slot accuracy over three runs. Table 1357

shows the joint goal accuracy of the SVAG model358

on the MultiWOZ 2.1 and 2.4 test set when sub-359

jected to our data augmentation method and other360

baselines under different data ratio settings. Our361

method achieves SOTA performance compared to362

previous augmentation approaches.363

Since the permutation of slot values is a general364

enhancement for generative extraction approaches365

like SVAG, we also present the results using only366

the dialogue data generated by our approach ("Ours367

w/o P"). We observe that our method engenders a368

more pronounced improvement under the data ratio 369

setting of 1%, where it surges ahead of the Neural- 370

WOZ augmentation approach by 4.15 in joint goal 371

accuracy on the MultiWOZ 2.4 test set. Moreover, 372

similar performance has been achieved by the two 373

methods under the data ratio setting of 5%. And 374

under both data ratio settings, EDZ-DA achieves 375

better performance than simulated chats. Differ- 376

ent from these two baselines, our approach does 377

not rely on pre-defined user goals from the origi- 378

nal dataset or manually constructed goal templates. 379

Instead, our method automatically identifies the re- 380

lationships among different domains and then gen- 381

erate user goals, providing a more general solution 382

for constructing ToD data. And the better perfor- 383

mance reveals both the logicality and accuracy of 384

our proposed planning process and the effective- 385

ness of our proposed labeled dialogue generation 386

method. In particular, we find that Simulated Chats 387

do harm to the model’s performance when 5% data 388

is available. Simulated Chats relies on the fine- 389

tuning process on the limited data. So, the perfor- 390

mance of their methods is limited in low-resource 391

scenarios. Our method first plans the dialogue flow 392

which contains the annotation and then generates 393

the dialogue based on it, leading to more accurate 394

labeled data generation. 395

Table 2 shows the co-reference slot accuracy by 396

the SVAG model when enhanced with our data aug- 397

mentation technique and other baselines under dif- 398

ferent data ratio settings. Our method achieves the 399

highest increase among the two baseline models. 400

Note that our method brings a 200% improvement 401

in co-reference slot accuracy under the data ratio 402

setting of 1%, which demonstrates the efficiency 403

of our proposed easy-to-difficult dialogue genera- 404

tion for enhancing the model’s capability to track 405

co-reference slots. Under the data ratio setting of 406

both 1% and 5%, our method achieves a measur- 407

able improvement in co-reference slot accuracy 408

than NeuralWOZ. NeuralWOZ also brings bene- 409

fits for co-reference slot tracking when only 1% 410

of original data is available, but the improvement 411

is very limited. For fine-tuning a powerful small 412

model, complex data is very important since these 413

data are even scarcer in extremely low-resource sce- 414

narios. It can be observed that both NeuralWOZ 415

and simulated chats engender adverse effects on 416

SVAG when dealing with co-reference slots, which 417

not only demonstrates the importance of data com- 418

plexity for DST but also proves that our method 419

can identify logical relations among domains and 420
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Augmentation method Pre-defined MultiWOZ 2.1 MultiWOZ 2.4

user goal 1 5 1 5

None - 31.94 43.54 35.53 50.12

NeuralWOZ Manual templates 34.43 43.51 37.64 51.04

Simulated Chats Original data - 41.09 - 47.29

Ours w/o P - 36.49 43.3 41.79 50.95

Ours - 37.26 44.98 43.82 54.09

Table 1: Joint goal accuracy of the SVAG models trained on different augmented data. "None" means that only
limited original dataset is used for training. P refers to slot value permutation. The average results of 3 runs are
reported and best results are marked bold.

Augmentation method Data ratio

1 5

None 30.35 65.63

NeuralWOZ 35.54 61.87

Simulated Chats - 54.73

Ours w/o P 64.07 71.08

Ours 64.72 73.41

Table 2: Co-reference slot accuracy on MultiWOZ 2.3
of the SVAG models trained on different augmented
data.

generate correct complex data to simulate real con-421

versation and further enhance model performance.422

Furthermore, we compare two small models en-423

hanced by our method with other strong DST mod-424

els containing more than 1 billion parameters. Ta-425

ble 3 summarizes the results. We conduct exper-426

iments on DS2(Shin et al., 2022) using the same427

data selection seeds provided in the original pa-428

per and observe that our augmentation data can429

further improve its performance under the data ra-430

tio settings of 1% and 5%, which demonstrates431

the quality of our annotated dialogue data. Com-432

pared to models with more than 1 billion param-433

eters, it can be observed that SVAG enhanced by434

our augmented data surpasses SM2(Chen et al.,435

2023) by a margin of 3.79 and 2.95 in JGA under436

the data ratio settings of 1% and 5%, respectively.437

LDST(Feng et al., 2023) shows better performance438

than the enhanced SVAG. However, they use Mul-439

tiWOZ 2.2 for training and evaluate the results on440

MultiWOZ 2.4. MultiWOZ 2.2 is a cleaner ver-441

sion than MultiWOZ 2.1. Over 17% of the anno-442

Model Param. size Data ratio

1 5

DS2

<1B

36.76 49.89

DS2 + Ours 38.99 51.54

SVAG 35.53 50.12

SVAG + Ours 43.82 54.09

SM2-3B

<100B

37.59 49.22

SM2-11B 40.03 51.14

LDST∗ 46.77 56.48

IC-DST >100B 48.35 55.43

Table 3: Joint goal accuracy compared with several
strong models for low-resource DST on MultiWOZ 2.4.
Bolded numbers indicate best performance on models
under 1 billion parameters. *: LDST is trained on Mul-
tiWOZ 2.2.

tation in MultiWOZ 2.1 is corrected in 2.2. So, 443

it is not comparable. What’s more, the enhanced 444

SVAG model achieves competitive performance 445

with IC-DST(Hu et al., 2022). IC-DST is based 446

on CodeX, which contains more than 100 billion 447

parameters. In summary, our proposed data aug- 448

mentation method can significantly improve small 449

models’ performance in low-resource DST, reach- 450

ing even better performance than the models ten 451

times larger. Furthermore, since SVAG achieves 452

better performance with the augmented data, it will 453

make the consequent self-training more effective 454

and further improve the performance. 455

3.5 Ablation Study 456

We conduct an ablation study to identify the contri- 457

bution of different components from our proposed 458

augmentation method. Table 4 shows the joint 459

goal accuracy score tested on MultiWOZ 2.1 & 2.4 460
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Aug. MultiWOZ 2.1 MultiWOZ 2.4

method 1 5 1 5

EDZ-DA 37.26 44.98 43.82 54.09
-DG 34.39 43.76 39.11 52.15
-P 36.49 43.3 41.79 50.95
-P-Comp. 37.45 43.87 43.71 50.89

Table 4: Ablation study on joint goal accuracy. Comp.
refers to data complication and P refers to slot value
permutation.

Aug. method Data ratio

1 5

EDZ-DA 64.72 73.41
-DG 47.21 70.56
-P 64.07 71.08
-P-Comp. 45.65 63.16

Table 5: Ablation study on co-reference slot accuracy
on MultiWOZ 2.3.

when trained with different versions of our aug-461

mented data and Table 5 shows the co-reference462

slot accuracy tested on MultiWOZ 2.3.463

First, we eliminate the generated dialogue data464

by the LLM, denoted as "-DG". We observe that465

both the joint goal accuracy and co-reference slot466

accuracy drop a lot under all data ratio settings. No-467

tably, under the data ratio setting of 1%, removing468

the generated dialogue data dramatically harms the469

model performance, leading to a 4.71 decrease in470

JGA tested on MultiWOZ 2.4 and a 17.51 decrease471

in co-reference slot accuracy. The results indicate472

the effectiveness of our proposed method for DST473

data generation.474

Second, we examine the use of slot value permu-475

tation. The results without slot value permutation476

("-P") show that removing slot value permutation477

leads to a decrease in both JGA and co-reference478

slot accuracy under all data ratio settings, demon-479

strating the effectiveness of slot value permutation.480

Slot value permutation can not only mitigate the in-481

fluence of output orders but also reduce the risk of482

incomplete generation, leading to better dialogue483

state tracking performance. Notably, as depicted in484

Table 5, the co-reference slot accuracy decreases485

more while removing the generated data, compared486

to the impact of removing slot value permutation,487

which further proves the significance of our pro-488

posed easy-to-difficult dialogue generation method489

for co-reference slot tracking.490

Third, to evaluate the effectiveness of the dia-491

logue complication strategy, we conduct an experi-492

Dialogue history: ... [user] I would like to go to thanh
binh. [sys] Excellent. For how many would you like a
reservation and at which preferred date and time? [user] I
would like the reservation to be for 4 people on thursday at
18:30, please.
Current Turn Utterances: [sys] you’re all set! Your
reference number is: xxx. [user] I would also like a taxi to
get me to the restaurant by that time.
Without augmentation: None
Augmented with NeuralWOZ: taxi-destination: thanh
binh, restaurant-book time: 18:30
Augmented with ours: taxi-destination: thanh binh, taxi-
arriveby: 18:30
Ground truth: taxi-destination: thanh binh, taxi-arriveby:
18:30

Dialogue history: [user] Hello, I am looking for a train that
arrives by 16:00 and leaves on Monday. ...[sys] The tr0796
train leaves cambridge at 05:01 and arrives in broxbourne
06:01. the cost in 17.90 pounds. Is this a good train for
you? [user] Yes please. Please book a ticket for 1 person.
Current Turn Utterances: [sys] The booking was suc-
cessful your reference number is xxx. Is there anything I
can help with today? [user] Yes. I would like a restaurant
for the same day. the name is travellers rest.
Without augmentation: restaurant-name: travellers rest,
restaurant-book day: Monday
Augmented with NeuralWOZ: restaurant-name: trav-
ellers rest
Augmented with ours: restaurant-name: travellers rest,
restaurant-book day: Monday
Ground truth: restaurant-name: travellers rest, restaurant-
book day: Monday

Table 6: Example dialogue state outputs from SVAG
ehanced by EDZ-DA and NeuralWOZ under the data
ratio setting of 1%.

ment with only the generated dialogue data without 493

complication ("-P-Comp."). Under the data ratio 494

setting of 1%, we observe that the joint goal ac- 495

curacy score is improved a little without dialogue 496

complication when only dialogue data generated 497

by the LLM is used. However, as shown in Table 498

5, the co-reference slot accuracy drops a lot with- 499

out dialogue complication. Dialogue complication 500

can significantly improve the model’s capability to 501

track co-reference slots. Under the data ratio set- 502

ting of 5%, the generated augmentation data with- 503

out dialogue complication even does harm to the 504

co-reference slots training, which further illustrates 505

the data complexity’s importance for DST. 506

3.6 Case Study 507

In this section, we give some example output of 508

the SVAG model enhanced by EDZ-DA and Neu- 509

ralWOZ. Table 6 shows two examples. In the first 510

example, The user express that he/she want a taxi to 511

get to the restaurant by the booking time. Both the 512

models enhanced by NeuralWOZ and our method 513
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can capture the slot values for the two shared slots514

during the value generation stage. However, the515

model enhanced by NeuralWOZ fails to generate516

the correct "domain-slot" for the time "18:30", indi-517

cating that our data augmentation method can better518

enhance the model’s ability to track co-reference519

slots. Moreover, it also demonstrates the effective-520

ness of our method in capturing dialogue logic with521

more accurate annotations.522

In the second example, the user want to book523

"travellers rest" for the same day with the hotel524

booking. We find that the model enhanced by Neu-525

ralWOZ fails to capture the information "restaurant-526

book day: Monday," while both the models without527

augmentation and with our data augmentation can528

accurately capture the information of the shared529

slot. This indicates that our proposed complexity-530

aware method can generate complex data with ac-531

curate annotations, thereby ensuring that the aug-532

mentation does not weaken the model’s reasoning533

ability but enhances it. In contrast, traditional meth-534

ods like NeuralWOZ do not pay attention to the535

importance of data complexity and even weaken the536

model’s reasoning ability by adding too much sim-537

ple data. This is also shown in Table 2, where the538

1% original data can only provide limited reasoning539

ability to the model, while the 5% data can already540

provide some reasoning ability for co-reference541

slots. Adding too much simple data will weaken542

the model’s ability to track difficult data like co-543

reference slots.544

4 Related Work545

4.1 Low-resource DST546

Low-resource dialogue state tracking has received547

increasing attention in academia and industry. Most548

previous work have attempted to tackle the chal-549

lenge in three ways(Jacqmin et al., 2022): (1)550

cross-domain transfer learning(Wu et al., 2019;551

Dingliwal et al., 2021); (2) cross-task transfer learn-552

ing(Gao et al., 2020; Lin et al., 2021); and (3)553

pre-trained language model adaption(Wu et al.,554

2020; Su et al., 2022; Mi et al., 2022; Peng et al.,555

2021; Hosseini-Asl et al., 2020). Recently, more556

and more data augmentation based approaches557

have been proposed for low-resource DST. (Kim558

et al., 2021) proposed a collector to synthesize di-559

alogues and a labeler to annotate the generated560

dialogues.(Mohapatra et al., 2021) proposed to gen-561

erate dialogue data by mimicking the data collec-562

tion process employed by crowd workers.Wan et al.563

(2022) proposed to first pre-train the user simula- 564

tion model on several publicly available datasets 565

and then tune it on target domains with few-shot 566

data. However, all of these methods rely on the 567

usage of the user goal from the original dataset. 568

4.2 Data Augmentation via LLMs 569

Recently, more and more studies have tended 570

to prompt LLMs to generate synthetic training 571

data with the purpose of augmenting data in low- 572

resource scenarios. (Ubani et al., 2023; Zheng et al., 573

2023; Dai et al., 2023; Piedboeuf and Langlais, 574

2023) used GPT-3.5 and GPT-4 as the base gen- 575

erative model for data augmentation. Ubani 576

et al. (2023) evaluated the effectiveness of zero- 577

shot prompting for data augmentation under low- 578

resource settings. Dai et al. (2023) used GPT to 579

generate paraphrases of existing texts for augmen- 580

tation. Both studies report better results using 581

LLMs for data augmentation compared to previ- 582

ous SOTA data augmentation approaches. Pied- 583

boeuf and Langlais (2023) further compared differ- 584

ent data augmentation methods and revealed that 585

the performance of ChatGPT is highly dependent 586

on the dataset. The more relevant work to ours is 587

(Zheng et al., 2023), which used LLM to generate 588

open-domain dialogue data for emotional support 589

conversation. In this paper, we prompt the LLM to 590

generate DST data, which is more challenging due 591

to the difficulty in domain planning, the demand 592

for accurate annotation, and the co-reference data. 593

5 Conclusions and Future Work 594

In this paper, we propose EDZ-DA, an easy-to- 595

difficult zero-shot data augmentation framework 596

for low-resource DST. We reveal three issues in 597

constructing DST data and propose to first deter- 598

mine the logical relationship among domains and 599

generate the user goal with the help of the LLM’s 600

strong reasoning ability. In order to enhance the 601

DST model’s performance in tracking co-reference 602

slots, we propose to complicate the dialogue con- 603

tent based on the domain relationship. Moreover, 604

we propose to permute slot values to mitigate the 605

influence of output order and the incomplete gener- 606

ation problem. Experimental results on the Multi- 607

WOZ dataset illustrate the superiority of EDZ-DA 608

over previous data augmentation approaches for 609

low-resource DST. 610

In future work, we will further study how to 611

generate diverse natural dialogue flows. 612
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Limitations613

In this section, we discuss several limitations of614

our proposed framework. First, although our gen-615

erated augmentation data can significantly improve616

low-resource DST, the naturalness of the dialogue617

process can be further improved. In practice, there618

may be situations such as booking failure and re-619

qualification. Future work can look into studying620

how to prompt the LLM to plan such dialogues.621

Second, the prompts in our method are manually622

constructed. How to explore a more systematic623

method for prompt engineering leaves future direc-624

tion for our work. Finally, it could be interesting to625

investigate the performance of other LLMs such as626

LLaMA(Touvron et al., 2023) in this task.627

Ethics Statement628

In our paper, we propose an LLM-based data629

augmentation method for low-resource DST. We630

choose GPT-4 for generating all the augmentation631

data and use T5 as the backbone model of our DST632

model. We carefully check all outputs in our exper-633

iments and we do not observe any ethical issues.634

Moreover, we conduct our experiments on the635

MultiWOZ dataset which is a publicly-available636

benchmark, and in our view, it does not have any637

attached privacy or ethical issues. Additionally, all638

metrics used in our experiments do not need man-639

ual labor. In summary, there are no direct ethical640

concerns in our study.641
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Prompt:
There are five domains that the AI agent supported, and their slots are listed in the following:
1. Hotel: {area, type, internet, parking, name, book day, price range, star, book stay, book people}
2. Restaurant: {area, book day, book people, book time, food, name, price range}
3. Attraction: {area, name, type}
4. Taxi: {arrive by, departure, destination, leave at}
5. Train: {book people, day, departure, destination, leave at}
Categorical slots and their possible values:
1. Area: centre, east, south, west, north
2. Internet: yes, no
3. Parking: yes, no
4. Price range: cheap, moderate, expensive
5. Star: 1, 2, 3, 4, 5
6. Day: Monday, Tuesday, Wednesday, Thursday, Friday, Saturday, Sunday
7. Hotel-type: hotel, guest house
8. Book people: 1, 2, 3, 4, 5, 6, 7, 8
9. Book stay: 1, 2, 3, 4, 5, 6, 7, 8
10. Arrive by & leave at: time in forms of "xx:xx" such as "13:00"
I will give you some of these domains. Your task is to determine whether these domains can be fused
together in a dialogue reasonably. The order of these domains does not matter, and you can determine
the order of these domains yourself. Please output it in a json format like {"is_reasonable": <1 for
reasonable and 0 the opposite>, "explanation": <give some explanation about your judgement>}.

# domains: restaurant, taxi.

GPT output:
{

"is_reasonable": 1,
"explanation": "The domains of restaurant and taxi can be reasonably fused together in a dialogue.
A common scenario is when a user wants to book a restaurant and then needs a taxi to get to the
restaurant. The user might want to book a table at a specific time and then arrange for a taxi to arrive
or depart accordingly. The slots for restaurant bookings (such as area, book day, book time, and book
people) can be discussed first, followed by arranging a taxi (with departure, destination, leave at, and
arrive by) to ensure the user arrives on time for their reservation."
}

Table 7: An example of domain relation judgment. GPT determines that it is reasonable for the restaurant domain
and taxi domain to appear in one dialogue and gives some explanation.
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Prompt:
So, based on your judgement, please help me generate several dialogue states with different inferrable
information. Each dialogue state is in forms of a dictionary where the key is the domain-slot and the
value is the corresponding value. The dialogue state summarizes a user’s goal in his/her dialogue with
an AI agent. You should determine the number of states yourself based on your judgement and output
your answer with a list of dialogue states.
You can determine the values of the categorical slots yourself. Values of other non-categorical slots
should be left blank (an empty string), and I will fill them. Note that values should be logical among
different domains. What’s more, some the values may be the value of another domain. Please express
this information by "domain1-slot”: "domain2-slot". But note that you cannot refer to domains that
are not mentioned in the current domains. And there are some restrictions in my system:
1) slots ’departure’, ‘destination’ cannot be inferred from slot ’area’.
2) slots ’arrive by’, ’leave at’, ’book time’ cannot be inferred from slots ’day’, ’book day’ and vice
versa.
3) area can only be inferred from area.
4) train-destination and train-departure cannot be inferred from other domain.
5) inferable slots must be different domains.
6) Please carefully refer to the schema I have given in the former turn. Only legal slots in a certain
domain can be inferred.
7) Infer from a blank slot is allowed since I will fill in all the blank slots later.

GPT output:
Based on your instructions, here are several dialogue states with inferable information, formatted as
dictionaries. Each state represents a user’s goal in a conversation with an AI agent, with some values
left blank for you to fill in later:
[
{"taxi-departure": "", "taxi-destination": "restaurant-area", "taxi-leave at": "restaurant-book time",
"restaurant-book time": "", "restaurant-area": "", "restaurant-food": "Italian"},

{"taxi-departure": "", "taxi-destination": "restaurant-name", "taxi-arriveby": "restaurant-book time",
"restaurant-name": "", "restaurant-book time": "", "restaurant-pricerange": "moderate"},
{"taxi-departure": "hotel-name", "taxi-destination": "restaurant-name", "taxi-arriveby": "", "hotel-
name": "", "restaurant-name": "", "restaurant-book time": "taxi-arriveby"},
{"taxi-departure": "hotel-area", "taxi-destination": "", "taxi-leaveat": "", "hotel-area": "", "restaurant-
name": "taxi-destination", "restaurant-booktime": "taxi-leaveat"}
]
In these dialogue states, I’ve adhered to the restrictions you’ve provided. The values for categorical
slots have been determined, and the non-categorical slots have been left blank. The inferable informa-
tion is based on the schema you mentioned, ensuring that the slots are inferred from different domains
and that the restrictions on which slots can be inferred from which are respected.

Table 8: An example of seed state generation. Words in green are one of the selected seed states.
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Prompt:
Given the following dialogue state with various domain-slot pairings that include specific details:
{
"restaurant-name": "midsummer house restaurant",
"restaurant-book time": "12:30",
"restaurant-area": "centre",
"restaurant-book people": "1",
"restaurant-food": "british",
"restaurant-book day": "wednesday",
"restaurant-pricerange": "expensive",
"taxi-destination": "midsummer house restaurant",
"taxi-arriveby": "12:30",
"taxi-departure": "peterborough train station"
}.
Construct the user’s overall goal for the ensuing conversation based solely on the information provided
in the dialogue state. The user goal should be as specific as possible while adhering to the following
guidelines:
- Do not include any specific names of restaurants, hotels and attractions that are present in the dialogue
state. These details are meant to be suggested by the agent during the conversation.
- Do not infer or add any information beyond what is present in the dialogue state. Use only the details
provided in the slots.
- The order in which the domain-slot pairings are presented is not indicative of importance or the
sequence of addressing them in the dialogue. The language model should determine the logical flow
and prioritization independently.
- Ensure that the user goal lays a foundation for a focused yet dynamic interaction, where the agent
has the opportunity to make recommendations and the user can respond or confirm these suggestions.
The objective is to clarify what the user intends to achieve or learn during the interaction without
presuming or preempting the agent’s role in guiding the conversation.
Example of a properly constructed user goal:
"User aims to find [general need based on dialogue state], with preferences matching [specific
preferences], and is looking for recommendations on [broad categories without naming specific
entities]."
Please proceed by formulating a user goal that aligns with these criteria.

GPT output:
The user aims to book a table for dining at a high-end restaurant that serves British cuisine in the city
center, with the reservation set for one person on a Wednesday at 12:30 PM. Additionally, the user
requires transportation arrangements to be made from a train station to the restaurant, ensuring arrival
by the reserved time. The user is looking for recommendations on suitable dining establishments that
fit these criteria and for a taxi service that can accommodate the specified departure and arrival details.

Table 9: An example of user goal generation. This prompt template is further improved by ChatGPT after we
manually construct it.
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Prompt:
## Dialogue State: <synthetic dialogue state>
## User Goal: <generated user goal>
## Information for the Agent: <additional information in the database for a certain place>
## Instruction:
The dialogue state summarize the dialogue between the user and the agent. Your task is to generate
a dialogue flow. Each element in the dialogue flow determine the information of a dialogue turn.
Each element should contain a description for the dialogue turn and the corresponding turn state. The
description is used to guide the subsequent turn utterance generation. The state is a subset of the
dialogue state that describe the information the user mentioned or confirmed in the dialogue turn.
Note that the dialogue is started with the agent and ended with the user and must follow an alternating
pattern between the agent and the user. After a successful booking service, the model should provide
a synthetic reference number, which consists of 8 random characters. Sometimes there are a lot of
restriction for a domain, so you should construct more dialogue turns to make sure that the user
express no more than six new restrictions of domain-slots in one dialogue turn. The value ’dontcare’
means that the user does not care about the restriction of that domain-slot and this information must
be expressed by the user.
Remember that all the states in the dialogue state should be used and no additional information can be
added.
Remember that the agent does not have prior knowledge of the user’s goals.
Ensure that the user express no more than six new restriction of domain-slots in one dialogue turn. Be
meticulous to confirm that the user does not introduce more than six new restrictions of domain-slots
within a single turn. To comply with this, divide constraints across multiple turns when necessary.

Parsed GPT output:
{ "description": "The agent greets the user and asks what they can assist them with today.",
"turn state": {} },
{ "description": "The user requests to book a table at a high-end restaurant that serves British cuisine
in the city center for one person.",
"turn state":{ "restaurant-area": "centre", "restaurant-food": "british", "restaurant-book people": "1",
"restaurant-pricerange": "expensive" } },
... ,
{ "description": "The user confirms the booking at Midsummer House Restaurant and requests a taxi
to get there, specifying they need to arrive by 12:30 PM.",
"turn state": { "taxi-destination": "midsummer house restaurant", "taxi-arriveby": "12:30" } },...

Table 10: An example of dialogue flow generation.
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Prompt:
## Information for the Agent: <additional information in the database for a certain place>
## Dialogue Flow: <generated dialogue flow>
## Instruction:
Based on the dialogue flow, please generate a dialogue between a agent and a user. You should
include information provided in the description and the turn state while construct a dialogue turn. The
synthetic reference number should be a string consists of 8 random character. Remember no turn
in the dialogue flow can be omitted and no additional dialogue turn can be added. The generated
dialogue turns must correspond one-to-one with the provided dialogue flow of, neither more nor less.
Remember no turns in the dialogue flow can be omitted and no additional dialogue turn can be added.
## Output Format: <output format>

Parsed GPT output:
{
"role": "agent",
"description": "The agent greets the user and asks what they can assist them with today.",
"content": "Good day! How may I assist you today?"
},
{
"role": "user",
"description": "The user requests to book a table at a high-end restaurant that serves British cuisine in
the city center for one person.",
"content": "I’d like to book a table for one at a high-end British cuisine restaurant in the city center."
},
...
{
"role": "agent",
"description": "The agent confirms the reservation details and informs the user that they have a table
available at Midsummer House Restaurant, which fits all the criteria provided.",
"content": "I have a table available for you at Midsummer House Restaurant, which offers British
cuisine and is located in the city center. It’s quite an exquisite place, and it fits your criteria perfectly."
},
{
"role": "user",
"description": "The user confirms the booking at Midsummer House Restaurant and requests a taxi to
get there, specifying they need to arrive by 12:30 PM.",
"content": "That sounds wonderful. Please confirm my booking at Midsummer House Restaurant.
Also, I need a taxi to get there and arrive by 12:30 PM."
}
...

Table 11: An example of dialogue generation.
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Prompt:
## Dialogue History: <dialogue history>
## Current Turn Utterances:
system: i have a table available for you at midsummer house restaurant , which offers british cuisine
and is located in the city center . it s quite an exquisite place , and it fits your criteria perfectly.
user: that sounds wonderful . please confirm my booking at midsummer house restaurant . also , i
need a taxi to get there and arrive by 12:30 pm.
## Turn State: <turn state>
## Co-reference:
{"taxi-destination": "restaurant-name", "taxi-arriveby": "restaurant-book time"}
## Instruction:
Your task is to modify the current turn utterances to express the co-reference information implicitly
rather than explicitly stating the full name of the value. Note that the rest of the values in the current
turn state should still be expressed explicitly. The modified utterance should be the paraphrase of the
original utterance in the current turn for both the system and the user. Only to modify the information
for these co-reference value.
Remember to maintain the meaning of the modified utterance with the original one.
If the expression of the co-reference value in the original utterance is already in a implicit way, please
do not modify the utterances and just copy it.
## Output Format:
{
“description”: <description of the co-reference information in natural language>,
“system”: <modified system utterance of the current turn>,
“user”: <modified user utterance of the current turn>
}

Parsed GPT output:
{
"description": "The ’taxi-destination’ is the same as the ’restaurant-name’, which is Midsummer
House Restaurant, and the ’taxi-arriveby’ time is the same as the ’restaurant-book time’, which is
12:30 pm.",
"system": "I have a table available for you at Midsummer House Restaurant, which offers British
cuisine and is located in the city center. It’s quite an exquisite place, and it fits your criteria perfectly.",
"user": T̈hat sounds wonderful. Please confirm my booking at Midsummer House Restaurant. Also, I
need a taxi to get there in time for my reservation.
}

Table 12: An example of dialogue complication. As described in "# Co-reference", taxi-arriveby should be inferred
from restaurant-book time. GPT modify the expression of that information. Words in red are the expression before
modification and words in green are the expression after modification.
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