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Abstract

We propose TopDis (Topological Disentangle-
ment), a method for learning disentangled rep-
resentations via adding a multi-scale topological
loss term. Disentanglement is a crucial prop-
erty of data representations substantial for the ex-
plainability and robustness of deep learning mod-
els and a step towards high-level cognition. The
state-of-the-art methods are based on VAE and
encourage the joint distribution of latent vari-
ables to be factorized. We take a different per-
spective on disentanglement by analyzing topo-
logical properties of data manifolds. In partic-
ular, we optimize the topological similarity for
data manifolds traversals. To the best of our
knowledge, our paper is the first one to propose
a differentiable topological loss for disentangle-
ment learning. Our experiments have shown that
the proposed TopDis loss improves disentangle-
ment scores such as MIG, FactorVAE score, SAP
score, and DCI disentanglement score with re-
spect to state-of-the-art results while preserving
the reconstruction quality. Our method works in
an unsupervised manner, permitting us to apply it
to problems without labeled factors of variation.
The TopDis loss works even when factors of vari-
ation are correlated. Additionally, we show how
to use the proposed topological loss to find dis-
entangled directions in a trained GAN.

1. Introduction

Learning disentangled representations is a fundamental
challenge in deep learning, as it has been widely recog-
nized that achieving interpretable and robust representa-
tions is crucial for the success of machine learning mod-
els (Bengio et al., 2013). Disentangled representations, in
which each component of the representation corresponds
to one factor of variation (Desjardins et al., 2012; Ben-
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Figure 1. The TopDis pipeline process involves the following
steps: encoding a batch of data samples, applying shift in a la-
tent code, decoding both the original and the shifted latents, and
finally calculating the TopDis loss between the two resulting point
clouds, for details see Section 3.2.

gio et al., 2013; Cohen & Welling, 2014; Kulkarni et al.,
2015; Chen et al., 2016; Higgins et al., 2017; Tran et al.,
2021; Feng et al., 2018; Gonzalez-Garcia et al., 2018), have
been shown to be beneficial in a variety of areas within
machine learning. One key benefit of disentangled rep-
resentations is that they enable effective domain adapta-
tion, which refers to the ability of a model to generalize to
new domains or tasks. Studies have shown that disentan-
gled representations can improve performance in unsuper-
vised domain adaptation (Yang et al., 2019; Peebles et al.,
2020; Zou et al., 2020). Additionally, disentangled repre-
sentations have been shown to be useful for zero-shot and
few-shot learning, which are techniques for training models
with limited labeled data (Bengio et al., 2013). Disentan-
gled representations have also been shown to enable con-
trollable image editing, which is the ability to manipulate
specific aspects of an image while keeping the rest of the
image unchanged (Wei et al., 2021; Wang & Ponce, 2021).
This type of control can be useful in a variety of applica-
tions, such as image synthesis, style transfer, and image
manipulation.

Furthermore, disentangled representations are also be-
lieved to be a vital component for achieving high-level cog-
nition. High-level cognition refers to the ability of a model
to understand and reason about the world, and disentan-
gled representations can play a key role in achieving this
goal (Bengio, 2018).

One line of research for finding disentangled represen-
tations is to modify the Variational Autoencoder (VAE)
(Kingma & Welling, 2013) using some intuition, formal-
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izing statistical independence of latent components (Hig-
gins et al., 2017; Chen et al., 2018; Kim & Mnih, 2018), or
the group theory based definition of disentanglement (Yang
et al., 2021). Another line is to modify Generative Ad-
versarial Networks (GANSs) (Goodfellow et al., 2014; Chen
et al., 2016; Lin et al., 2020; Peebles et al., 2020; Wei et al.,
2021) to enforce the change in a particular component be-
ing predictable or independent in some sense from other
components.

At the same time, Locatello et al. (2019) stated the impos-
sibility of fully unsupervised learning of disentangled rep-
resentation with a statistical approach. However, empirical
evidence shows that disentanglement learning is possible,
probably due to inductive bias either in the model or the
dataset (Michlo et al., 2023; Rolinek et al., 2019). We fol-
low Higgins et al. (2018), Section 3, where it is pointed
out that one can achieve disentanglement w.r.t. the nat-
ural decomposition through active intervention, which in
our case takes the form of the proposed group(oid) action
shifts. Also, our work is based on exploring topological
properties of a data manifold. Thus, statistical arguments
of Locatello et al. (2019) do not apply in our case.

The proposed approach is grounded in the manifold hy-
pothesis (Goodfellow et al., 2016) which posits that data
points are concentrated in a vicinity of a low-dimensional
manifold. For disentangled representations, it is crucial that
the manifold has a specific property, namely, small topolog-
ical dissimilarity between a point cloud given by a batch of
data points and another point cloud obtained via the sym-
metry group(oid) action shift along a latent space axis. To
estimate this topological dissimilarity, we utilize the tools
from topological data analysis (Barannikov, 1994; Chazal
& Michel, 2017). We then develop a technique for incorpo-
rating the gradient of this topological dissimilarity measure
into the training of VAE-type models.

Our contributions are the following:

* We propose TopDis (Topological Disentanglement), a
method for unsupervised learning of disentangled repre-
sentations via adding to a VAE-type loss the topological
objective;

* Our approach uses group(oid) action shifts preserving
the Gaussian distribution;

* We improve the reconstruction quality by applying gra-
dient orthogonalization;

* Experiments show that the proposed TopDis loss im-
proves disentanglement metrics (MIG, FactorVAE score,
SAP score, DCI disentanglement score) with respect to
state-of-the-art results. Our method works even when
factors of variation are correlated.

We release out code:
nikitabalabin/TopDis

https://github.com/

2. Related Work

In generative models, disentangled latent space can be ob-
tained by designing specific architectures of neural net-
works (Karras et al., 2019) or optimizing additional loss
functions. While the latter approach can admit supervised
learning (Kulkarni et al., 2015; Kingma et al., 2014; Paige
et al., 2017; Mathieu et al., 2016; Denton et al., 2017), the
most challenging but practical approach is unsupervised
learning of disentangled representations since the underly-
ing factors of variation are typically unknown for real data.

The Variational Autoencoder (VAE) (Kingma & Welling,
2013), a widely used generative model, is not able to
achieve disentanglement alone. To address this limitation,
researchers have proposed different modifications of VAE
such as 3-VAE (Higgins et al., 2017), which aims to pro-
mote disentanglement by increasing the weight of Kull-
back-Leibler (KL) divergence between the variational pos-
terior and the prior. To overcome the known trade-off be-
tween reconstruction quality and disentanglement (Sikka
et al., 2019), some researchers have proposed to use the
concept of total correlation. In S-TCVAE (Chen et al.,
2018), the KL divergence between the variational posterior
and the prior is decomposed into three terms: index-code
mutual information, total correlation (TC), and dimension-
wise KL. The authors propose to penalize the TC as the
most important term for learning disentangled representa-
tions. However, estimation of the three terms of decom-
position is challenging, and the authors propose a novel
framework for training with the TC-decomposition using
minibatches of data. The authors of FactorVAE (Kim &
Mnih, 2018) proposed an additional discriminator which
encourages the distribution of latent factors to be factor-
ized and hence independent across the dimensions with-
out significantly reducing the reconstruction loss. Recently
Estermann & Wattenhofer (2023) proposed DAVA, an ad-
versarial framework for learning disentangled representa-
tions with dynamical hyperparameters tuning. Moor et al.
(2020) proposed a topological loss term for autoencoders
that helps harmonise the topology of the data space with
the topology of the latent space.

Locatello et al. (2019) conduct a comprehensive empirical
evaluation of a large amount of existing models for learning
disentangled representations, taking into account the influ-
ence of hyperparameters and initializations. They find that
the FactorVAE method achieves the best quality in terms
of disentanglement and stability while preserving the re-
construction quality of the generated images.

Approaches to interpretation of neural embeddings are de-
veloped in (Bertolini et al., 2023; Zhang et al., 2018; Zhou
et al., 2018). In the work (Shukla et al., 2018), the au-
thors study a geometry of deep generative models for dis-
entangled representations. Tools of topological data analy-
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Figure 2. An example of RTD calculation.

sis were previously applied to disentanglement evaluation
(Barannikov et al., 2022; Zhou et al., 2021). In (Barannikov
et al., 2022), topological dissimilarity in data submanifolds
corresponding to slices in latent space for a simple syn-
thetic dataset was compared.

3. Background
3.1. Variational Autoencoder

The Variational Autoencoder (VAE) (Kingma & Welling,
2013) is a generative model that encodes an object x,, into
a set of parameters of the posterior distribution g4 (z|x,),
represented by an encoder with parameters ¢. Then it sam-
ples a latent representation from this distribution and de-
codes it into the distribution py(x,|z), represented by a de-
coder with parameters 6. The prior distribution for the la-
tent variables is denoted as p(z). In this work, we consider
the factorized Gaussian prior p(z) = N (0, I), and the vari-
ational posterior for an observation is also assumed to be
a factorized Gaussian distribution with the mean and vari-
ance produced by the encoder. The standard VAE model is
trained by minimizing the negative Evidence Lower Bound
(ELBO) averaged over the empirical distribution:

Lyvag = Lrec + Lk, Where

N
1
£rec - _N ZEq [IOgPO (xn | Z)] )

n=1

L
Lir=—% D KL(gy (z | z) || p(2)) -

n=1

3.2. Representation Topology Divergence

Representation Topology Divergence (RTD) (Barannikov
et al., 2022) is a topological tool comparing two point
clouds X, X with one-to-one correspondence between

points. RTD compares multi-scale topological features to-
gether with their localization. The distances inside clouds
X, X define two weighted graphs G, G with the same
vertex set X, wap = dist(A, B), wap = dist(A, B).
For a threshold «, the graphs G*<® G®<® are the a-
neighborhood graphs of X and X. RTD tracks the dif-
ferences in multi-scale topology between G¥<%, G*<< by
comparing them with the graph G™*(¥>®)<@ which con-
tains an edge between vertices A and B iff an edge between
A and B is present in either G¥<% or G¥<?, Increasing o
from 0 to the diameter of X, the connected components in
GY<%(X) change from |X| separate vertices to one con-
nected component with all vertices. Let a; be the scale at
which a pair of connected components C, Cy of G be-
comes joined into one component in G (W) ] et at
some oy > «j, the components Cy, Cs become also con-
nected in G*=%. R-Cross-Barcode;(X, X) is the multiset
of intervals like [a, ao], see Figure 2. Longer intervals
indicate in general the essential topological discrepancies
between X and X. By definition, RTD is the half-sum of
interval lengths in R-Cross-Barcode; (X, X) and R-Cross-
Barcode; (X, X). By simplicial complexes based formal
definition, R-Cross-Barcode is the barcode of the graph
_C'; W% from (Barannikov et al., 2022), see Appendix L.

Figure 2 illustrates the calculation of RTD. The case with
three clusters in X merging into two clusters in X is shown.
Edges of G?<% not in G*<, are colored in orange. In this
example there are exactly four edges of different weights
(13), (14), (23), (24) in the point clouds X and X. The
unique topological feature in R-Cross-Barcode; (X, X ) in
this case is born at the threshold ws4 when the difference
in the cluster structures of the two graphs arises, as the
points 2 and 4 are in the same cluster at this threshold in
Grin(w )< and not in GW<®, This feature dies at the
threshold a; = wsj since the clusters (1,2) and (3,4) are
merged at this threshold in G¥<?.

The differentiation of RTD is described in (Trofimov et al.,
2023), see also Appendix Q.

4. Method
4.1. Topology-aware Loss for Group(oid) Action

First, we provide a simple example demonstrating the rele-
vance of topology-aware loss. The disentanglement is illus-
trated commonly by traversals along axes in latent space.
Figure 3a presents an example of various shifts in the la-
tent space for the dSprites dataset with known factors of
variations. In Figure 3b we demonstrate that transforma-
tions in disentangled directions have minimal topological
dissimilarities as measured by RTD between two sets of
samples. As illustrated by this example, minimization of
RTD should favor the decomposition of latent space to dis-
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(a) Example of traversals in dSprites dataset.
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(b) RTD between point clouds represented as rows in Figure 3a.

Figure 3. Left: rows represent point clouds (mini-batches). The 1st row represents a random batch of samples; the 2nd row is obtained
by equally shifting samples from the 1st row to the right; the 3rd row is placed the same as 2nd, but all objects are randomly transformed;
the 4th row is a scaling of samples from 3rd row. The RTD value between the 1st and 2nd point clouds is zero, as RTD between the 3rd
and 4th rows. While RTD between the 2nd and 3rd rows is large because the topological structures of these two clouds are not similar.

entangled directions.

As we explain below, the minimization of topology diver-
gence is implied by the continuity of the symmetry Lie
group(oid) action on data distribution.

Definition of VAE-based disentangled representation.
We propose that the disentangled VAE for data distribution
in a space Y consists of (cf. (Higgins et al., 2018)):

1. The encoder h : Y — Z and the decoder f : Z — Y
neural networks, Z = R", maximizing ELBO, with the
standard N (0, I) prior distribution on Z.

2. Symmetry Lie group(oid) actions on distributions in Y’
and Z, such that the decoder and the encoder are equiv-
ariant with respect to group(oid) action, f(g(z))
9(f(2)), hig(x)) = g(h(x)), g € G.

3. A decomposition G = Gy X ... x Gy, where G; ~
R are 1-parameter Lie subgroup(oid)s. We distinguish
two cases arising in examples: a) G;, G; are commuting
with each other: g;g; = g,9; for g; € G;,g9; € G;, b)
9i9j =~ 9,9 up to higher order O(log [|gs|| log ||g;1])-

4. The Lie group(oid) G action on the latent space decom-
poses and each G; acts only on a single latent variable
z;, preserving the prior N(0,1) distribution on z;; it
follows from Proposition 4.1 that GG; acts on z; via the
shifts (1).

The concept of Lie groupoid is a formalization of continu-
ous symmetries, when, contrary to group in (Higgins et al.,
2018), symmetry action is not necessarily applicable to all
points. We gather necessary definitions in Appendix M.

To relate topological features to disentangled representa-
tions, the keys are the continuity and the existence of
inverse properties for the Lie action on the support of
the model distribution pg(z) in the disentangled model.
Transformations with these properties are called homeo-
morphisms in topology. For a map to be a homeomor-
phism, a fundamental requirement is that it must induce an

e original
e shifted

P———hO— PO L

Figure 4. Shift of real line preserving N(0,1), C = 1/8.
The three orange curvilinear rectangles have the same area:
F(zsnitted) — F'(2) = 1/8

isomorphism in homology, meaning it must preserve the
topological features. By design, minimizing TopDis guar-
antees the maximal preservation of the topological features
by the Lie action transformations. We prove a proposition
which strengthens this relation further in Appendix U.

In other words, since the Lie group(oid) symmetry action
by g € G, on the support of data distribution in Y" is contin-
uous and invertible, the collection of topological features of
its any subset should be preserved under g. This can be ver-
ified by RTD measuring the discrepancy in topological fea-
tures at multiple scales of two data samples. Given a sam-
ple of images, TopDis loss is given by RTD between the re-
constructed sample and the sample reconstructed from the
group(oid) shifted latent codes, described in Section 4.2.
If the two collections of topological features at multiple
scales are preserved by g, then TopDis loss between the
two samples is small.

4.2. Group(oid) Action Shifts Preserving the Gaussian
Distribution.

Given a batch of data samples, X = zi,...,xn, We
sample the corresponding latent representations, z, ~
q¢(#|xy), and the reconstructed samples, Z,, ~ pg(x|zy ).
To ensure that the shifts in a latent code preserve the prior



Disentanglement Learning via Topology

Gaussian distribution, we propose the shifts defined by the
equation:

Zehitted = F~H(F (2 | p,0®) +C | p,0?) (D

Shifts in the latent space are performed using the cumula-
tive function F'(z | p, 02) of the Gaussian distribution. The
mean value p and variance o2 of the distribution are calcu-
lated as the empirical mean and variance of the latent code
for the given sample of the data, see Algorithm 1.

Proposition 4.1. a) For any fixed p, o, the equation (1) de-
fines a local action of the additive group {C | C' € R} on
real line. b) This abelian group(oid) action preserves the
N(p,0?) Gaussian distribution density. c) Conversely, if
a local (group(oid)) action of this abelian group preserves
the N(p,c?) distribution then the action is given by for-
mula (1).

See Appendix B for the proof and more details. This shift-
ing is illustrated in Figure 4.

In the following Proposition 4.2, we bridge the gap between
the proposed definition of disentanglement and the defini-
tion originating from Bengio et al. (2013). We demonstrate
that the group(oid) action shift preserves the aggregate pos-
terior latent code independence as implied by the definition
from Bengio et al. (2013). This suggests that the two frame-
works can be combined in practice.

Let ¢(z) be the aggregate posterior distribution over the la-
tent space, aggregated over the whole dataset X. And let
q(z;) be the similar aggregate distribution over the latent
code z;. The formula (1) is valid and defines symmetry
shifts if we replace the standard normal distribution with
any distribution over the real line, we use it with the distri-
bution ¢(z;) over the i—th latent codes.

Proposition 4.2. a) If the distribution q(z) is factorized
into product q(z) = [], q(zi), then the shift defined by the
formula (1) acting on a single latent code z; and leaving
other latent codes fixed, preserves the latent space distri-
bution q(z). This defines the G; groupoid action on z for
any 1, whose action can be then extended to points of the
initial dataset X with the help of the decoder-encoder. b)
Conversely, if q(z) is preserved for any i by the shifts act-
ing on z; and defined via formula (1) from the distribution

q(z:), then q(z) =T, q(z).
The proof is given in Appendix C.

4.3. The TopDis Loss

The TopDis loss is calculated using the RTD measure,
which quantifies the dissimilarity between two point clouds
with one-to-one correspondence. The reconstructed batch
of images, X , is considered as a point cloud in the

Algorithm 1 Latent traversal with a shift in the latent
space.

Input: z € RV X9 _an array of latent representations from
encoder. C — the shift value. F(z | p,0?) — the cumula-
tive function for A'(p, o'2) distribution.

i ~{1,...,d}, random choice of latent code

s ~ {=C, C}, random choice of shift direction.

p + mean(z(")), empirical mean value for i-th latent

representation along batch.

02 « var(z()), empirical variance for the i-th latent
representation along batch.

p «— F (2% | p,0?), p-values of batch along i-th latent

code, p € RV

J ={j | pj+s € (0,1)}, valid set of the batch elements

that can be shifted

Zoviginal <— {%; | j € J}, batch of valid original latents

(@) (@) () oy
Zshifted — Zoriginal’ copy of latents Zoriginal’ v 7& v

2lttea < {F 7 (ps + 5 | p.0®) | j € T}, apply the
shift only along the i-th latent code.
Return: Zzoriginal, Zshifted — Valid original and shifted la-

d
tents. Zoriginal, Zshifted € RIJIX

Algorithm 2 The TopDis loss.

Input: X € RNXCXHXW "yAE parameters ¢, 0, p €
{1,2} - an exponent, C' — the shift scale.
fhzy 02 < qu(2|X), posterior parameters from encoder
given batch X.
Zoriginal, Zshifted — valid original and shifted latents, ob-
tained by Algorithm 1
Xoriginal ~ Pg(Z|Zoriginal), @ reconstruction of initial
batch X
Xahifted ~ Do (x| Zshifted ), @ generation of modified X
after applying shift along some fixed latent code.
L7p + RTD® (X iginal, Xehifred)

Return: £7p — topological loss term.

RIXWXC gpacel; H, W, and C are the height, width, and
number of channels of the images respectively. The one-to-
one correspondence between the original and shifted sam-
ples is realized naturally by the shift in the latent space.
Finally, having the original and shifted point clouds:
Xoriginal ~ Do (x|zorigina1)a Xshifted ~ Do ($|Zshifted)7
2)
we propose the following topological loss term (Algorithm
2):
Lrp = RTD(p) (Xoriginah Xshifted)7 3)

where the superscript (p) in RTD® stands for using sum

of the lengths of intervals in R-Cross-Barcode; to the p—th

"For complex images, RTD and the TopDis loss can be calcu-
lated in a representation space instead of the pixel space X.
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power. The Lrp term imposes a penalty for data point
clouds having different topological structures, like the 2nd
and the 3rd rows in Figure 3a. Both standard values p = 1
and p = 2 perform well. In some circumstances, the p = 2
value is more appropriate because it penalizes significant
variations in topology structures.

In this work, we propose to use the topological loss term
L1 p, in addition to the VAE-based loss:

L = LvAE—based + VLTD- €]

All variants of VAEs (classical VAE, 5-VAE, FactorVAE,
B-TCVAE, ControlVAE, DAVA) are modified accordingly.
The computational complexity of Lrp is discussed in Ap-
pendix K. We analyze the sensitivity of the proposed ap-
proach on the value of 7y in (4) in Appendix O.

4.4. Gradient Orthogonalization

As with all regularization terms, the £7p minimization
may lead to a lack of reconstruction quality. In order to
achieve state-of-the-art results while minimizing the topo-
logical regularization term L p, we apply the gradient or-
thogonalization between L7 p and the reconstruction loss
term L,... Specifically, if the scalar product between
Vs,6Lrec and V4 o L7 p is negative, then we adjust the gra-
dients from our L7 p loss to be orthogonal to those from
L.e by applying the appropriate linear transformation:

ort <VETD7 V£T86>
V" Lrp =VLrp (Voo VEree) VL. (5)
This technique helps to maintain a balance between the
reconstruction quality and the topological regularization,
thus resulting in improved overall performance. This fol-
lows essentially from the properties of the gradient of a dif-
ferentiable function: making a step of length ¢ in a direc-
tion orthogonal to the gradient does not change the function
value up to higher order O(§2), while moving in a direction
that has negative scalar product with the gradient decreases
the function value. We provide an ablation study of gradi-
ent orthogonalization technique in Appendix N.

S. Experiments

5.1. Experiments on Standard Benchmarks

In the experimental section of our work, we evaluate the
effectiveness of the proposed topology-based loss. Specif-
ically, we conduct a thorough analysis of the ability of our
method to learn disentangled latent spaces using various
datasets and evaluation metrics. We compare the results ob-
tained by our method with the state-of-the-art models and
demonstrate the advantage of our approach in terms of dis-
entanglement and reconstruction quality.

Datasets. We used popular benchmarks: dSprites (Matthey
et al., 2017), 3D Shapes (Burgess & Kim, 2018), 3D Faces
(Paysan et al., 2009), MPI 3D (Gondal et al., 2019), CelebA
(Liu et al., 2015). See the description of the datasets in
Appendix A. Although the datasets dSprites, 3D Shapes,
3D Faces are synthetic, the known true factors of variation
allow accurate supervised evaluation of disentanglement.
Hence, these datasets are commonly used in both classi-
cal and most recent works on disentanglement (Burgess
etal., 2017; Kim & Mnih, 2018; Estermann & Wattenhofer,
2023; Roth et al., 2023). Finally, we examine the real-life
setup with the CelebA (Liu et al., 2015) dataset.

Methods. To demonstrate that the proposed TopDis loss
contributes to learning disentangled representations, we
combine it with classical VAE (Kingma & Welling, 2013),
B-VAE (Higgins et al., 2017), FactorVAE (Kim & Mnih,
2018), S-TCVAE (Chen et al., 2018), ControlVAE (Shao
et al., 2020) and DAVA (Estermann & Wattenhofer, 2023).
Following the previous work (Kim & Mnih, 2018), we used
similar architectures for the encoder, decoder and discrim-
inator (see Appendix D), the same for all models. The hy-
perparameters and other training details are in Appendix
J. We set the latent space dimensionality to 10. Since the
quality of disentanglement has high variance w.r.t. network
initialization (Locatello et al., 2019), we conducted mul-
tiple runs of our experiments using different initialization
seeds (see Appendix I) and averaged results.

Evaluation. Not all existing metrics were shown to be
equally useful and suitable for disentanglement (Dittadi
et al., 2021; Locatello et al., 2019). Due to this, hyper-
parameter tuning and model selection may become con-
troversial. Moreover, in the work Zaidi et al. (2022), the
authors conclude that the most appropriate metric is DCI
disentanglement score (Eastwood & Williams, 2018), the
conclusion which coincides with another line of research
Roth et al. (2023). Based on the existing results about
metrics’ applicability, we restricted evaluation to measur-
ing the following disentanglement metrics: the Mutual In-
formation Gap (MIG) (Chen et al., 2018), the FactorVAE
score (Kim & Mnih, 2018), DCI disentanglement score,
and Separated Attribute Predictability (SAP) score (Kumar
et al., 2018). Besides its popularity, these metrics cover all
main approaches to evaluate the disentanglement of gener-
ative models (Zaidi et al., 2022): information-based (MIG),
predictor-based (SAP score, DCI disentanglement score),
and intervention-based (FactorVAE score).

5.1.1. QUANTITATIVE EVALUATION

First of all, we study the TopDis loss as a self-sufficient
disentanglement objective by adding it to VAE. Table 14
in Appendix T shows that disentanglement metrics are im-
proved for all the datasets. Next, we add the TopDiss loss
to state-of-the-art models. As demonstrated in Table 1, the
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Table 1. Evaluation on the benchmark datasets. Bold denotes the best variant in the pair with vs. without the TopDis loss. Blue denotes
the best method for a dataset/metric.

Method FactorVAE score MIG SAP DCI, dis.
dSprites
B-VAE 0.807 £ 0.037 0.272 +0.101 0.065 4+ 0.002 0.440 + 0.102
B-VAE + TopDis (ours) 0.833 +0.016 0.348 + 0.028 0.066 + 0.015 0.506 + 0.050
FactorVAE 0.819 + 0.028 0.295 + 0.049 0.053 4+ 0.006 0.534 + 0.029
FactorVAE + TopDis (ours) 0.824 +0.038 0.356 +0.025 0.082 +0.001 0.521 £0.044
B-TCVAE 0.810 4+ 0.058 0.332 +0.029 0.045 £+ 0.004 0.543 + 0.049
B-TCVAE + TopDis (ours) 0.821 + 0.034 0.341 + 0.021 0.051 + 0.004 0.556 + 0.042
ControlVAE 0.806 + 0.012 0.333 £ 0.037 0.056 £ 0.002 0.557 £ 0.009
Control VAE + TopDis (ours) 0.810 + 0.012 0.344 + 0.029 0.059 + 0.002 0.578 +0.007
DAVA 0.746 + 0.099 0.253 + 0.058 0.024 +0.015 0.395 £ 0.054
DAVA + TopDis (ours) 0.807 + 0.010 0.344 + 0.010 0.048 + 0.012 0.551 + 0.019
3D Shapes
B-VAE 0.965 + 0.060 0.740 +0.141 0.143 £ 0.071 0.913 £0.147
B-VAE + TopDis (ours) 1.0£0.0 0.839 + 0.077 0.195 4+ 0.030 0.998 4+ 0.004
FactorVAE 0.934 + 0.058 0.698 +0.151 0.099 + 0.064 0.848 +0.129
FactorVAE + TopDis (ours) 0.975 + 0.044 0.779 + 0.036 0.159 +0.032 0.940 4+ 0.089
B-TCVAE 0.909 + 0.079 0.693 + 0.053 0.113 £0.070 0.877 £ 0.018
B-TCVAE + TopDis (ours) 1.0+0.0 0.751 + 0.051 0.147 + 0.064 0.901 +0.014
ControlVAE 0.746 + 0.094 0.433 + 0.094 0.091 £ 0.068 0.633 +0.093
Control VAE + TopDis (ours) 0.806 + 0.046 0.591 + 0.055 0.125 + 0.02 0.795 4+ 0.098
DAVA 0.800 + 0.095 0.625 + 0.061 0.099 £+ 0.016 0.762 4+ 0.088
DAVA + TopDis (ours) 0.847 + 0.092 0.679 +0.112 0.101 + 0.043 0.836 +0.074
3D Faces
B-VAE 1.0£0.0 0.561 + 0.017 0.058 + 0.008 0.873 +0.018
B-VAE + TopDis (ours) 1.0+ 0.0 0.545 £+ 0.005 0.052 4+ 0.004 0.854 £ 0.013
FactorVAE 1.0£0.0 0.593 + 0.058 0.061 +0.014 0.848 +0.011
FactorVAE + TopDis (ours) 1.0+ 0.0 0.626 + 0.026 0.062 + 0.013 0.867 +0.037
B-TCVAE 1.0+ 0.0 0.568 +0.063 0.060 £+ 0.017 0.822 +0.033
B-TCVAE + TopDis (ours) 1.0£0.0 0.591 + 0.058 0.062 + 0.011 0.859 + 0.031
ControlVAE 1.0+ 0.0 0.447 +£0.011 0.058 &+ 0.008 0.713 £ 0.007
Control VAE + TopDis (ours) 1.0£0.0 0.477 £+ 0.004 0.074 + 0.007 0.760 + 0.014
DAVA 1.0+ 0.0 0.527 +£0.002 0.047 £+ 0.009 0.822 4+ 0.006
DAVA + TopDis (ours) 1.0+ 0.0 0.536 + 0.012 0.052 +0.011 0.814 4+ 0.008
MPI 3D

B-VAE 0.428 + 0.054 0.221 + 0.087 0.092 +0.035 0.238 +0.049
B-VAE + TopDis (ours) 0.479 + 0.040 0.335 + 0.056 0.172 + 0.032 0.337 +0.036
FactorVAE 0.589 + 0.053 0.336 + 0.056 0.179 £0.052 0.391 £+ 0.056
FactorVAE + TopDis (ours) 0.665 + 0.041 0.377 +0.053 0.238 + 0.040 0.438 +0.065
B-TCVAE 0.377 £ 0.039 0.168 +0.021 0.084 +0.012 0.233 + 0.059
B-TCVAE + TopDis (ours) 0.501 + 0.023 0.287 + 0.011 0.149 + 0.006 0.356 + 0.045
ControlVAE 0.391 + 0.021 0.180 + 0.048 0.107 + 0.003 0.178 +0.037
Control VAE + TopDis (ours) 0.554 + 0.026 0.232 + 0.016 0.154 + 0.003 0.274 +0.028
DAVA 0.404 + 0.080 0.234 +0.075 0.086 4+ 0.043 0.268 4+ 0.051
DAVA + TopDis (ours) 0.606 + 0.036 0.337 £ 0.067 0.181 + 0.041 0.401 + 0.049
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Figure 5. FactorVAE (left) and FactorVAE + TopDis (right) latent traversals on 3D Shapes.

models trained with the auxiliary TopDis loss outperform
the original ones for all datasets and almost all quality mea-
sures. The addition of the TopDis loss improves the re-
sults as evaluated by FactorVAE score, MIG, SAP, DCI: on
dSprites up to +8%, +35%, +100%, +39%, on 3D Shapes
up to +8%, +36%, +60%, +25%, on 3D Faces up to +6%,
+27%, +6% and up to +50%, +70%, +110%, +53% on MPI
3D respectively across all models. The best variant for a
dataset/metrics is almost always a variant with the TopDis
loss, in 94% cases. In addition, our approach preserves the
reconstruction quality, see Table 4, Appendix E.

5.1.2. QUALITATIVE EVALUATION

In order to qualitatively evaluate the ability of our proposed
TopDis loss to learn disentangled latent representations, we
plot the traversals along a subset of latent codes that exhibit
the most significant changes in an image. As a measure
of disentanglement, it is desirable for each latent code to
produce a single factor of variation. We compare traversals
from FactorVAE and FactorVAE+TopDis decoders. The
corresponding Figures 18, 19 and a detailed discussion are
in Appendix X.

For the dSprites dataset, the simple FactorVAE model
has entangled rotation and shift factors, while in Factor-
VAE+TopDis these factors are isolated. For the 3D Shapes
(Figure 5), FactorVAE+TopDis learns disentangled shape
and scale factors, while classical FactorVAE doesn’t. In
3D Faces, FactorVAE+TopDis better disentangles azimuth,
elevation, and lighting. Especially for lighting, facial at-
tributes such as the chin, nose, and eyes are preserved
for the “lightning” axis traversal. For MPI 3D, Factor-
VAE+TopDis successfully disentangles size and elevation
factors. Finally, for CelebA, FactorVAE+TopDis disentan-
gles skin tone and lightning, while in FactorVAE they are
entangled with background and hairstyle.

5.2. Learning Disentangled Representations from
Correlated Data

Existing methods for disentanglement learning make un-

realistic assumptions about statistical independence of fac-

[ ’\,(' ] = i.'\‘\"

Figure 6. Three disentangled directions discovered by TopDis in
StyleGAN: azimuth, smile, and hair color.

tors of variations (Trduble et al., 2021). Synthetic datasets
(dSprites, 3D Shapes, 3D Faces, MPI 3D) also share this
assumption. However, in the real world, causal factors are
typically correlated. We carry out a series of experiments
with shared confounders (one factor correlated to all oth-
ers, (Roth et al., 2023)). The TopDis loss isn’t based on as-
sumptions of statistical independence. The addition of the
TopDis loss gives a consistent improvement in all quality
measures in this setting, see Table 13 in Appendix S.

5.3. Unsupervised Discovery of Disentangled
Directions in StyleGAN
We perform additional experiments to study the ability of
the proposed topology-based loss to infer disentangled di-
rections in a pretrained StyleGAN (Karras et al., 2019).
We searched for disentangled directions within the space
of principal components in latent space by optimizing the
multi-scale topological difference after a shift along this
axis RTD(Xoriginal, Xshifted). We were able to find three
disentangled directions: azimuth, smile, hair color. See
Figure 6 and Appendix H for more details. Comparison
of methods dedicated to the unsupervised discovery of dis-
entangled directions in StyleGAN is qualitative since the
FFHQ dataset doesn’t have labels. We do not claim that our
method outperforms alternatives (Héarkonen et al., 2020),
as our goal is rather to demonstrate the applicability of the
TopDis loss for this problem.
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6. Conclusion

Our method, the Topological Disentanglement, has demon-
strated its effectiveness in learning disentangled represen-
tations, in an unsupervised manner. The experiments on the
dSprites, 3D Shapes, 3D Faces, and MPI 3D datasets have
shown that an addition of the proposed TopDis loss im-
proves VAE, 3-VAE, FactorVAE, S-TCVAE, ControlVAE,
and DAVA models in terms of disentanglement scores
(MIG, FactorVAE, SAP, DCI disentanglement) while pre-
serving the reconstruction quality. Inside our method, there
is the idea of applying the topological dissimilarity to op-
timize disentanglement that can be added to any existing
approach or used alone. We proposed to apply group(oid)
action shifts preserving the Gaussian distribution in the la-
tent space. To preserve the reconstruction quality, the gra-
dient orthogonalization was used. Our method isn’t based
on the statistical independence assumption and brings im-
provement in quality measures even if factors of variation
are correlated. In this paper, we limited ourselves to the
image domain for easy visualization of disentangled direc-
tions. Extension to other domains (robotics, time series,
etc.) is an interesting avenue for further research.
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Impact Statement

Disentanglement learning will lead to better generative
models in various domains like image, video, text, etc.
Generative models have a high potential industrial and so-
cietal impact since they may lead to creation of multi-
modal chat bots, Al-assisted image and video production,
etc. The danger of deepfakes should be taken into account.
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A. Datasets

This section provides a brief overview of the benchmark datasets along with sample images.

dSprites contains 2D shapes generated procedurally from five independent latent factors: shape, scale, rotation, x-
coordinate, and y-coordinate of a sprite. See Figure 7 for sample images.

3D Shapes consists of 3D scenes with six generative factors: floor hue, wall hue, orientation, shape, scale, and shape color.
See Figure 8 for sample images.

3D Faces The 3D Faces dataset consists of 3D rendered faces with four generative factors: face id, azimuth, elevation,
lighting. See Figure 9 for sample images.

MPI 3D contains images of physical 3D objects with seven generative factors: color, shape, size, camera height, back-
ground color, horizontal and vertical axes. We used the MPI3D-Complex version which provides samples of complex
real-world shapes from the robotic platform. See Figure 11 for sample images.

CelebA provides images of aligned faces of celebrities. This dataset doesn’t have any ground truth generative factors
because of its real-world nature. Figure 9 demonstrates the sample images.

FFHQ contains high-quality images of human faces at resolution. Similarly to CelebA, due to its real-world origin, this
dataset doesn’t have any ground truth factors of variation. Figure 12 provides the sample images.

In our work, we used both synthetic and real-world datasets as in recent state-of-the-art research in disentanglement,
see Roth et al. (2023); Estermann & Wattenhofer (2023); Shao et al. (2020); Chen et al. (2018); Kim & Mnih (2018).
Estermann & Wattenhofer (2023) Shao et al. (2020) Chen et al. (2018) Kim & Mnih (2018) We highlight that we utilize
the MPI3D-Real-Complex version of the MPI 3D dataset, which was developed based on robotic platform in real-world
setting and contains complex real-world shapes.
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Figure 7. Samples from dSprites. Figure 8. Samples from 3D Shapes.

B. Proof of Proposition 4.1

Proof. a) Two consecutive shifts defined in equation (1) give

FYF(F N F@ | po?) +Co | po?) + Co | po?) FYF(z | po®) +Cr+ Cy | p,o°)
So the two consecutive shifts with Cy, C5 is the same as the single shift with C; + Cs.
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Figure 11. Samples from MPI 3D.
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Figure 12. Samples from FFHQ.

b) We have for a given shift with parameter C' and any pair of shifted points zgphifted, Zshifted € R :

F(Zsnitted) — F(2shitted) = (F(2) + C) = (F(2) + C) = F(2) — F(2) (6)

i.e. if the shift of points z, Z € R is defined, then the N(p, 0?) measure of the line segment [z, 7] is preserved under the

shift.

c) Conversely, if for z, Z € R the N (p, 0?) measure of the line segment [z, Z] is preserved under the shift, i.e. F'(Zspifted) —
F(2sniftea) = F(2) — F(z), then setting z to any fixed value, for example z = —oo, we get F'(Zpifea) = F(2) + C. O

Notice also that F'(zgnitted) — F'(2) = C, so the three orange curvilinear rectangles on Figure 4 have the same area

C=1/8.



Disentanglement Learning via Topology

Recall that F(z | p,0?) = p lgﬂ J foo exp (— (t;U "2)2) dt denotes here the cumulative function of the Gaussian distribution
N(p,a?).

Remark B.1. Notice that, during the calculation of the topological term, we do not consider the data points with F'(z) +
C > 1(F(z) + C < 0), i.e. whose latent codes are already at the very right (left) tail of the distribution and which thus
cannot be shifted to the right (respectfully, left).

C. Proof of Proposition 4.2

Proof. a) The shift defined by (1) for the distribution ¢(z;) acting on the latent space, preserves also any g(z;) for j # .
b) The result follows from the case of an arbitrary distribution over a pair of random variables z;, zo. For two variables,
it follows from the Bayes formula that the shifts of z; preserve the conditional g(z2|z1). Since the group(oid) action is
transitive it follows that the conditional does not depend on z1, and hence ¢(z1, 22) = ¢(z1)q(22).

D. Architecture Details

Table 2 demonstrates the architecture of VAE model while the discriminator’s architecture is presented in Table 3. In the
experiments with VAE(+TopDis), 5-VAE(+TopDis), FactorVAE(+TopDis), 5-TCVAE(+TopDis), Control VAE(+TopDis),
DAVA (+TopDis) (Tables 14, 1, 4), we used the following architecture configurations:

 dSprites: num channels = 1,m; = 2,mo = 2,mg =4,my =4,n =05;
* 3D Shapes: num channels = 3,m; =1,mg =1,m3 =1,my = 2,n = 5;

e 3D Faces: num channels =1,m; =1,my =1,mg=1,my =2,n=25;

MPI 3D: num channels = 3,m; = 1,me =1,m3 =1,my = 2,n = 6;

e CelebA: num channels = 3,m; =1,mo =1,m3 =1,my =2,n =25.

Table 2. Encoder and Decoder architecture for the dSprites experiments.

Encoder Decoder
Input: 64 x 64 X num channels Input: R0
4 x 4 conv, 32 ReLLU, stride 2 1 x 1 conv, 128 x m4 ReLU, stride 1

4 x 4 conv, 32 - my ReLLU, stride 2 4 x 4 upconv, 64 - mg ReLU, stride 1
4 x 4 conv, 64 - my RelLU, stride 2 4 x 4 upconv, 64 - my ReLU, stride 2
4 x 4 conv, 64 - m3 ReLLU, stride 2 4 x 4 upconv, 32 - m; ReLU, stride 2
4 x 4 conv, 128 - my ReLU, stride 1 4 x 4 upconv, 32 ReL.U, stride 2

1 x 1 conv, 2 x 10, stride 1 4 x 4 upconv, 1, stride 2

Table 3. FactorVAE Discriminator architecture.
Discriminator

[FC, 1000 leaky ReLU | x n
FC, 2

E. Reconstruction Error

We provide the reconstruction error for all the evaluated models in Table 4.
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Table 4. Reconstruction error.

Method dSprites 3D Shapes 3D Faces MPI 3D

VAE 8.67£0.29 3494.10 4+ 3.27 1374.42 + 3.38 3879.75 + 0.49
VAE + TopDis (ours) 9.54 +£0.19 3489.53 +1.50 1376.22 + 0.32 3879.89 + 0.51
B-VAE 12.97 £ 0.50 3500.60 £ 13.59 1379.64 + 0.19 3888.84 £ 2.45
B-VAE + TopDis (ours) 13.75 £ 0.63 3495.76 + 6.54 1380.10 £ 0.19 3886.57 £ 0.81
FactorVAE 14.65 + 0.41 3501.53 + 13.43 1488.26 + 4.47 3884.31 + 0.59
FactorVAE + TopDis (ours) 14.72 4+0.49 3504.42 +9.98 1377.93 4+ 3.47 3885.74 4+ 0.82
B-TCVAE 17.87 £0.56 3492.25+5.79 1375.03 £ 3.41 3891.03 £ 1.41
B-TCVAE + TopDis (ours) 17.32+0.31 3495.13 +2.49 1376.21 4+ 3.09 3889.34 + 1.97
ControlVAE 15.32 £+ 0.47 3499.61 + 12.13 1404.42 + 5.01 3889.81 + 0.43
ControlVAE + TopDis (ours) 14.91 + 0.39 3500.28 £ 10.73 1389.42 £+ 4.47 3889.24 4+ 0.50
DAVA 36.41 + 2.03 3532.56 + 14.14 1403.77 £ 0.99 3890.42 + 2.15
DAVA + TopDis (ours) 26.03 +2.51 3537.39 4 40.52 1403.20 4+ 0.49 3893.41 4+ 3.48

F. Training Statistics

Figure 13 demonstrates that TopDis loss decreases during training and has good negative correlation with MIG score, as
expected. TopDis score was averaged with a sliding window of size 500, MIG was calculated every 50000 iterations.

2.4
L0.45
2.2
2.0 L0.40
(7]
818
- =
(7]
2 Ll0.35 =
a) o
Q 16
©
1.4
L0.30
1.2
1.0 ' L0.25
0.2 0.4 0.6 0.8 1.0
iter le6

Figure 13. Training curves of TopDis loss and MIG for FactorVAE + TopDis on MPI 3D dataset.

Also, we provide the TopDis scores for different axes in the latent space for the case of BetaVAE + TopDis and 3D Shapes
dataset in Table 5. We randomly sample a batch with a fixed factor of variation. Following the definition of TopDis, we
shift this batch with our shift in the probability space and compute RTD between the original and shifted batches. We
average the result over different batch samples. As it can be seen, the values are in the same range for all factors, and none
of the factors incurs much higher value of TopDis than others.
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Table 5. TopDis scores for different axes in the latent space for BetaVAE + TopDis on 3D Shapes.

Factor  Floor hue Wall hue Object hue Object size  Object shape Orientation
TopDis 1.335+0.134 0.926 +0.086 1.207 £0.144 1.115+0.138 0.678 =0.029 0.763 4 0.067

Table 6. Comparison with the TCWAE method

Method FactorVAE score MIG SAP DCI, dis.
dSprites
TCWAE 0.76 £ 0.03 0.32+0.04 0.072 £ 0.004 -

FactorVAE + TopDis (ours) 0.82+0.04 0.36 £0.03 0.082 +0.001 0.52 +0.04

G. More on Related Work

In Table 6, we compare our results with another recent state-of-the-art method, TCWAE (Gaujac et al., 2021). Since there
is no code available to replicate their results, we present the values from the original papers. The architecture and training
setup were essentially identical to what is described in this paper.

In Table 7, we provide a comparison with HFS (Roth et al., 2023). As our TopDis, HFS loss is used in addition to standard
disentanglement methods. Below we show the DCI disentanglement score for a subset of methods common in our paper
and (Roth et al., 2023), numbers are taken from (Roth et al., 2023). TopDis always has a higher score.

H. Unsupervised Discovery of Disentangled Directions in StyleGAN

We perform additional experiments to study the ability of the proposed topology-based loss to infer disentangled directions
in a pretrained GAN. In experiments, we used StyleGAN (Karras et al., 2019)%. The unsupervised directions were explored
in the style space Z. To filter out non-informative directions we followed the approach from Harkonen et al. (2020) and
selected top 32 directions by doing PCA for the large batch of data in the style space. Then, we selected the new basis
n;, ¢ = 1,...,32 in this subspace, starting from a random initialization. Directions n; were selected sequentially by
minimization of RTD along shifts in Z space:

RTD(Geny(Z), Geng(Z + cn;)),

where Geny(-) is the k—layer of the StyleGAN generator (we used k = 3). After each iteration the Gram—Schmidt
orthonormalization process for n; was performed. We were able to discover at least 3 disentangled directions: azimuth
(Fig. 14), smile (Fig. 15), hair color (Fig. 16).

Zwe used a PyTorch reimplementation from:
https://github.com/rosinality/style-based-gan-pytorch.

Table 7. Comparison with the HFS loss by a DCI disentanglement score.

Method dSprites Shapes3D MPI 3D
B-VAE + HFS 0.506 0.912 0.328
B-VAE + TopDis 0.556 0.998 0.337
B-TCVAE + HFS 0.499 0.857 0.328
B-TCVAE + TopDis  0.531 0.901 0.356
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Figure 15. StyleGAN, change of a smile.

I. Extra Details on the Significance of TopDis Effect

In order to accurately assess the impact of the TopDis term, we employed a consistent set of random initializations. This
approach was adopted to eliminate potential confounding factors that may arise from disparate initial conditions. This
allowed us to attribute any observed improvements in disentanglement quality specifically to the inclusion of the TopDis
term in our model. In Table 8§ we demonstrate the consistent improvement across multiple runs.

J. Training Details

Following the previous work Kim & Mnih (2018), we used similar architectures for the encoder, decoder and discriminator,
the same for all models. We set the latent space dimensionality to 10. We normalized the data to [0, 1] interval and trained
1M iterations with batch size of 64 and Adam (Kingma & Ba, 2015) optimizer. The learning rate for VAE updates was 10~*
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Figure 16. StyleGAN, change of a hair color.

for dSprites and MPI 3D datasets, 103 for 3D Shapes dataset, and 2 x 10~* for 3D faces and CelebA datasets, 31 = 0.9,
B2 = 0.999, while the learning rate for discriminator updates was 10~* for dSprites, 3D Faces, MPI 3D and CelebA
datasets, 1073 for 3D Shapes dataset, 3; = 0.5, B2 = 0.9 for discriminator updates. In order to speed up convergence, we
first trained the model without TopDis loss for a certain number of iterations and then continued training with TopDis loss.
We also fine-tuned the hyperparameter v over set commonly used in the literature (Kim & Mnih, 2018; Locatello et al.,
2019; Ridgeway & Mozer, 2018) to achieve the best performance on the baseline models.

The best performance found hyperparameters are the following:

¢ dSprites. 8-VAE: 8 = 2, 5-VAE + TopDis: § = 2, = 4, FactorVAE: 7 = 20, FactorVAE + TopDis: v; = 5,72 = 5,
B-TCVAE: g = 6, B-TCVAE+ TopDis: 8 = 6, = 5, DAVA + TopDis: v = 5;

e 3D Shapes. B-VAE: 8 = 2, 8-VAE + TopDis: = 2,y = 1, FactorVAE: v = 30, FactorVAE + TopDis: vy; =
5,72 = 5, B-TCVAE: 5 = 4, -TCVAE + TopDis: § = 4,y = 5, DAVA + TopDis: v = 3;

e 3D Faces. 5-VAE: g8 = 2, 8-VAE + TopDis: 8 = 2,y = 1, FactorVAE: v = 5, FactorVAE + TopDis: v; = 5,72 = 5,
B-TCVAE: g = 6, B-TCVAE + TopDis: 5 = 6,7 = 5, DAVA + TopDis: v = 2;

* MPI3D. 5-VAE: 5 = 2, 3-VAE + TopDis: § = 2,y = 1, FactorVAE: v = 10, FactorVAE + TopDis: v; = 5,72 = 6,
B-TCVAE: 8 = 6, 5-TCVAE + TopDis: 8 = 6, = 5, DAVA + TopDis: v = 5;

¢ CelebA. FactorVAE: v = 5, FactorVAE + TopDis: v; = 5,72 = 2;

For the ControlVAE and Control VAE+TopDis experiments®, we utilized the same set of relevant hyperparameters as in
the FactorVAE and FactorVAE+TopDis experiments. Additionally, ControlVAE requires an expected KL loss value as
a hyperparameter, which was set to KL=18, as in the original paper. It should also be noted that the requirement of
an expected KL loss value is counterintuitive for an unsupervised problem, as this value depends on the number of true
factors of variation. For the DAVA and DAVA + TopDis experiments*, we used the original training procedure proposed in
(Estermann & Wattenhofer, 2023), adjusting the batch size to 64 and number of iteration to 1M to match our setup. Please,
refer to our GitHub repository for further details.

*https://github.com/shj1987/ControlVAE-ICML2020.
‘nttps://github.com/besterma/dava
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Table 8. Evaluation of the proposed FactorVAE + TopDis on the benchmark datasets for separate runs.

Method FactorVAE score MIG SAP DCI, dis.
runl run2 run3 runl run2 run3 runl run2 run3 runl run2 run3
dSprites
FactorVAE 0.856 0.830 0.786 0.341 0.308 0.243 0.054 0.053 0.051 0.565 0.526 0.509
FactorVAE
+ TopDis (ours) 0.779 0.845 0.847 0.331 0.382 0.360 0.082 0.081 0.092 0.489 0.571 0.503
3D Shapes
FactorVAE 0.901 0.893 1.000 0.678 0.573 0.867 0.055 0.067 0.175 0.780 0.772 0.996
FactorVAE
+ TopDis (ours) 0.924 1.000 1.000 0.8100.787 0.739 0.1230.1720.184 0.837 0.991 0.991
3D Faces
FactorVAE 1.0001.000 1.000 0.597 0.533 0.649 0.059 0.048 0.076 0.843 0.840 0.861
FactorVAE
+ TopDis (ours) 1.000 1.000 1.000 0.631 0.596 0.651 0.058 0.051 0.077 0.859 0.835 0.907
MPI 3D
FactorVAE 0.582 0.651 0.650 0.323 0.388 0.341 0.160 0.230 0.239 0.379 0.435 0.430
FactorVAE

+ TopDis (ours) 0.696 0.662 0.674 0.455 0.416 0.389 0.283 0.259 0.221 0.505 0.464 0.437

K. Computational Complexity

The complexity of the L7 p is formed by the calculation of RTD. For the batch size IV, object dimensionality C' x H x W
and latent dimensionality d, the complexity is O(N?(CHW + d)), because all the pairwise distances in a batch should be
calculated. The calculation of the RTD itself is often quite fast for batch sizes < 256 since the boundary matrix is typically
sparse for real datasets (Barannikov et al., 2022). Operations required to RTD differentiation do not take extra time. For
RTD calculation and differentiation, we used GPU-optimized software.

L. Formal Definition of Representation Topology Divergence (RTD)

Data points in a high-dimensional space are often concentrated near a low-dimensional manifold (Goodfellow et al., 2016).
The manifold’s topological features can be represented via Vietoris-Rips simplicial complex, a union of simplices whose
vertices are points at a distance smaller than a threshold «.

We define the weighted graph G with data points as vertices and the distances between data points d(A; A ;) as edge weights.
The Vietoris-Rips complex at the threshold « is then:

VRa(g) = {{Aim ttty Alk}’ Az S Vert(g) | d(AZA]> S a} 5

The vector space CY, consists of all formal linear combinations of the k-dimensional simplices from VR, (G) with modulo
2 arithmetic. The boundary operators Oy : Cr — Cj—1 maps each simplex to the sum of its facets. The k-th homology
group Hy, = ker(0y)/im(0Ok+1) represents k—dimensional topological features.

Choosing « is challenging, so we analyze all a > 0. This creates a filtration of nested Vietoris-Rips complexes. We track
the ”birth” and “death” scales, oy, a4, of each topological feature, defining its persistence as ag — . The sequence of the
intervals [a,, rg] for basic features forms the persistence barcode (Barannikov, 1994; Chazal & Michel, 2017).

The standard persistence barcode analyzes a single point cloud X. The Representation Topology Divergence (RTD)
(Barannikov et al., 2022) was introduced to measure the multi-scale topological dissimilarity between two point clouds
X, X. This is done by constructing an auxilary graph G*> whose Vietoris-Rips complex measures the difference between
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Vietoris-Rips complexes VR, (G®) and VR, (G™), where w, 1 are the distance matrices of X, X. The auxiliary graph

- . : . 0 (wy)7
G*"" has the double set of vertices and the edge weights matrix

. _\ | , where wy is the w matrix with
wy  min(w, )

lower-triangular part replaced by +oc.

The R-Cross-Barcodey,(X, X) is the persistence barcode of the filtered simplicial complex VR(G¥'®). RTD;(X,X)
equals the sum of intervals’ lengths in R-Cross-Barcodey (X, X)) and measures its closeness to an empty set, with longer
lifespans indicating essential features. RTD(X, X) is the half-sum RTD(X, X) = 1/2(RTD; (X, X) + RTD; (X, X)).

M. Symmetry Group(oid) Action

A groupoid is a mathematical structure that generalizes the concept of a group. It consists of a set G along with a partially
defined binary operation. Unlike groups, the binary operation in a groupoid is not required to be defined for all pairs of
elements. More formally, a groupoid is a set GG together with a binary operation - : G X G — G that satisfies the following
conditions for all a, b, ¢ in G where the operations are defined: 1) Associativity: (a -b) - ¢ = a - (b ¢); 2) Identity: there
is an element e in G such that a - e = e - a = a for each a in G; 3) Inverses: for each a in G, there is an element ¢! in G
suchthata-a ' =a"'-a=c.

A Lie groupoid is a groupoid that has additional structure of a manifold, together with smooth structure maps. These maps
are required to satisfy certain properties analogous to those of a groupoid, but in a smooth category. See Weinstein (1996)
for details.

N. Gradient Orthogonalization Ablation Study

Gradient orthogonalization is a technique to optimize a sum of two losses, which ensures that decreasing the second loss
doesn’t conflict with the decrease of the first loss. Considering our TopDis loss term Ly p and the reconstruction loss term
L., we take the projection of VLrp on orthogonal space w.r.t the gradient V L,... if their scalar product is negative.
Moving within this direction allows the model parameters to get closer to the low error region for L7 p while preserving
the reconstruction quality at the same time.

We have performed the experiments concerning the ablation study of gradient orthogonalization technique. First, we eval-
uate the effect of gradient orthogonalization when integrating TopDis into the classical VAE model on dSprites, see Figure
17 and Table 9. We conduct this experiment to verify the gradient orthogonalization technique in the basic setup when
additional terms promoting disentanglement are absent. Second, we evaluate the effect of gradient orthogonalization when
integrating TopDis to FactorVAE on the MPI3D dataset. This experiment verifies how gradient orthogonalization works for
more complex data in the case of a more complicated objective. We highlight that adding the gradient orthogonalization
results in lower reconstruction loss throughout the training. In particular, this may be relevant when the reconstruction
quality is of high importance. Similar technique was applied for continual and multi-task learning Farajtabar et al. (2020);
Suteu & Guo (2019); Yu et al. (2020).

dSprites dataset MPI 3D complex dataset
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Figure 17. Effect of gradient orthogonalization on reconstruction loss. Left: VAE+TopDis, dSprites. Right: FactorVAE+TopDis, MPI
3D.
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Table 9. Effect of gradient orthogonalization on disentanglement.

Method FactorVAE MIG SAP DCI, dis.
dSprites

VAE + TopDis, no gradient orthogonalization 0.736  0.098 0.041 0.202

VAE + TopDis, gradient orthogonalization 0.723  0.121 0.031 0.229
MPI 3D

FactorVAE + TopDis, no gradient orthogonalization ~ 0.696  0.455 0.283  0.505

FactorVAE + TopDis, gradient orthogonalization 0.707  0.466 0.288 0.508

O. Sensitivity Analysis

The proposed TopDis approach has two hyperparameters - the weight of loss term v (see equation 4 for details) and the
value of the shift C' (see equation 1 for details). We provide the sensitivity analysis w.r.t. 7 for FactorVAE+TopDis on
MPI3D-Real (3 - 10° training iterations), please see Table 10. In Table 10, vrp denotes the weight v for the TopDis
loss from equation 4 while yr¢ denotes the weight for the Total Correlation loss from the FactorVAE model (see
(Kim & Mnih, 2018) for details). In particular, yrc = 5,yrp = 0 corresponds to plain FactorVAE model. In practice,
when integrating the TopDis loss, we first search for the set of the hyperparameters for the base model (VAE, FactorVAE,
Control VAE, etc.), and then tune the weight for the TopDis loss only. This strategy demonstrates the outperforming results
1n most cases.

Table 10. Sensitivity analysis. yrp denotes the weight for the TopDis loss (see equation 4 for details) while yrc denotes the weight for
the Total Correlation loss from the FactorVAE model (see (Kim & Mnih, 2018) for details).

Method FactorVAE MIG SAP DCI, dis. Reconstruction
FactorVAE + TopDis, MPI 3D

Yrc = 5,yrp =0 0.586 £0.038 0.300 £ 0.020 0.184 £ 0.028 0.357 £0.001 3888.96 £+ 0.94
Yrc = 5,yrp = 3 0.607 £0.047 0.320 £ 0.003 0.193 £ 0.015 0.401 £0.025 3891.28 = 0.91
Yrc =5,vyrp =5 0.605+0.048 0.332+0.033 0.205 £ 0.025 0.397 £ 0.038 3892.51 £1.19
Yrc =5,yrp =6 0.605 £ 0.051 0.340 +£0.035 0.207 £0.036 0.412 £ 0.026 3892.17 £ 0.54
Yrc =5,yrp =7 0.594 £0.041 0.297 +£0.042 0.183 £0.029 0.362 £ 0.050 3892.98 £ 0.70

Further, Table 11 provides analysis of performance for different values of C' from equation 1 for FactorVAE+TopDis model
on dSprites dataset (1M training iterations). In practice, we choose the value of C' to be the same across all datasets, and
we found the choice C' = 1/8 demonstrates the best performance for all our experiments.

Table 11. Sensitivity analysis. C denotes the value of shift for the TopDis loss (see equation 1 for details).

Method FactorVAE MIG SAP DCI, dis. Reconstruction
FactorVAE + TopDis, dSprites
FactorVAE 0.819 +0.028 0.295 + 0.049 0.053 +0.006 0.534 + 0.029 14.65 +0.41

FactorVAE + TopDis, C = 1/16 0.779 £+ 0.021 0.344 +0.029 0.058 4+ 0.004 0.528 4+ 0.032 14.71 4+ 0.47
FactorVAE + TopDis, C = 1/8 0.824 £0.038 0.356 +0.025 0.082 4+ 0.001 0.521 4+ 0.044 14.72 4+ 0.49
FactorVAE + TopDis, C = 1/4 0.820 £0.041 0.340 +0.033 0.058 +0.002 0.525 4+ 0.062 14.85 4+ 0.51
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P. Group(oid) Action Versus Constant Shift Ablation

To demonstrate the relevance of the proposed shift in latent codes (see Section 4.2 for details), we perform the ablation
experiment for the FactorVAE + TopDis and the MPI 3D dataset. In this ablation, we replace the proposed shift (i.e.
equation 1) in the latent space with the shift which is the same for all objects in the batch. To keep the reasonable magnitude
of this shift, we take the shift to be proportional to the standard deviation of the batch in a chosen latent dimension. Table
12 reveals that although the constant shift has positive effect on model’s performance in comparison with FactorVAE, it
results in worse performance than FactorVAE + TopDis with the proposed shift. This example illustrates the effectiveness
of the proposed shift procedure.

Table 12. Ablation experiment for the proposed shift in probability space (see equation 1 for details). Const shift denotes the shift of a
reasonable magnitude that is the same for all the objects in the batch.

Method FactorVAE MIG SAP DCI, dis.
FactorVAE + TopDis, MPI 3D

FactorVAE 0.589 +0.053 0.336 £ 0.056 0.179 4+ 0.052 0.391 £ 0.056

FactorVAE + TopDis 0.665 +0.041 0.377 £ 0.053 0.238 +0.040 0.438 + 0.065

FactorVAE + TopDis const shift 0.628 +0.042 0.342 £ 0.059 0.209 £ 0.033 0.418 4 0.038

Q. RTD Differentiation

Here we gather details on RTD differentiation in order to use RTD as a loss in neural networks.

Define X as the set of all simplices in the filtration of the graph VR(Gw’w), and 7; as the set of all segments in
R-Cross-Barcodey, (X, X). Fix (an arbitrary) strict order on 7.

There exists a function fy, : {b;, di}(bi,di)eTk — X that maps b; (or d;) to simplices o (or 7) whose addition leads to
“birth” (or “death”) of the corresponding homological class.

Thus, we may obtain the following equation for subgradient

ORIDLLE) 3 RN 00 = oy + 30 TS 1) = o)

€Tk 1€Ty

Here, for any o no more than one term has non-zero indicator.

b; and d; are just the filtration values at which simplices fx(b;) and fi(d;) join the filtration. They depend on weights of
graph edges as
gr(0) = maxm, ;
1,]E€0

This function is differentiable (Leygonie et al., 2021) and so is fx o g,. Thus we obtain the subgradient:

ORTD(X, X) _ 3 ORTD(X, X) 8o
oo 8mi}j ’

ami’j oED

The only thing that is left is to obtain subgradients of RTD(X, X ) by points from X and X . Consider (an arbitrary)
element m; ; of matrix m. There are 4 possible scenarios:

1. 4,5 < N, in other words m; ; is from the upper-left quadrant of m. Its length is constant and thus VI : 66";;7' =
6mi)j _
ax,

2. 9 < N < j,in other words m; ; is from the upper-right quadrant of m. Its length is computed as Euclidean distance

ami,j _ XifXij
and thus ¢+ = X=X~

B (similar for X n_;).
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3. 7 < N < 1, similar to the previous case.

4. N < 1,7, 1in other words m; ; is from the bottom-right quadrant of m. Here we have subgradients like

om;;  Xin—Xj N
0Xi—n || Xiev — Xj_n]2

Hwi—nj-~N < Wi—nj-N}
Similar for X;_, X;_n and X;_x.

Subgradients can be derived from the before mentioned using the chain rule and the formula

) RTg)((X,X) and 2 RTDCCX)
i i

of full (sub)gradient. Now we are able to minimize RTD(X, X ) by methods of (sub)gradient optimization.

R. Discussing the Definition of Disentangled Representation.

Let X C RM=*Ny denotes the dataset consisting of N, x N,, pixels pictures containing a disk of various color with fixed
disk radius r and the center of the disks situated at an arbitrary point x,y. Denote px the uniform distribution over the
coordinates of centers of the disks and the colors. Let G, x Gy x G be the commutative group of symmetries of this data
distribution, G x G/, is the position change acting (locally) via

(a,b): (x,y,¢) = (z +a,y + b,c)

and G, is changing the colour along the colour circle 6 : (z,y,¢) — (z,y,¢ + 6 mod 2x). Contrary to Higgins et al.
(2018), section 3, we do not assume the gluing of the opposite sides of our pictures, which is closer to real world situations.
Notice that, as a consequence of this, each group element from G, x G, can act only on a subset of X, so that the result is
still situated inside N, x N, pixels picture. This mathematical structure when each group element has its own set of points
on which it acts, is called groupoid, we discuss this notion in more details in Appendix M.

The outcome of disentangled learning in such case are the encoder h : X — Z and the decoder f : Z — X maps with
Z = R3, f o h = Id, together with symmetry group(oid) G actions on X and Z, such that a) the encoder-decoder maps
preserve the distributions, which are the distribution px describing the dataset X and the standard in VAE learning N (0, 1)
distribution in latent space Z; b) the decoder and the encoder maps are equivariant with respect to the symmetry group(oid)
action, where the action on the latent space is defined as shifts of latent variables; the group action preserves the dataset
distribution X therefore the group(oid) action shifts on the latent space must preserve the standard N (0, 1) distribution on
latent coordinates, i.e. they must act via the formula 1.

Connection with disentangled representations in which the symmetry group latent space action is linear. The normal
distribution arises naturally as the projection to an axis of the uniform distribution on a very high dimensional sphere
SN c RN*1 Let a general symmetry compact Lie group G acts linearly on RV*! and preserves the sphere S™V. Let
G be a maximal commutative subgroup in G. Then the ambient space RN*+! decomposes into direct sum of subspaces
RN+l = @, Z,, on which G® = II,G,, acts via rotations in two-dimensional space, and the orbit of this action is a circle
S1 < SN, If one chooses an axis in each such two-dimensional space then the projection to this axis gives a coordinate
on the sphere SV. And the group action of G*® decomposes into independent actions along these axes. In such a way,
the disentangled representation in the sense of Section 4.1 can be obtained from the data representation with uniform
distribution on the sphere/disk on which the symmetry group action is linear, and vice versa.

S. Experiments with Correlated Factors

Table 13 shows experimental results for disentanglement learning with confounders - one factor correlated with all others.
The addition of the TopDis loss results in a consistent improvement of all quality measures. For experiments, we used the
implementation of the “shared confounders” distribution from (Roth et al., 2023)3 and the same hyperparameters as for the
rest of experiments.

Shttps://github.com/facebookresearch/disentangling-correlated-factors
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Table 13. Evaluation on the benchmark datasets with correlated factors

Method FactorVAE score MIG SAP DCI, dis.
dSprites
FactorVAE 0.803 £ 0.055 0.086 4 0.026 0.030 £ 0.010 0.216 +0.044
FactorVAE + TopDis (ours) 0.840 + 0.011  0.103 + 0.019 0.044 + 0.014 0.270 + 0.002
3D Shapes
FactorVAE 0.949 £ 0.67 0.363 £ 0.100 0.083 £+ 0.004 0.477 £ 0.116

FactorVAE + TopDis (ours) 0.998 £+ 0.001  0.403 £ 0.091 0.112 + 0.013 0.623 + 0.026

Table 14. Evaluation on the benchmark datasets for VAE + TopDis

Method FactorVAE score MIG SAP DCI, dis.
dSprites
VAE 0.781 +0.016 0.170£0.072 0.057+£0.039 0.314+0.072
VAE + TopDis (ours) 0.833 +£0.068 0.200 +0.119 0.065 + 0.009 0.394 4+ 0.132
3D Shapes
VAE 1.0+0.0 0.729 +0.070 0.160 +0.050 0.952 4+ 0.023
VAE + TopDis (ours) 1.0+0.0 0.835+ 0.012 0.216 +0.020 0.977 +0.023
3D Faces
VAE 0.96 +0.03 0.525 +0.051 0.059 +0.013 0.813 +0.063
VAE + TopDis (ours) 1.0+0.0 0.539 + 0.037 0.063 +0.011 0.831 +0.023
MPI 3D
VAE 0.556 £0.081  0.280 +0.059 0.167 +£0.064 0.346 + 0.029

VAE + TopDis (ours) 0.595 +0.055 0.358 + 0.022 0.229 + 0.022 0.407 + 0.025

T. Experiments with VAE + TopDis

In order to verify the proposed TopDis as a self-sufficient loss contributing to disentanglement, we add TopDis to the
classical VAE (Kingma & Welling, 2013) objective as an additional loss term. As demonstrated by quantitative evaluation
on the benchmark datasets in Table 14, the addition of TopDis loss improves the quality of disentanglement as measured
by FactorVAE score, MIG, SAP, DCI: on dSprites up to +6%, +17%, +14%, +25%, on 3D Shapes up to +14%, +35%,
+2%, on 3D Faces up to +4%, +2%, +6%, +2%, on MPI 3D up to +7%, +27%, +37%, +17%. For all the datasets and
metrics, VAE+TopDis outperforms the classical VAE model. Besides, VAE+TopDis preserves the reconstruction quality
as revealed by Table 4.

U. Motivation for Topological Feature Distance in Learning Disentangled Representations

To connect topological features with disentangled representations, the continuity and invertibility of the Lie transforma-
tions on the model distribution support are the key properties. Such transformations, known as homeomorphisms, induce
homology isomorphisms and hence preserve topological features. Minimizing TopDis ensures maximal preservation of
these features by the Lie action. The following proposition further strengthens this relationship.

Let W(RLT(d, k), RLT(d, k")) denotes the Wasserstein distance between the RLT’s of two data submanifolds conditioned
on two values k and k' of a generative factor z; (Zhou et al., 2021). The proposition below proves that minimizing
TopDis ensures a small topological distance between conditioned submanifolds, which is a requirement for disentanglement
according to (Zhou et al., 2021).

Proposition U.1. If TopDis;(z,a) < € for a < %, i = 0,1, where TopDis;(z,a) is the TopDis; loss with the shift
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z — 2’ along a generative factor zq with parameter C = a, then the Wasserstein distance between the RLT’s for two data
submanifolds conditioned on two values k, k' of zq satisfies W(RLT(d, k), RLT(d, k') < —2S—¢, where iy is the
constant from the definition of RLT. o

Proof. Given a sample z from the data submanifold with the generative factor z4 conditioned on z4; = k, a shift along z,4
with some C” produces from z a sample with the generative factor z4 conditioned on z4y = &’. For a small shift with C’ < %,
the Wasserstein distance between RLT’s of z and 2’ is bounded by ——(TopDisg(z,C") + TopDis(z,C")) < 2

qOmax
An arbitrary shift can be decomposed into no more than 8 smaller shifts with C’ < %, and then the Wasserstein distance

between RLT’s of z and 2’ is bounded similarly by —6—¢.

Qm

V. Comparison with Previous Works on RTD

The Representation Topology Divergence (RTD) was introduced in the paper (Barannikov et al., 2022), as a tool for
comparing two neural representations of the same set of objects. An application of RTD to evaluation of interpretable
directions in a simple synthetic dataset is described briefly in loc.cit. The experiment in loc.cit. involves comparing the
topological dissimilarity in data submanifolds corresponding to slices in the latent space. While in the current paper, we use
axis-aligned traversals and samples from the whole data manifold. One of the crucial difference with loc.cit. is that, in the
current paper, we are able to apply our topological loss TopDis (equation 3) directly on the outcome of the decoder during
the VAE optimization. This permits to propagate the gradients from the topological loss to the variational autoencoder
weights. In Barannikov et al. (2022), RTD was used as a metric between two submanifolds conditioned on two values
of a generative factor, in a static situation of an already disentangled model. During learning the outcome of the decoder
never lies on such conditioned submanifold. This has led us further to the Lie group(oid) action and the Proposition
4.2 establishing equivalence of two approaches to disentanglement, via factorized distributions and via the Lie symmetry
actions. We show in addition how to preserve the reconstruction quality via gradient orthogonalization. The effectiveness
of gradient orthogonalization to improve the reconstruction (see Figure 17) and the disentanglement (Table 9) is validated
via ablation study. In the paper Trofimov et al. (2023), the RTD is used as an additional loss for dimensionality reduction,
in order to preserve topology of original data in a latent space.

W. A Remark on Inductive Bias

In Locatello et al. (2020), the authors have shown that unsupervised disentanglement learning without any inductive bias
is impossible. Next, we explain in what sense the proposed TopDis approach can be seen as an inductive bias.

Each factor in a disentangled model has a symmetry Lie action that fixes other factors, and therefore each factor encodes
variations that must cause only topologically mild changes in the pixel space. It’s important to keep in mind that ’topo-
logically’ refers here to the topology of the clouds of data points in pixel space, rather than the topology of an object
depicted on a specific dataset image. Regarding a categorical factor whose change produces objects in the pictures with
objects’ topology that might be dramatically different, such factors are expected to correspond to discrete symmetries on
data manifolds. However, in our approach, these discrete symmetries are included into continuous families that correspond
to continuous interpolation between the objects categories. These symmetry actions guarantee that such interpolations are
the same for objects, for example, positioned at varying locations within an image. So a useful inductive bias is the fact that
all disentangled factors cause continuous changes. For categorical factors, which might inherently possess only discrete
symmetries, these discrete symmetries can be integrated into continuous interpolating families of symmetries. It’s possible
that these factors may exhibit slightly larger TopDis because data points corresponding to interpolations between dramat-
ically different objects are absent from the dataset, potentially requiring more iterations to learn interpolations between
object categories in a symmetrically uniform way.

X. Visualization of Latent Traversals

Images obtained from selected latent traversal exhibiting the most differences are presented in Figure 18 (FactorVAE,
FactorVAE+TopDis trained on dSprites, 3D shapes, MPI 3D, 3D Faces) and Figure 19 (FactorVAE, FactorVAE+TopDis
trained on CelebA).

Figures 20, 21, 22, 23, 24 shows latent traversals along all axes.

dSprites. Figures 18a and 18b show that the TopDis loss helps to outperform simple FactorVAE in terms of visual percep-
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tion. The simple FactorVAE model has entangled rotation and shift along axes (rows 1,2,5 in Figure 18a), even though the
Total Correlation in both models is minimal, which demonstrates the impact of the proposed topological objective.

3D Shapes. Figures 18c and 18d show that proposed TopDis loss leads to the superior disentanglement of the factors as
compared to the simple FactorVAE model, where the shape and the scale factors remain entangled in the last row.

3D Faces. FactorVAE+TopDis (Figure 18f) outperforms FactorVAE (Figure 18e) in terms of disentangling the main factors
such as azimuth, elevation, and lighting from facial identity. On top of these figures we highlight the azimuth traversal.
The advantage of TopDis is seen from the observed preservations in facial attributes such as the chin, nose, and eyes.

MPI 3D. Here, the entanglement between the size and elevation factors is particularly evident when comparing the bottom
two rows of Figures 18g and 18h. In contrast to the base FactorVAE, which left these factors entangled, our TopDis method
successfully disentangles them.

CelebA. For this dataset, we show the most significant improvements obtained by adding the TopDis loss in Figure 19.
The TopDis loss improves disentanglement of skin tone and lightning compared to basic FactorVAE, where these factor
are entangled with other factors - background and hairstyle.
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(a) FactorVAE, dSprites. (b) FactorVAE + TopDis, dSprites.
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Figure 18. FactorVAE and FactorVAE + TopDis latent traversals.
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Figure 19. Visual improvement from addition of TopDis, CelebA. Top: FactorVAE, bottom: FactorVAE + TopDis.

Figure 20. FactorVAE (left) and FactorVAE + TopDis (right) latent traversals, dSprites.
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Figure 21. FactorVAE (left) and FactorVAE + TopDis (right) latent traversals, 3D Shapes.

29



Disentanglement Learning via Topology

Figure 22. FactorVAE (left) and FactorVAE + TopDis (right) latent traversals, MPI 3D.

VD PEECECe FOeeeeeeee
plERveeeeve vivveeeeeee
AEEEEEEEEE N ECIEEIEEIEEIREE
Y900 00 0e e €6 o009
QO 0P0R PR oY VeYeYRYR VY
OPe LY e eY L Ye e e
vv|vv0[@0eee 0eeeeeeeee
PO 0e 0L oYY Peeeeeeeee
PP 0e 0L eveY Oeeeeeeeee
YU e eeerey 999900 ePeT

30



—]_];13101.101::”1.6 s
° 1 1 gleeighlal

ek

31



