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Abstract
Hallucination refers to the inaccurate, irrelevant, and incon-
sistent text generated from large language models (LLMs).
While the LLMs have shown great promise in a variety of
tasks, the issue of hallucination still remains a major chal-
lenge for many practical uses. In this paper, we tackle the
issue of hallucination in abstract text summarization by mit-
igating exposure bias. Existing models targeted for exposure
bias mitigation, namely BRIO, aim for better summarization
quality in the ROUGE score. We propose a model that uses
a similar exposure bias mitigation strategy but with a goal
that is aligned with less hallucination. We conjecture that
among a group of candidate outputs, ones with hallucina-
tions will comprise the minority of the whole group. That
is, candidates with less similarity with others will have a
higher chance of containing hallucinated content. Our method
uses this aspect and utilizes contrastive learning, incentiviz-
ing candidates with high inter-candidate ROUGE scores. We
performed experiments on the XSum and CNN/DM summa-
rization datasets, and our method showed 6.25% and 3.82%
improvement, respectively, on the consistency G-Eval score
over BRIO.

Introduction
Large language models (LLMs) have achieved great suc-
cess in many natural language processing tasks, such as ma-
chine translation (Vaswani et al. 2017; Arivazhagan et al.
2019), question answering (Karpukhin et al. 2020; Zhu et al.
2021), and text summarization (Lewis et al. 2020; Zhang
et al. 2020). However, despite their impressive performance,
it has been shown that LLMs exhibit “hallucination,” in
which they generate texts that are factually inaccurate, irrel-
evant, or inconsistent with the provided context. Hallucina-
tion persists even in nowadays much larger LLMs (Achiam
et al. 2023; Anil et al. 2023; Touvron et al. 2023) which
are known, or believed, to have an order of tens or hun-
dreds of billions of parameters. Since such models can be
potentially used in safety-critical applications, such as med-
ical diagnosis or financial forecasting, hallucination poses a
serious threat to the reliability and trustworthiness of these
systems.

*These authors contributed equally.
†Corresponding author.

Copyright © 2025, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Metric Model XSum CNN/DM

QAFactEval
(LERC)

base 2.047 4.551
BRIO 1.927 4.070

ref. 1.713 3.460

QAFactEval
(F1)

base 20.3 80.6
BRIO 19.0 65.9

ref. 15.1 48.6

QAFactEval
(EM)

base 11.5 66.2
BRIO 10.5 50.7

ref. 7.8 33.4

QAFactEval
(IsAns)

base 63.0 97.1
BRIO 60.8 92.4

ref. 57.0 85.2

G-Eval
(consistency)

base 3.62 4.42
BRIO 3.70 4.45

ref. 3.70 4.43

Table 1: QAFactEval and G-Eval consistency results on
Xsum and CNN/DM datasets for BRIO outputs, the base
model outputs, and the reference summary. The base model
is PEGASUS for the XSum dataset and BART for the CN-
N/DM dataset. The highest score is in bold and the lowest is
in italics.

Among the variety of reasons researchers attribute to hal-
lucination, Wang and Sennrich (Wang and Sennrich 2020)
first claimed that exposure bias (Bengio et al. 2015; Ranzato
et al. 2016) plays an important role. The mitigation of expo-
sure bias is a subject that has been extensively investigated,
and BRIO (Liu et al. 2022a) was one of them introduced
in the scope of abstractive text summarization. Though not
specifically in the context of hallucination, it has achieved
the state-of-the-art ROUGE (Lin 2004) score at the time.
Following the logic that exposure bias is a cause of halluci-
nation, one would expect that BRIO would have less halluci-
nation than its base models, PEGASUS (Zhang et al. 2020)
and BART (Lewis et al. 2020).

As a preliminary experiment, we first check the afore-
mentioned conjecture by comparing the hallucination met-
rics of BRIO and its base models on two text summariza-
tion datasets, XSum (Narayan, Cohen, and Lapata 2018)



and CNN/DM (Hermann et al. 2015). (Details on the met-
rics and the datasets to follow in the Experimental Setup
section.) We show the results in Table 1, together with the
score of the reference summary. Contrary to the expecta-
tion that BRIO would have mitigated hallucination, it scored
less than the base models in most evaluations. We argue that
this is due to the low performance of the reference summary,
which scored worst among the three in most metrics. Note
that BRIO (the abbreviation of “Bringing Order to Abstrac-
tive Summarization”) utilizes the ranking of candidate sum-
maries calculated as the similarity with respect to the refer-
ence summary.

With this information, we conclude that BRIO is not well-
suited for hallucination mitigation, although its exposure
bias reduction scheme is still valid. Thus, we introduce an al-
ternative to BRIO, whose goal is to handle hallucination bet-
ter while retaining the ability to alleviate exposure bias. With
the observation that the reference summary scores poorly in
hallucination metrics, we avoid using the reference as the
sole grader of the candidate summaries. Additionally, we
hypothesize that when we have a diverse group of candi-
dates the hallucinated content would consist of the minority
among them. Then we can order the candidates by the sim-
ilarity among them (this group may or may not include the
reference summary), with a higher rank for candidates more
similar to others collectively. With this, we were able to
achieve a 6.25% and 3.82% increase in the LLM-based hal-
lucination measure for the XSum and CNN/DM datasets, re-
spectively. This paper builds upon the sequence-to-sequence
(seq2seq) model BRIO and compares it with other seq2seq
baselines. However, the method can be applied to decoder-
based LLMs and even greatly benefit from the large group
of contemporary LLMs.

The main contribution of this work is as follows:

• We introduce BRIDO, an abstract summarization model
that mitigates hallucination via decreasing exposure bias.
BRIDO employs rank-based contrastive learning where
the ranking of the candidates is determined by the simi-
larity among the candidate group.

• We test BRIDO with two summarization datasets XSum
and CNN/DM, and find a significant increase in the
LLM-based hallucination measure.

Related Work
Hallucination of LLMs is a very active area of research and
there are many useful survey papers on the subject matter (Ji
et al. 2023; Zhang et al. 2023; Rawte, Sheth, and Das 2023;
Huang et al. 2023; Tonmoy et al. 2024). Among the vari-
ous aspects of hallucination, we would like to concentrate
on the hallucination caused by exposure bias and its mitiga-
tion strategy.

Exposure bias (Bengio et al. 2015; Ranzato et al. 2016)
is a major source of hallucination in the pre-training
stage (Wang and Sennrich 2020). LLMs have different pro-
cedures in training and inference. While training, the model
learns the probability distribution between words (tokens)
by a teacher-forced maximum likelihood estimation (MLE).
That is, regardless of the predicted token, the next token used

in the following step is determined from the ground truth ex-
ample. In contrast, during the autoregressive inference, the
actual predicted (generated) token is included in the context
of the next step. This discrepancy between the training and
inference is referred to the exposure bias.

Wang, Liu, and Lam (2023) address hallucination in neu-
ral machine translation in the context of exposure bias. They
demonstrate that introducing intermediate supervision sig-
nals from the source-like to target-like structure alleviates
exposure bias and thus reduces hallucination. Other studies
devoted to mitigating exposure bias include methods such as
reinforcement learning (Chen, Wu, and Zaki 2019), unlike-
lihood training (Welleck et al. 2019), and minimum Bayes
risk (Bertsch et al. 2023), although they do not directly ad-
dress the issue of hallucination.

One particularly important study on exposure bias mitiga-
tion related to our work is BRIO (Liu et al. 2022a). BRIO is
an abstractive summarization model, whose goal is to max-
imize the ROUGE score by reducing exposure bias through
contrastive learning. The method was successful in the sense
that it had achieved the state-of-the-art ROUGE score at the
time. Since our proposed method is closely related to BRIO,
we will present its mechanism in detail in the following sec-
tion.

Many other hallucination reduction strategies exists,
which do not involve exposure bias, in all stages of the
LLMs including dataset preparation, training, and inference.
We refer the readers to the survey papers for more informa-
tion.

Bringing the Democratic Order
Here we introduce our proposed method BRIDO, which
stands for “Bringing Democratic Order to Abstractive Sum-
marization.” Unlike BRIO, where the “order” is dictated
by the ROUGE score only with the reference, BRIDO or-
ders the candidates by collectively comparing the similari-
ties with all other candidates, thus introducing a democratic
taste to the ordering algorithm.

Motivation Let us first revisit the scheme of BRIO. BRIO
uses a contrastive loss in addition to the usual MLE loss
of abstractive summarization. For contrastive learning, N
candidates were generated through diverse beam search (Vi-
jayakumar et al. 2016) and ranked. The ranking is based on
the ROUGE score with the reference summary, which mea-
sures the lexical similarity. It is the additional contrastive
learning that complements the MLE loss, that mitigates
the exposure bias. The method achieves the state-of-the-art
ROUGE score (with the reference). This is exactly the in-
formation the contrastive loss is providing to the model – to
value a high ROUGE score.

We now consider this strategy in the sense of hallucination
mitigation and figure out points of modifications. First, we
questioned whether the reference summary is good enough
so that aligning with the reference also reduces hallucina-
tion. A preliminary experiment (Table 1) has been done to
answer this question. The result is – the reference consis-
tently scored the lowest, and PEGASUS/BART scored the
highest in all QAFactEval metrics. The intuition that BRIO



would be placed in between PEGASUS/BART and the refer-
ence was correct, but counter-intuitively, the reference score
was much worse than PEGASUS/BART. For G-Eval, BRIO
performed better than the base models, but only by a small
margin.

This suggests that the reference is not hallucination-free
as assumed but is actually quite unfaithful. This is a charac-
teristic of the XSum and CNN/DM datasets, as the reference
there was collected from the bullet points of the news arti-
cle. The bullet points are intended to complement the main
article and are not an intended summary of the article. There-
fore they often include information that is not in the source,
which is a hallucination when considered as a summary of
the article. This is also shown in previous works (Liu et al.
2023a) which compare the human evaluation of the refer-
ence and various model outputs. Consistent with our obser-
vation, the reference scored last in comparison with various
models.

For example, in some op-ed articles the reference starts
with “[author]: ...” which explicitly indicates this is the au-
thor’s opinion and not the news outlet’s official view. How-
ever, the author’s name only shows up as a separate entity
that is not part of the dataset and does not appear in the ar-
ticle (which is the source). In the perspective of the dataset,
this is hallucination since it is an information that appeared
in the summary which is not present in the source. Other
examples include articles that are intended to be read after
the title and the highlight. In those articles the title/highlight
serves as a crucial context and contains information not in-
cluded in the article (source). Instead, when the order is re-
versed where the article is the source and the highlight is its
reference summary, then the reference will be inconsistant
and inaccurate.

To summarize, BRIO succeeded in the alignment with the
reference and scored well in the ROUGE (which is a com-
parison with the reference), but unfortunately, the reference
had a high level of hallucination. Therefore it indeed reduced
exposure bias, but not hallucination. If we could find a bet-
ter alternative to align with, we would be able to both reduce
exposure bias and mitigate hallucination.

Method
Similar to BRIO, our method BRIDO is based on coordinat-
ing the model so that the model can assign a higher estimated
probability to the “better” candidates during inference. This
is not directly captured in the standard MLE objective used
in training – there could be multiple reasonable generations,
and the MLE loss alone does not say anything about the or-
der of the two imperfect references. We require the model to
be able to predict the ranking order of the set of most prob-
able candidate summaries, which are its own beam search
results.

To achieve this objective, we train the model with a con-
trastive loss (Hopkins and May 2011; Zhong et al. 2020; Liu
and Liu 2021):

Lctr =
∑
i

∑
j>i

max(0, f(Sj)− f(Si) + λij). (1)

Si and Sj are candidate summaries that satisfy Score(Si) >

Score(Sj), that is, i, j are the rankings of the candidates
measured in Score. f(Si) is the length-normalized esti-
mated log probability, i.e., the estimated log probability nor-
malized by |Si|β . (β is the length penalty hyperparameter)
λij defines the target margin which is related to either the
difference in score, λij = (Score(Si)− Score(Sj)) ∗ λ, or
difference in ranking, λij = (j − i)) ∗ λ, with the margin
hyperparameter λ.

Eq. (1) is common for both BRIO and BRIDO. The main
technical difference between the two is the scoring scheme,
Score. BRIO uses the ROUGE (Lin 2004) score with the
reference summary S∗ to score the candidate summaries.
Defining R(x, y) as the ROUGE score between x and y,
ScoreBRIO(S) = R(S, S∗). In BRIDO, we instead score
these candidates by calculating the ROUGE score with the
rest of the candidates and references, i.e., we use the inter-
candidate ROUGE:

ScoreBRIDO(Si) =

1

N − 1 + α

∑
j ̸=i

R(Si, Sj) + αR(Si, S
∗)

 . (2)

α is a hyperparameter controlling the contribution be-
tween other candidate summaries and the reference. For
the ROUGE calculation, we use the Python implementation
(https://github.com/pltrdy/rouge) with the default settings.

The intuition behind this choice of scoring scheme is that
hallucinations would consist of a minority of information
among a large enough group. Consider a sentence with a
single fact masked. If several models try to predict the fact,
there would be one correct answer and a nearly infinite num-
ber of incorrect answers. Therefore, if the fact can be in-
ferred from the context and not from a random guess, the
true fact would consist of the majority of the answers. In
contrast, in the worst-case scenario of a random guesses,
the correct answer and each of the different incorrect an-
swers would occur in equal frequency. Thus using the scor-
ing scheme of Eq. (2), we conjecture that the candidates with
high factuality will get high scores since they will agree
more with other candidates. Consequently, if we perform
contrastive learning based on this ranking, we will be able to
reduce both exposure bias and hallucination. Let us reiterate
the conceptual similarities and distinctions between BRIO
and BRIDO at this point. They both use contrastive learning
(as the multi-task together with the cross-entropy loss) to
teach the models which summary is better, thus alleviating
both exposure biases. However, the “better” summary is the
candidate with the higher Score in each model. BRIO con-
siders a higher ScoreBRIO as better, which implies a higher
ROUGE score but not necessarily less hallucination. In con-
trast, a high ScoreBRIDO is considered better in BRIDO, and
together with the aforementioned conjecture this directly im-
plies less hallucination.

An alternative choice of scoring can be a direct measure
of hallucination, for example using the hallucination met-
ric used in this paper (QAFactEval and G-Eval) as the scor-
ing scheme. This is similar in spirit to BRIO – to maximize
ROUGE, use ROUGE as the score – and has the advan-



Figure 1: The BRIDO framework compared with BRIO (Liu et al. 2022a) and the base models (BART/Pegasus). BRIDO ranks
the candidates based on the inter-candidate similarity, while BRIO uses the reference-based similarity score for ranking. In both
cases, the similarity is measured by the ROUGE score.

tage that it does not need any additional assumptions. How-
ever, hallucination metrics require additional models which
means much more computation and the possibility of er-
ror propagation. Here, to limit the additional cost and to
ensure the efficiency of the method, we choose to proceed
with a simple scheme (ROUGE) together with a reasonable
assumption. Note that ROUGE can be calculated between
any two texts, although it has been conventionally used as
that between summary and reference. In the BRIDO scor-
ing scheme, we are considering ROUGE between different
summary candidates.

The contrastive loss (Eq. (1)) is added to the cross-entropy
loss. The total loss becomes:

L = Lxent + γLctr. (3)

Here, γ is the weight of the contrastive loss compared to
that of the cross-entropy loss. With this multi-task objective,
BRIDO learns the ability to judge which candidate is “bet-
ter” (less exposure bias) than just to summarize. And, the
“better” summarization for BRIDO is that with less halluci-
nation.

Note that apart from the scoring scheme, our method is
conceptually analogous to BRIO. A schematic illustration
of BRIDO, in comparison with BRIO and the base models,
is shown in Figure 1.

Hyperparameters
We enumerate the hyperparameters in training BRIDO. We
leave the inference parameters such as temperature, top-k,
and top-p unchanged from BRIO and do not list them here.
While generating the candidates from the pre-trained mod-
els, the diverse beam search (Vijayakumar et al. 2016) is
used. It has three main parameters – the diversity penalty(η),

the number of beam groups(Ng), and the number of candi-
dates (N ). When defining the contrastive loss (Eq. (1)) and
the score within, there are two more hyperparameters – the
margin value (λ) and the weight of reference summary (α).

Diversity penalty (η) The diversity penalty ensures that
the outputs of the diverse beam search are different enough.
The larger the value, the more diverse the outputs.

Number of beam groups (Ng) The total number of candi-
dates is divided into Ng beam groups. The diversity penalty
applies to outputs between distinct beam groups. Candidates
within the beam group are conventional beam search results.

Number of candidates (N ) The total number of candi-
dates to generate. We have two settings on the relation be-
tween N and Ng: one is “number of candidates / 8 = number
of beam groups” i.e., N

8 = Ng used in XSum experiments,
and the other is “number of candidates = number of beam
groups.” i.e., N = Ng used in CNN/DM experiments. That
is, each beam group has 8 candidates in XSum, and a single
candidate in CNN/DM.

The role of reference summary (α) We can choose to in-
clude the reference summary in the scoring process. Without
the reference, the model’s outcome is very much dependent
on the base model’s performance and, therefore, may be un-
stable. We control the involvement of reference with a hy-
perparameter α, which is defined in Eq. (2). α = 0 is the
reference-less limit, and α → ∞ is the BRIO limit. In the
experiments, we consider two more cases where α = 1 (ref-
erence is just another candidate) and α = N − 1 (the final
score is the macro-average of the inter-candidate ROUGE
and the reference ROUGE).



Dataset Model ROUGE QAFactEval G-Eval
R-1 R-2 R-L LERC F1 EM IsAns cons. ave.

XSum
PEGASUS 47.18 24.62 39.37 2.047 20.29 11.46 62.97 3.62 3.31

BRIO 48.86 25.54 40.48 1.956 18.98 10.47 61.50 3.68 3.37
BRIDO 47.69 24.62 39.19 2.028 20.44 11.71 63.08 3.80 3.47

CNN/DM
BART 44.24 21.30 41.06 4.551 80.56 66.17 97.08 4.42 3.82
BRIO 47.74 23.75 44.55 4.070 65.88 50.72 92.38 4.45 3.91

BRIDO 45.81 22.95 42.51 4.392 75.45 60.64 95.45 4.55 3.93

Table 2: The base results of BRIDO, in comparison with the baseline models PEGASUS/BART and BRIO, for the XSum and
CNN/DM datasets. BRIDO improves over BRIO in all G-Eval and QAFactEval metrics.

Margin value (λ) The margin value is defined in λij

which is mentioned in Eq. (1). We consider two types of
margins: fixed margin (the type used in BRIO) and dif-
ference margin. Fixed margin between two candidates Si

and Sj is defined as λij = (j − i) ∗ λ, where the sub-
scripts i and j indicates the ranking based on the score
(Score(Si) > Score(Sj)). Whereas the difference mar-
gin between these two candidates is defined as λij =
(Score(Si) − Score(Sj)) ∗ λ. The fixed margin drives the
model to have the length-normalized estimated log proba-
bility at least equality separated based on their ranking. In
the difference margin scheme the separation is proportional
to the score of the candidates, and thus can be considered to
have higher resolution.

Experimental Setup
The BRIDO model is fine-tuned with the XSum (Narayan,
Cohen, and Lapata 2018) and CNN/DM (Hermann et al.
2015) datasets to reduce the loss of Eq. (3) from the corre-
sponding pre-trained models, PEGASUS (Zhang et al. 2020)
and BART (Lewis et al. 2020). The same hyper-parameters
and optimizer (learning rate = 2 × 10−3, epoch = 2, and
Adam optimizer (Kingma and Ba 2014)) are used for all
datasets to validate the universality of our method except
for the following differences – we use a batch size of 16
for PEGASUS - XSum experiments and a batch size of 24
for BART - CNN/DM experiments. We keep the same gen-
eration parameters as BRIO during the evaluation for each
dataset. All training and evaluation are conducted using 8
Nvidia Ampere A100 GPUs (80GB).

Dataset
We use the following two datasets widely used in abstractive
text summarization in our experiments.

XSum (Narayan, Cohen, and Lapata 2018) is a highly ab-
stractive dataset of articles from the British Broadcasting
Corporation (BBC), and the introductory sentences (gen-
erally one sentence) in these articles are regarded as sum-
maries.

CNN/DM (Hermann et al. 2015) is a news dataset from
the Cable News Network (CNN) and the Daily Mail (DM).
Following (Nallapati et al. 2016), we treat the news articles
as the source and the associated highlights as the summaries.

However, as previously noted, considering the introduc-
tory sentence (XSum) or the article highlight (CNN/DM) as
the article summary has hallucination issues.

Metric
We choose the metrics to cover the various summarization
and hallucination metrics.

ROUGE Recall-Oriented Understudy for Gisting Evalu-
ation (Lin 2004) measures the lexical similarity between
summaries and human-written references by comparing the
overlap of n-grams, which are sequences of n words. The
most common variants of ROUGE include ROUGE-N (for
n-gram matching) and ROUGE-L (for longest common sub-
sequence matching). Among these, we use ROUGE-1 (R-1),
ROUGE-2 (R-2), and ROUGE-L (R-L) for evaluation. For
the ranking, we use 2 R-1 × R-2/(R-1 + R-2) for XSum
and (R-1 + R-2 + R-L)/3 for CNN/DM following Liu et al.
(2022a). ROUGE’s limitation includes the lexical bias and
the questionable quality of the reference. In this work, we
generalize this conventional definition of ROUGE and use
it to measure the lexical similarity between summary candi-
dates as well.

QAFactEval (Fabbri et al. 2022) is a QA-Based Factual
Consistency Evaluation without a reference. Given a sum-
mary and the source document, it uses a question genera-
tion model to generate questions for each of the named enti-
ties. It then uses the source document as a reference for the
question-answering model to generate the answers for each
question. It evaluates the answers with the true answer and
measures the consistency of a summary with its source doc-
ument. The submetrics (LERC, F1, EM, and IsAns) are the
methods used in comparing the model answer with the true
answer. LERC has a maximum score of 5 and F1, EM, and
IsAns are measured in percent. QAFactEval, like all other
QA-based factuality metrics, suffers from bias towards ex-
tractive summaries.

G-Eval (Liu et al. 2023b) is a framework for using large
language models with chain-of-thoughts (CoT) and a form-
filling paradigm to assess the quality of NLG outputs. G-
Eval consists of four sub-metrics which are coherence, con-
sistency, fluency, and relevance. Among these four, consis-
tency is the measure of hallucination. We use G-Eval consis-
tency as a hallucination metric, and the average G-Eval score



Dataset η
ROUGE QAFactEval G-Eval

R-1 R-2 R-L LERC F1 EM IsAns cons. ave.

XSum
0.1 47.69 24.62 39.19 2.028 20.44 11.71 63.08 3.80 3.47
0.3 47.33 24.11 38.57 2.010 20.50 11.84 62.96 3.89 3.56
1.0 46.94 23.77 38.12 2.007 20.52 11.81 62.85 3.86 3.55

CNN/DM

0.1 45.98 22.97 42.51 4.414 76.55 62.18 95.62 4.55 3.94
0.3 46.06 23.07 42.66 4.379 75.21 60.56 95.35 4.51 3.92
1.0 45.81 22.95 42.51 4.392 75.45 60.64 95.45 4.55 3.93
3.0 46.03 22.99 42.69 4.417 76.13 61.41 95.81 4.58 3.95

10.0 45.42 22.62 42.05 4.413 76.64 62.17 95.65 4.54 3.94

Table 3: The performance of BRIDO when tuning the diversity penalty, η. η = 0.1 and η = 1.0 are the same parameters as in
Table 2 for XSum and CNN/DM, respectively. Considering our main metric G-Eval the best parameters are η = 0.3 (XSum)
and η = 3.0 (CNN/DM).

as a metric for the overall quality of the summarization. This
will be our main metric for both quality and hallucination,
as it is assisted by a large auxiliary model and does not suf-
fer from the aforementioned deficiencies of ROUGE and
QAFactEval. We use a slightly modified method by merging
the quality assessment’s various aspects into one prompt. We
use GPT-4 (Achiam et al. 2023) as our LLM evaluator.

Baseline Models
Following Liu et al. (2022a), we use PEGASUS (Zhang
et al. 2020) and the BRIO’s XSum model as our baseline
for the XSum experiments. Similarly, we use BART (Lewis
et al. 2020) and the BRIO’s CNN/DM model as our base-
line for the CNN/DM dataset experiments. Both PEGASUS
and BART are large pre-trained seq2seq LLMs standard in
the literature. BRIO’s XSum and CNN/DM models use PE-
GASUS and BART as their base models, respectively. In the
following, we indicate both models as BRIO for simplicity.

Results
We trained two BRIDO models, each finetuned with XSum
and CNN/DM. First, we fix the diversity penalty (η) to its
corresponding BRIO value (η = 0.1 for XSum and η = 1.0
for CNN/DM) and also exclude the reference summary from
the scoring (α = 0). We perform an extensive search for the
remaining hyperparameters: N ∈ {16, 32}, γ ∈ [10, 100],
λ ∈ [0.001, 0.1], and fixed/difference margin scheme.

The best models were N = 32, γ = 50, λ = 0.01, dif-
ference margin for XSum; N = 32, γ = 20, λ = 0.1, dif-
ference margin for CNN/DM. Their performance, together
with the baseline evaluations are shown in Table 2. The re-
sults of the other experiments for the hyperparameter search
is presented in the appendix.

The ROUGE score is best in BRIO for both experiments,
as expected. However, it scored worst in all QAFactEval
metrics by a wide margin which reiterates the results in
Table 1. For the QAFactEval, the base models (PEGA-
SUS/BART) were on average the best, however in part
due to its extractive-ness of the summaries. PEGASUS and
BART outputs tend to be more extractive than BRIO or
BRIDO, and this is a reason for their high score in QAFactE-

val measures which suffers from bias towards extractive
summaries.

The fact that PEGASUS is not as dominant as BART in
QAFactEval also supports that the extractiveness is the rea-
son for the base models’ high QAFactEval score. Note that
XSum is intended to be more abstractive than CNN/DM
(that is, the XSum reference summary is more abstract than
that of CNN/DM). This is also evident from the exception-
ally high values of QAFactEval scores for BART on CN-
N/DM. Scores such as 4.551 LERC and 97.08 IsAns cannot
be explained without extractiveness having an effect. That
said, although BRIDO was not the best among the three in
QAFactEval, it showed significant improvement from BRIO
and impressively scored better than PEGASUS in three sub-
metrics in XSum.

G-Eval is where BRIDO was truly dominant. It scored
best in both consistency and average for XSum and CN-
N/DM. The improvement of the consistency score is 4.97%
(PEGASUS) and 3.26% (BRIO) for XSum; 2.94% (BART)
and 2.25% (BRIO) for CNN/DM. Note that the improve-
ment is more prominent for the more abstractive dataset
XSum. We conclude here that our method BRIDO has miti-
gated hallucination (high G-Eval consistency score) without
any degradation in summarization ability (high G-Eval aver-
age score).

Effect of diversity penalty One crucial hyperparameter in
BRIDO is the diversity penalty (η). This is because η has a
more sensitive optimal value than that in BRIO. η should
not be too small that the candidate summary is not diverse
enough. Then the probability of the generated candidate hav-
ing a hallucinated content would be too small for the model
to learn its pattern. In contrast, if η is too large, the candi-
date’s summarization quality may not be good enough as the
diversity beam search has traded diversity with summariza-
tion quality. The optimal η should be large enough to ensure
the candidate summaries are diverse enough so that halluci-
nated content occurs regularly, and at the same time small
enough that all candidates are above a certain quality.

We tune η to search for the optimal value in both datasets.
For XSum we increase η up to 1.0, and for CNN/DM we
search from a range of 0.1 to 10.0. The results are shown in



Dataset α
ROUGE QAFactEval G-Eval

R-1 R-2 R-L LERC F1 EM IsAns cons. ave.

XSum

0 47.33 24.11 38.57 2.010 20.50 11.84 62.96 3.89 3.56
1 47.34 24.12 38.58 2.010 20.46 11.79 63.02 3.88 3.55

31 47.44 24.25 38.78 2.008 20.27 11.55 62.89 3.91 3.54
∞ 47.53 24.49 39.05 2.012 20.15 11.49 62.85 3.77 3.46

CNN/DM

0 46.03 22.99 42.69 4.417 76.13 61.41 95.81 4.58 3.95
1 46.10 23.03 42.76 4.411 75.81 61.07 95.60 4.53 3.93

31 46.65 22.98 43.00 4.224 70.61 55.44 93.71 4.62 4.02
∞ 47.21 23.74 43.67 4.211 70.25 55.31 93.52 4.52 3.97

Table 4: The performance of BRIDO when tuning the weight on reference summary, α. The baseline results (α = 0 row) are
the same parameters as in Table 3 for η = 0.3 (XSum) and η = 3.0 (CNN/DM) which we have concluded the best parameters
in the sense of hallucination mitigation. Considering our main hallucination metric G-Eval consistency, the best parameters are
α = 31 for both datasets.

Table 3.
We find some fluctuation in the performance. However,

the performance difference between models was not signifi-
cant compared to Table 2. The default value of η in Table 2
is the value used in BRIO, which is already an optimized
value from Liu et al. (2022a). We expected that the opti-
mal value would be different for BRIO and BRIDO, as the
two has quite distinct scoring scheme. While this expecta-
tion was indeed true, the difference was not as prominent.
We do observe some improvement in the G-Eval metrics and
we chose η = 0.3 and η = 3.0 as the optimal parameter for
XSum and CNN/DM, respectively.

Effect of the reference summary Now we turn to opti-
mizing the scoring scheme and tune the role and weight of
the reference summary, which is dictated by the hyperpa-
rameter α. Recall that up to this point, the score was pure
inter-candidate ROUGE and the reference summary was not
included (α = 0).

We tune α in three additional values: 1, N − 1, and ∞.
α = 1 is where the weight of the reference summary is
identical to the candidate summaries – each summary, in-
cluding the reference summary, casts one vote. α = N − 1
is the average of the score of the candidate summaries and
that of the reference summary. That is, the average of the
N − 1 candidate summaries gives a score, and the reference
summary gives a score. The final score becomes a simple
average between the two (similar to the macro-average). Fi-
nally, α = ∞ is when the reference summary dominates the
scoring. This is the same setting with BRIO. Table 4 shows
the result of this experiment. Note that while α = ∞ is the
BRIO limit, the results of this is not identical to the BRIO
result in Table 2 because of the different hyperparameters.

The result shows some performance improvement when
the reference summary plays a role. For G-Eval consistency
α = 31 was the best for both XSum and CNN/DM. Notice
that the α = ∞ BRIO limit has the lowest G-Eval consis-
tency score among the four models. While this is not the
same BRIO model in Table 2, it demonstrates that the refer-
ence summary poses a negative role in hallucination reduc-
tion.

The other metrics showed some trends in this experiment.
For example, ROUGE monotonically increased as α in-
creased. This is a direct consequence of the fact that ROUGE
here is the ROUGE with the reference. The α = ∞ ROUGE
is smaller than that of the BRIO, but this is because BRIO
was optimized with the ROUGE score while BRIDO was
not. For the QAFactEval, the trend is reversed and smaller α
tends to have better values.

Our final best model parameters are N = 32, γ = 50,
λ = 0.01, η = 0.3, α = 31, difference margin for XSum;
N = 32, γ = 20, λ = 0.1, η = 3.0, α = 31, difference mar-
gin for CNN/DM. The G-Eval consistency scores for those
models are 3.91 and 4.62, respectively. This is a 6.25% and
3.82% improvement over BRIO on XSum and CNN/DM re-
spectively, and an 8.01% and 4.52% improvement over the
base models.

Conclusion
We have introduced BRIDO, a method building upon BRIO
and adding a democratic taste to its ordering. This retains
the strength of BRIO, which mitigates exposure bias and
teaches the model how to rank different imperfect models,
andw align the model to value less hallucination. This goal
is achieved by the scoring scheme which includes the inter-
candidate ROUGE. We have conjectured that hallucinated
content would consist the minority in a large enough candi-
date summaries, and therefore less hallucination would have
a positive correlation with high inter-candidate ROUGE.
The fact that the main objective of the model is aimed at
less hallucination, and also the model results in less expo-
sure bias both contributes to hallucination mitigation. We
have shown the model play out with extensive hyperparame-
ter search experiments and found that the hallucination mea-
sure (namely, the G-Eval consistency) has improved signifi-
cantly.

While the hallucination metrics we have included in the
manuscript, especially G-Eval, does measure effectively
measure the degree of hallucination, human evaluation is
still an important measure. The literature suggest good cor-
relation between G-Eval and human evaluation (Liu et al.



2023b), and therefore we believe that our analysis would be
in line with human evaluations as well. Regardless, directly
showing the human evaluation results is worth the investiga-
tion, and we plan to study the human evaluation on BRIDO
as a future work.

The BRIDO method is only applied to seq2seq models in
the manuscript but a similar algorithm may be applied to,
and greatly benefit from, decoder models as well. With the
plethora of different decoder models, together with a combi-
nation of many different parameter sizes, the BRIDO algo-
rithm may turn out very effective in large decoder models.
Assuming that we have enough decoder models with above
threshold output quality, we do not need to invoke the di-
verse beam search but rather use the outputs of various mod-
els to be the candidate summaries. This will ensure both the
diversity and quality of the candidates, and result in a more
powerful BRIDO model.
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Sample Prompt for G-Eval
Below is a sample prompt for G-Eval used for the summa-
rization task.

You will be given one summary written for a source
text.

Your task is to rate the summary in four metrics.

Please make sure you read and understand these
instructions carefully. Please keep this document
open while reviewing, and refer to it as needed.

Evaluation Criteria:

Coherence (1-5) - the collective quality of all
sentences. We align this dimension with the DUC
quality question of structure and coherence whereby
“the summary should be well-structured and well-
organized. The summary should not just be a heap of
related information, but should build from sentence
to a coherent body of information about a topic.”

Consistency (1-5) - the factual alignment between
the summary and the summarized source. A factually
consistent summary contains only statements that
are entailed by the source document. Annotators
were also asked to penalize summaries that contained
hallucinated facts.

Fluency (1-3): the quality of the summary in terms
of grammar, spelling, punctuation, word choice, and
sentence structure.

Relevance (1-5) - selection of important content
from the source. The summary should include only
important information from the source document.
Annotators were instructed to penalize summaries
which contained redundancies and excess informa-
tion.

Evaluation Steps:

1. Read the source text carefully and identify the
main topic, main facts and details.

2. Read the summary and compare it to the news
article.



3. Assign a score based on the Evaluation Criteria.

Source Text:
{{Document}}

Summary:
{{Summary}}

Evaluation Form (JSON only):
{“coherence”: 0, “consistency”: 0, “fluency”: 0, “rel-
evance”: 0}



Code for Reference
The code is built upon BRIO’s code (Liu et al. 2022b).

The following code is the build diverse beam function to be replaced in preprocess.py file to calculate various
scores for the generated candidates.

1 def build_diverse_beam(input):
2 (
3 src_line,
4 tgt_line,
5 cands,
6 src_line_untok,
7 tgt_line_untok,
8 cands_untok,
9 tgt_dir,

10 dataset,
11 ranking_metric,
12 ) = input
13 cands = [sent_tokenize(x) for x in cands]
14 abstract = sent_tokenize(tgt_line)
15 _abstract = "\n".join(abstract)
16 article = sent_tokenize(src_line)
17

18 cache_initialized = False
19 cache = None
20

21 if dataset == "xsum":
22 def joint_metric(score):
23 return (
24 2
25 * score["rouge1"].fmeasure
26 * score["rouge2"].fmeasure
27 / (score["rouge1"].fmeasure + score["rouge2"].fmeasure)
28 if (score["rouge1"].fmeasure + score["rouge2"].fmeasure)
29 else 0
30 )
31

32 else:
33 def joint_metric(score):
34 return (
35 score["rouge1"].fmeasure
36 + score["rouge2"].fmeasure
37 + score["rougeLsum"].fmeasure
38 ) / 3
39

40 if ranking_metric == "":
41 def compute_ranking_metric(hyp, *args, **kwargs):
42 score = all_scorer.score(_abstract, "\n".join(hyp))
43 return joint_metric(score)
44

45 elif ranking_metric == "intra_rouge":
46 def compute_ranking_metric(
47 hyp, index: int, all_hyps: List[str], *args, **kwargs
48 ):
49 nonlocal cache, cache_initialized
50 if not cache_initialized:
51 cache = np.zeros((len(cands), len(cands)), dtype=np.float32) - 1
52 for idx1, hyp1 in enumerate(all_hyps):
53 for idx2, hyp2 in enumerate(all_hyps):
54 if idx1 == idx2:
55 continue
56 score = all_scorer.score("\n".join(hyp2), "\n".join(hyp1))
57 cache[idx1, idx2] = joint_metric(score)
58 cache_initialized = True
59 return float(cache[index][np.arange(len(cands)) != index].mean())
60



61 elif ranking_metric == "intra_rouge_plus_ref":
62 def compute_ranking_metric(
63 hyp, index: int, all_hyps: List[str], *args, **kwargs
64 ):
65 all_hyps = all_hyps + [abstract]
66 nonlocal cache, cache_initialized
67 if not cache_initialized:
68 cache = np.zeros((len(all_hyps), len(all_hyps)), dtype=np.float32) - 1
69 for idx1, hyp1 in enumerate(all_hyps):
70 for idx2, hyp2 in enumerate(all_hyps):
71 if idx1 == idx2:
72 continue
73 score = all_scorer.score("\n".join(hyp2), "\n".join(hyp1))
74 cache[idx1, idx2] = joint_metric(score)
75 cache_initialized = True
76 return float(cache[index][np.arange(len(all_hyps)) != index].mean())
77

78 elif ranking_metric == "intra_rouge_plus_ref_weighted":
79 def compute_ranking_metric(
80 hyp, index: int, all_hyps: List[str], weights: List[float], *args, **kwargs
81 ):
82 all_hyps = all_hyps + [abstract]
83 weights_sum = sum(weights)
84 weights = np.array([w / weights_sum for w in weights])
85 nonlocal cache, cache_initialized
86 if not cache_initialized:
87 cache = np.zeros((len(all_hyps), len(all_hyps)), dtype=np.float32) - 1
88 for idx1, hyp1 in enumerate(all_hyps):
89 for idx2, hyp2 in enumerate(all_hyps):
90 if idx1 == idx2:
91 continue
92 score = all_scorer.score("\n".join(hyp2), "\n".join(hyp1))
93 cache[idx1, idx2] = joint_metric(score)
94 cache_initialized = True
95 return float(
96 ((cache[index] * weights)[np.arange(len(all_hyps)) != index]).mean()
97 )
98

99 weights = [1.0 for c in cands] + [float(len(cands) - 1)]
100 candidates = [
101 (x, compute_ranking_metric(x, idx, cands, weights))
102 for idx, x in enumerate(cands)
103 ]
104 cands_untok = [sent_tokenize(x) for x in cands_untok]
105 abstract_untok = sent_tokenize(tgt_line_untok)
106 article_untok = sent_tokenize(src_line_untok)
107 candidates_untok = [
108 (cands_untok[i], candidates[i][1]) for i in range(len(candidates))
109 ]
110 output = {
111 "article": article,
112 "abstract": abstract,
113 "candidates": candidates,
114 "article_untok": article_untok,
115 "abstract_untok": abstract_untok,
116 "candidates_untok": candidates_untok,
117 }
118 with open(tgt_dir, "w") as f:
119 json.dump(output, f)

The following code shows the changes made for using score difference in contrastive loss function. This functions is from
the file model.py.



1 def RankingLoss(
2 score,
3 summary_score=None,
4 margin=0,
5 gold_margin=0,
6 gold_weight=1,
7 no_gold=False,
8 no_cand=False,
9 use_ranking_score_as_margin=False,

10 ranking_scores=None,
11 ):
12 ones = torch.ones_like(score)
13 loss_func = torch.nn.MarginRankingLoss(0.0)
14 TotalLoss = loss_func(score, score, ones)
15 # candidate loss
16 n = score.size(1)
17 if not no_cand:
18 for i in range(1, n):
19 pos_score = score[:, :-i]
20 neg_score = score[:, i:]
21 pos_score = pos_score.contiguous().view(-1)
22 neg_score = neg_score.contiguous().view(-1)
23 ones = torch.ones_like(pos_score)
24 if use_ranking_score_as_margin:
25 pos_ranking_scores = ranking_scores[:, :-i]
26 neg_ranking_scores = ranking_scores[:, i:]
27 pos_ranking_scores = pos_ranking_scores.contiguous().view(-1)
28 neg_ranking_scores = neg_ranking_scores.contiguous().view(-1)
29 loss = torch.clamp(
30 -(ones * (pos_score - neg_score))
31 + (pos_ranking_scores - neg_ranking_scores) * margin,
32 0.0,
33 ).mean()
34 else:
35 loss_func = torch.nn.MarginRankingLoss(margin * i)
36 loss = loss_func(pos_score, neg_score, ones)
37 TotalLoss += loss
38 if no_gold:
39 return TotalLoss
40 # gold summary loss
41 pos_score = summary_score.unsqueeze(-1).expand_as(score)
42 neg_score = score
43 pos_score = pos_score.contiguous().view(-1)
44 neg_score = neg_score.contiguous().view(-1)
45 ones = torch.ones_like(pos_score)
46 loss_func = torch.nn.MarginRankingLoss(gold_margin)
47 TotalLoss += gold_weight * loss_func(pos_score, neg_score, ones)
48 return TotalLoss


