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ABSTRACT

Partial differential equations (PDEs) are fundamental to modeling physical systems,
yet solving them remains a complex challenge. Traditional numerical solvers rely
on expert knowledge to implement and are computationally expensive, while neural-
network-based solvers require large training datasets and often lack interpretability.
In this work, we frame PDE solving as a code generation task and introduce Code-
PDE, the first inference framework for generating PDE solvers using large language
models (LLMs). With CodePDE, we present a thorough evaluation on critical
capacities of LLM for PDE solving: reasoning, debugging, self-refinement, and
test-time scaling. CodePDE shows that, with advanced inference-time algorithms
and scaling strategies, LLMs can achieve strong performance across a range of
representative PDE problems. We also identify novel insights into LLM-driven
solver generation, such as trade-offs between solver reliability and sophistication,
design principles for LLM-powered PDE solving agents, and failure modes for
LLM on hard tasks. These insights offer guidance for building more capable and
reliable LLM-based scientific engines.

1 INTRODUCTION

Partial differential equations (PDEs) are foundational for modeling complex phenomena in science and
engineering, yet developing effective numerical solvers remains a substantial challenge. Traditional
numerical methods demand significant computational resources and deep domain expertise for
implementation. Crafting robust and efficient solvers typically involves meticulous manual tuning,
extensive debugging, and specialized numerical analysis knowledge. The success of deep learning
has motivated the development of neural PDE solvers (e.g., Raissi et al., 2019; Lu et al., 2021; Li
et al., 2022b) and multiphysics foundation models (e.g., McCabe et al., 2024; Hao et al., 2024; Shen
et al., 2024b; Herde et al., 2024) to automate PDE solving. However, training these models requires
large amounts of data, and their outputs lack transparency, making it difficult to understand how and
why a particular solution is produced.

Meanwhile, large language models (LLMs) have been increasingly applied to complex mathematical
and scientific challenges (e.g., Romera-Paredes et al., 2024; Shen et al., 2024a; Xu et al., 2024; Shen
et al., 2025; Chan et al., 2025; Sun et al., 2025; Zhou et al., 2025). Central to these advancements is
the observation that code acts as a versatile intermediary between natural language and structured
symbolic scientific computations. Inspired by this insight, a compelling alternative paradigm for PDE
solving emerges: automated generation of executable solver code directly from high-level natural
language descriptions of PDEs. This emerging paradigm raises a critical and open research question:

Can LLMs generate effective and efficient solver code for PDEs?

Despite the conceptual simplicity, naively applying LLMs to PDE solving may underutilize their
capabilities, neglecting recent progress in inference-time algorithms (Welleck et al., 2024) and scaling
strategies (Snell et al., 2025). We introduce CodePDE, an inference framework for LLM-driven
automated PDE solver generation. Given a problem description, CodePDE instructs LLMs to produce
diverse solver implementations (e.g., finite difference, spectral methods, or other novel approaches).
CodePDE further incorporates mechanisms for code repair, iterative refinement, test-time scaling, and
rigorous evaluation of accuracy, efficiency, and convergence, as depicted in Figure 1. Designed with



Under review as a conference paper at ICLR 2026

forward compatibility and modularity, CodePDE supports both local deployments and API-based
interfaces, and readily integrates with a variety of inference strategies and agentic workflows.

Deploying CodePDE with 16 strong LLMs, we conduct systematic evaluations across four core
capabilities for PDE solver generation:

* Reasoning: Generating numerically sound solvers through chain-of-thought. LLMs can explore
the combination of a wide range of methods, such as finite difference, finite volume, and spectral
methods for spatial domains, as well as Explicit Euler, Runge-Kutta, and IMEX for time integration,
yielding diverse solver strategies.

* Debugging: Identifying and autonomously correcting code errors based on runtime feedback.
The average rate of bug-free solver generation increases from 41% to 84% after applying iterative
self-debugging, demonstrating the effectiveness of automated error repair.

e Refinement: Improving solver accuracy through feedback-based improvement. We find that
enabling self-refinement consistently enhances solution quality across all tested PDEs, underscoring
the value of feedback-driven optimization.

* Test-Time Scaling: Boosting solution quality by scaling up inference compute. Using best-of-n
sampling, we observe that solution accuracy improves with increased inference budget (Figure 3),
highlighting a practical scaling law for LLM-generated solvers.

These capabilities constitute essential building blocks for LLM-powered scientific computing. Our
experiments demonstrate that LLMs, when paired with inference-time techniques—such as automated
debugging (Chen et al., 2024), self-refinement (Madaan et al., 2023), and test-time scaling (Snell
et al., 2025)—achieve performance comparable to tailored numerical solvers and specialized PDE
solving softwares. Further ablation study shows that these techniques are critical ingredients for
building highly accurate PDE-solving agentic workflows.

CodePDE also provides a platform for systematically evaluating LLMs on solver generation, uncov-
ering several key insights. For example, our analysis identifies a trade-off between solver reliability
and sophistication, where some models conservatively produce simple, robust solvers while others
explore more diverse complex methods. In addition, we find that code generation and refinement
may be distinct skills for LLMs: while advanced reasoning models like 03 and DeepSeek-R1 excel at
generating high-quality solvers from scratch, they do not consistently outperform standard models
like GPT-40 and DeepSeek-V3 in the refinement stage.

In summary, our contributions are threefold: (1) We frame PDE solving as a code generation task
and develop CodePDE, the first inference framework to combine PDE domain knowledge with
the self-improvement and test-time scaling capabilities of LLMs. (2) We show that CodePDE
unlocks the capabilities of LLM to generate high-quality PDE solvers. (3) We present the first
comprehensive study of LLM-generated PDE solvers, analyzing their accuracy, efficiency, numerical
scheme diversity, and failure modes—offering new insights into the potential and limitations of LLMs
in scientific computing.

2 RELATED WORKS: PDE SOLVING AND THE EMERGING ROLE OF LLMS

Numerical Methods. Traditional numerical solvers approximate PDE solutions via domain
discretization. Finite difference method (FDM) (LeVeque, 2007) uses grid-based differences to
estimate derivatives; finite element method (FEM) (Zienkiewicz & Taylor, 2013) approximates
solutions over mesh elements; and spectral methods (Canuto et al., 2007) represent solutions as
sums of global basis functions. These solvers offer convergence guarantees and error bounds, but
they require expert knowledge to implement and are computationally intensive, particularly for
high-dimensional problems. In recent years, a few softwares have emerged to streamline the use of
these numerical methods (Zwicker, 2020; Burns et al., 2020; Scroggs et al., 2022).

Neural PDE Solvers. Neural-network-based methods such as PINNs (Raissi et al., 2019) and neural
operators (Lu et al., 2021; Li et al., 2022b) provide data-driven alternatives. While bypassing some
traditional bottlenecks, they are often tailored to specific equations. Recent works explore diverse
architectures on PDE problems, such as Transformers (Cao, 2021; Li et al., 2022a; Shen et al., 2023),
GNNs (Li et al., 2020; Pfaff et al., 2021; Brandstetter et al., 2022), state-space models (Zheng et al.,
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Figure 1: An overview of CodePDE framework. Critical LLM capabilities are unlocked in the steps:
code generation leverages chain-of-thought reasoning, code repair enables autonomous debugging, evaluation
implements test-time scaling through best-of-n sampling, and solver refinement optimizes performance through
feedback-driven improvement.

2024; Buitrago et al., 2025), and other specialized networks (Marwah et al., 2023; Shen et al., 2022;
Liang et al., 2025). Pretrained multiphysics foundation models (Shen et al., 2024b; Subramanian
et al., 2023; McCabe et al., 2024) are also developed to improve generalization ability. However,
these models require expensive offline training. Their solution process is not interpretable, and they
do not take advantage of well-established numerical techniques.

LLMs for Scientific Problem Solving. LLMs have shown strong performance in generating
executable code for tasks in chemistry (e.g., Bran et al., 2023; Guo et al., 2023; Shen et al., 2024c),
physics (e.g., Arlt et al., 2024), mathematics (e.g., Hong et al., 2024; Wang et al., 2023), and
computational biology (e.g., Tang et al., 2024; Haase et al., 2024; Cheng et al., 2024). Agentic
workflows further enhance capabilities through planning and iterative refinement (e.g., Romera-
Paredes et al., 2024; Ma et al., 2024). For example, FunSearch (Romera-Paredes et al., 2024) uses
self-prompting with an evolutionary algorithm for mathematical discovery. AIDE (Jiang et al., 2025)
performs tree search over solution strategies for machine learning engineering. Another very recent
work, PDE-Controller (Soroco et al., 2025), uses LLMs to control systems governed by PDEs. In
contrast, our work is the first to study PDE solver code generation with LLM inference algorithms
and scaling strategies and systematically evaluate LLM capabilities in this domain.

3 METHOD: CODEPDE

In this section, we present CodePDE, our inference framework for LLM-driven PDE solver generation.
We begin by introducing the problem background, followed by an overview of our five-step framework
design as visualized in Figure 1.

Preliminaries. We focus on PDEs of the general form:
Lu(@) =p(@) @e€QCRY "
Bu(x) = (&) T € 0N ’

where « is the spatial-temporal/spatial variable for a time-dependent/independent PDE, (2 denotes the
spatial-temporal/spatial domain, and £ and B are partial differential operators defining the governing
equation and boundary condition, respectively. PDEs in this form encompass Navier-Stokes, Reaction-
Diffusion, and Burgers’ Equations, as well as numerous others that describe phenomena in all sorts
of domains. These equations constitute the majority of PDE benchmarks in machine learning
research (Tu et al., 2022; Roberts et al., 2021; Takamoto et al., 2022).

Analytical solutions can only be derived for highly restricted classes of PDEs, highlighting the need
for computing numerical solutions. Numerical solvers discretize the domain into grids and output
solution values at each grid point over specified time steps.

Framework Design. CodePDE is implemented in Python, leveraging its widespread use in the
ML community and the availability of modern numerical solver libraries in Python (Takamoto et al.,
2022; Kochkov et al., 2021; Zwicker, 2020). Our full codebase is included in the supplementary
material and will be released publicly. We will also maintain a open leaderboard to support future
research. Below, we detail each step in CodePDE.

Step 1: Task Specification. Given a PDE problem of the form specified in Equation 1, we format it
into natural language descriptions so that it can be processed by LLMs. Specifically, we include the
governing equations, domain specifications, boundary conditions, and initial conditions. For example,
a Burgers Equation task is specified as follows:
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Your task is to solve a partial differential equation (PDE) using Python. The PDE is
the Burgers equation with the periodic boundary condition, given by

i

{Btu(w,t) + s (@) = Vepu(z,t), € (0,1), t € (0,1]

u(z,0) = uo(z), z € (0,1
where v is a constant representing the viscosity.

Step 2: Code Generation. After specifying the input, we prompt models to generate complete
solver implementations alongside any necessary auxiliary functions. To facilitate evaluation and
enhance code readability, we instruct language models to implement solutions based on a predefined
function signature, which receives initial conditions and time grids and returns the predicted solution
trajectory:

def solver (u0_batch, t_coordinate, nu):
"""Solves the Burgers’ equation for all times in t_coordinate.

lutions (np.ndarray): Shape [batch_size, T+1, N].
won

# TODO: Implement the so
# Hint: Consider PyTorch/
return solutions

We use chain-of-thought prompting (Wei et al., 2022) to instruct the model to navigate complex
numerical algorithms. The full prompt used can be found in Appendix B.1.

for the Burgers’ equation.

with GPU acceleration for efficiency.

Step 3: Debugging. After the LLM returns a solver, we execute it to check its validity. If the
solver crashes, we feed the error traces, the original specification, and the failed code to the LLM
for it to revise its solution. This process instructs the model to diagnose root causes and produce
corrected implementations without human intervention. Debugging proceeds iteratively until the
issue is resolved or a predefined iteration limit is reached. The debugging prompt is detailed in
Appendix B.2. We quantify effectiveness by recording the debug success rate for each model on each
problem.

Step 4: Evaluation. For executable solvers, we evaluate their performance by calling the solver,
obtaining the predicted solution, and comparing it against reference solutions. We investigate three
metrics. First, we compute the error with respect to the ground truth solution. We follow prior
works (Takamoto et al., 2022; Shen et al., 2024b) and use the scale-independent normalized root
mean squared error (NRMSE), defined as:
WRMSE = £ 37 [u (@, 1) — @) (x, 1)
S [ul) (. 1)]2

where S denotes the number of examples in a PDE family. Second, we measure the quality of the
solver using a convergence test (LeVeque, 2007), which assesses how the solution error decreases
as the grid is refined. Mathematically, a solver is considered convergent if the difference between
solutions at successive resolutions decreases with finer discretization. That is, for a grid spacing h,
we test whether ||uj, — up 2|2 — 0as h — 0. This test ensures that the numerical solution remains
stable and consistent as resolution increases, even in the absence of an exact solution. Finally, we
record code execution time as a measure of computational efficiency.

@

Step 5: Solver Refinement. We supply the nRMSE obtained in step 4 along with the solver
implementation to the LLLM for further refining the solution. Models analyze execution results to
identify bottlenecks and numerical instabilities, then generate improved implementations accordingly.
The refinement prompt can be found in Appendix B.2.

We highlight that our framework is general and forward-compatible. The entire CodePDE framework
accepts both local hosting of LLMs as well as standardized APIs. When new specialized models or
agents are developed later, they can be seamlessly incorporated into our framework. The framework’s
modular design facilitates systematic analysis of LLM performance across atomic operations (e.g.,
implementation, debugging, and refinement), decomposing performance along these dimensions to
identify each model’s strengths and limitations.
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4 EVALUATION SETUP

This section briefly introduces our experiment setup, with more details presented in Appendix B.3.

Datasets. We focus on 5 representative PDE families that are commonly employed as testbeds
for ML methods: Advection, Burgers, Reaction-Diffusion, Compressible Navier-Stokes (CNS), and
Darcy Flow. These span a range of spatial dimensions, numerical stiffness, and boundary conditions
(Saad et al., 2023). The datasets are drawn from PDEBench (Takamoto et al., 2022) and FNO
paper (Li et al., 2022b), both with MIT license. We randomly sample 100 instances for each family.

Language Models and Baseline Methods. We benchmark 16 LLMs, spanning both proprietary
models and open-weights models. The full model list can be found in Appendix Table 3. We compare
LLM-generated solvers against standard numerical solvers, including implementations based on
established PDE solving softwares (Zwicker, 2020; Burns et al., 2020) as well as manually crafted
solvers using accurate schemes. For example, we use the analytical solution for Advection, a spectral
method for Burgers, and Strang splitting for the Reaction-Diffusion Equation. The code can be found
in the supplementary materials. We also include a variety of standard neural network solvers and
foundation models (Ronneberger et al., 2015; Li et al., 2022b; Raissi et al., 2019; Ye et al., 2024;
Shen et al., 2023; 2024b). Additionally, we evaluate 2 agentic workflows which feature search and
refinement in the code space: FunSearch (Romera-Paredes et al., 2024) and AIDE (Jiang et al., 2025).

Evaluation Metrics. We use normalized root mean squared error (1(RMSE) as the primary measure
of solution quality. We also report (1) debug success rate: the proportion of generations successfully
fixed after error-driven feedback; (2) convergence rate: empirical convergence rate with increased
spatial resolution; and (3) execution time: runtime of generated solvers.

5 RESULTS AND ANALYSIS
In this section, we present our main evaluation results and discuss the key insights from a few axes.

5.1 How WELL Do LLMS GENERATE PDE SOLVERS?

We begin by examining the comparative performance of CodePDE solvers against baselines. Table 1
presents the normalized RMSE (nRMSE) across five representative PDE families. Only a subset of
LLMs are included due to space constraint. Full results are provided in Table 3 in Appendix A.

The results demonstrate that LLMs under the CodePDE framework can generate high-quality PDE
solvers that are competitive with the reference solvers. Specifically, we find that CodePDE with
refinement outperforms the hand-crafted reference solvers on 4 out of 5 evaluated tasks. Specifically,
on Burgers Equation, Gemini 2.0 Flash achieves an nRMSE of 1.06 x 10~ via refinement, compared
to the reference’s 3.55 x 10~4, representing a 70% improvement in accuracy. Neural PDE solvers,
including both task-specific models (e.g., FNO) and foundation models (e.g., UPS), generally perform
worse than the best CodePDE implementations, although they typically require training from scratch
or additional finetuning.

However, we also note limitations with LLM-generated solvers. The Reaction-Diffusion Equation
remains challenging for all LLM-generated solvers, which yield higher nRMSE values than the
reference. This difficulty arises because the task requires nuanced insights into the problem structure,
which we elaborate on in Section 5.7.

Takeaways. LLM-generated solvers, particularly those enhanced with debugging and refinement
mechanisms, hold strong promise. They demonstrate strong performance on many representative
PDE problems, but can falter when faced with subtle challenges.

5.2 CAN LLMS GENERATE EXECUTABLE CODE OR DEBUG THEIR OWN CODE?

The results in Table | are with self-debugging for up to 4 rounds, which is essential for obtaining
reliable performance from LLM solvers. Without it, many generated programs fail to run, leading
to significantly worse results. To quantify this, we measure the solver success rate, defined as the
percentage of bug-free solver implementations out of all samples. We compare two settings: single-
shot generation without debugging vs. multi-round interactions with up to 4 rounds of debugging.
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Table 1: Normalized RMSE comparisons. “Geom. Mean” refers to the geometric mean of nRMSE values.
Neural Network baseline results are from (Takamoto et al., 2022; Li et al., 2022b; Ye et al., 2024; Shen et al.,
2023; 2024b). The best results of the “Reasoning + Debugging” and the “Reasoning + Debugging + Refinement”

settings for each problem are highlighted 'in gray cells .

nRMSE () | Advection Burgers React-Diff CNS Darcy | Geom. Mean
Reference Numerical Solvers
| 1.03x107% 3.55x107* 229%x107% 1.89x 1072 4.80x 1073 | 2.38x 1073
PDE Solving Softwares

Dedalus 6.20 x 1073 278 x 1073  5.20 x 1072 2.01 x 10~2 - -
PyPDE 2.03x107% 5.92x107% 221x107! 252x 107! - —
Neural Network & Foundation Model baselines
U-Net 5.00 x 1072 220 x10~' 6.00 x 1073 3.60 x 10! — -
FNO 770 x 1073 7.80x 1073 1.40x 1073 9.50x 1072 9.80 x 1073 | 9.52 x 1073
PINN 7.80 x 1073 850 x 10~!  8.00 x 1072 - — -
ORCA 9.80 x 1073  1.20x 1072 3.00 x 1073  6.20 x 10~2 - -
PDEformer 430 x 1073 1.46 x 102 — — - —
UPS 220 x 1073 3.73x 1072 557x1072 4.50 x 1073 — -

CodePDE: Reasoning + Debugging (best of 32)

Gemini 2.0 Flash 1.14 x 1073 297 x10~* 2.19x 107! 4.50x 1072 [ 480 % 1073 | 6.92 x 10~2
Gemini 2.0 Thinking | 5.54 x 1073 3.21 x 10* 2.19 x 10™' 7.56 x 1072 | 4.80 x 1072 | 1.07 x 1072
Gemini 2.5 Pro 1.01 x 1073 [1.23x10~* 149 x 107! 7.39x1072 4.89x 1073 | 5.82x 1073
Qwen-2.5-Max 497 %1073 1.35x107% 9.57x1072 236x 1071 6.76 x 1071 | 4.00 x 10~2
QwQ-Plus 1.03x 1073 3.05x107% 220x 107! 743 x1072 | 4.80x 1073 | 7.55 x 103
Claude-3.5-haiku 3.70 x 1072 3.23x107* 2.20x 107! 234 x 107! 1.00 x 10° | 3.61 x 102
Claude-3.7-sonnet | 1.32 x 1073 259 x10~% 5.19x 1072 426x 1072 | 4.80x 10~ 5.15x 103
DeepSeek-V3 737x107% 6.02x107* 218 x 107! [ 241 x10°2 1.00 x 10° | 2.98 x 102

DeepSeek-R1 1.05x 1073 276 x 1074 220 x 107!  7.46 x 1072 | 480 x 10=3 | 7.44 x 1073
GPT-40 1.55 x 1073 3.69 x107* [ 1.99 x 1072 1.81 x10~! 7.67x 107! | 1.74 x 102
GPT-4.1 1.50 x 1073 3.63x107% 144 x 107! 5.20x 1072 4.88x1073 | 7.23 x 1073

03 9.74 x107* 3.69x107% 1.98x 107" 280x1072 4.92x1073 | 6.28 x 1073

CodePDE: Reasoning + Debugging + Refinement (best of 12)

Gemini 2.0 Flash 824 x10°* 1.06x107* 1.76x1072 1.72x1072 | 478 x10~2 2.63 x 103
Gemini 2.0 Thinking | 9.74 x 107* 270 x 10~* " 1.74 X 1072 2.41 x 1072 4.80 x 1072 | 3.51 x 1073
Gemini 2.5 Pro 9.74 x 107* 3.15x107% 9.94x 1072 277 x107%2 4.92x1073 | 529 x 1073
Qwen-2.5-Max 9.74x107* 2,60 x10™* 9.13x 1072 1.49x1072 4.80x 103 | 4.40 x 1073
QwQ-Plus 9.74x107* 1.07x10™* 519x1072 1.50x 1072 4.80 x 1073 | 3.29 x 103
Claude-3.5-haiku 1.01 x 1073 2.60x 10* 5.19x 1072 1.06 x 107! 1.92x 1071 | 1.22x 1072
Claude-3.7-sonnet | 9.74 x 10~* 2.60 x 10~% 5.19x 1072 2.72x 1072 4.83x 1073 | 4.44 x 1073
DeepSeek-V3 9.74 x107* 259 x107* [ 1.74 x 1072 156 x 1072 4.80 x 103 | 3.18 x 103

DeepSeek-R1 9.74 x 107* 259 x 107* 1.43x 107! 1.52x 1072 4.80 x 1072 | 4.83 x 1073
GPT-40 9.74 x 107* 259 x 107* 1.76 x 1072 241 x 1072 4.80 x 1072 | 3.48 x 1073
GPT-4.1 1.01 x 1073 3.15x107% 144 x107!' 1.53x1072 4.88x1073 | 5.08 x 103

03 1.01 x 1073 3.15x107* 2.01 x 107" [1.31 x 1072 4.88 x 1073 | 5.27 x 1073
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Figure 2: Bug-free rate before and after introducing automated debugging. Left: Averaged across all five PDE
datasets for each model. Right: Averaged across all LLMs for each PDE family.

Figure 2 shows the performance difference resulting from debugging. The detailed values can
be found in Appendix Table 5 and Table 6. For single-shot generation, only 41% of solvers run
successfully on average across all PDEs. With debugging, success rates rise to 84% on average
across PDEs. Notably, frontier models such as Gemini 2.5 Pro, Claude 3.7 Sonnet, DeepSeek-R1,
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Figure 3: Smoothed test-time scaling curves for representative models on each PDE family. We increase n in
the best-of-n sampling to study test-time scaling performance.

GPT-4.1, and 03 achieve > 90% bug-free rates after self-debugging. We also note that self-debugging
is particularly critical for challenging PDEs such as Compressible Navier-Stokes Equation (CNS),
on which only 16.6% of the solvers are bug-free in the single-shot generation. We further report the
average number of debug iterations in Appendix Figure 7.

Takeaways. While LLMs frequently produce non-executable code in a single attempt, they are
remarkably effective at self-debugging. This capability dramatically boosts the rate of generating
functional, bug-free solvers, making them reliable for complex scientific coding tasks.

5.3 CAN LLMS IMPROVE SOLVERS VIA SELF-REFINEMENT?

Next, we evaluate whether models can refine their solver implementations using nRMSE as the
feedback signal. For each PDE, we select the five most accurate solvers generated in the “reasoning
+ debugging” stage as “seed” programs for refinement. Each LLM generates 12 refined programs
and we report the best nRMSE. As shown in Table [, refinement yields substantial improvements. In
particular, without refinement, the best LLM generated solver on CNS Equation obtains an nRMSE
of 2.41 x 1072, underperforming the reference solver, which has an nRMSE of 1.89 x 10~2. After
refinement, more than half of the LLMs are able to surpass reference performance. Overall, our
results show that LLMs can effectively use coarse feedback signals to optimize solvers.

Interestingly, while advanced reasoning models (e.g., 03 and DeepSeek-R1) typically lead to better
solvers in the “reasoning + debugging” stage, they are not necessarily better than standard ones
(e.g., GPT-40 and DeepSeek-V3) in the refinement stage. This divergence suggests that the current
post-training strategies for reasoning models may lack coverage on the skills required for refinement.

Takeaways. LLMs can improve code for better accuracy using simple performance feedback.
Interestingly, the best models at generating code are not always the best at refining it, suggesting
these are two different skills.

5.4 DOES SOLUTION QUALITY IMPROVE WITH SCALING TEST-TIME COMPUTE?

Finally, we study the impact of scaling test-time compute. Similar to prior works (Brown et al., 2024;
Wu et al., 2025; Snell et al., 2025), we vary n € [4, 32] for the best-of-n sampling strategy. The
candidate with the lowest nRMSE is selected. The test-time scaling curves for the top-performing
models in each family are presented in Figure 3. In general, solution quality generally improves with
increasing sample count n, with the most significant gains observed between n = 4 and n = 16.
Beyond this point, returns diminish, suggesting that moderate sampling budgets often suffice to reach
near-optimal performance. Note that because the absolute scale of nRMSE varies across models and
tasks, some curves may appear flatter despite meaningful error reductions. To help interpretation, we
include per-model plots in Appendix Figure 11.

Takeaways. Test-time scaling is critical for generating high-quality numerical solvers from LLMs.

5.5 CONVERGENCE ANALYSIS

To assess numerical correctness, we conduct convergence tests that measure how solution error
diminishes with increasing grid resolution. A solver is considered convergent if the error decreases at
an expected rate as the grid is refined. Figure 4 reports both the failure rate of the convergence test
and the distribution of convergence orders across different LLMs and PDE families, where higher
orders imply faster convergence.
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Convergence Rate Comparisons across LLMs/PDEs
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Figure 4: Empirical convergence rate comparisons across LLMs and PDEs. “Fail” represents the failure rate
on the convergence test. Higher orders imply faster convergence.

Table 2: Ablation study on CodePDE and evaluation of existing agentic workflows. All results are based on
Claude-3.7-sonnet for a consistent comparison. Full results on 16 LLMs are provided in Appendix Table 4.

nRMSE (]) \ Advection Burgers React-Diff CNS Darcy \ Geom. Mean
CodePDE Ablation

CodePDE 9.74 x107* 2.60x107* 5.19x 1072 272x 1072 4.83x 1073 | 444 x 1073

w/o refine 1.32x 1073 259x107% 5.19x1072 4.26x 1072 4.80x 1072 | 5.15 x 103

w/o refine+scale 1.37 x 1073 4.60 x 1073 4.26 x 107! 3.02x 107! 6.06 x 107! | 8.68 x 102
wio refine+scale+debug | 2.16 x 1072 1.00 x 1072 7.12x 107! 6.62x 107! 7.16 x 107! | 1.49 x 107!

Evaluation of Existing Agentic Workflows

FunSearch 984 x107* 259 x107* 512x1072 3.79x 1072 4.80x 1073 | 4.73x 1073
AIDE 1.03x 1073 1.05x10™* 5.07x1072 577x1072 4.78 x 1073 | 4.33 x 1073

The results reveal a trade-off between solver reliability and sophistication. For example, GPT-40 mini
achieves a very low failure rate (8.6%) by conservatively defaulting to simple first-order methods. In
contrast, Gemini 2.5 Pro and 03 demonstrate a more advanced capability, generating a significantly
higher proportion of higher order methods while maintaining reasonably low failure rates.

From the problem perspective, the CNS Equation proves challenging with a high average failure
rate of 60.5%. The result underscores that single-shot generation can be insufficient for complex
problems, reinforcing the need for test-time compute scaling (Section 5.4).

Takeaways. A low failure rate alone is not a sufficient measure of a model’s capability; the ability
to generate diverse, high-order numerical methods is also critical. For challenging PDEs where
single-shot generation generations are prone to failure, test-time scaling is essential for obtaining
diverse, correct, and robust solvers.

5.6 INGREDIENTS FOR ACCURATE PDE SOLVING: INSIGTS INTO AGENT DESIGNS

To quantitatively understand the key drivers of performance in LLM-driven PDE solver generation
framework, we conduct an ablation study on the core components of CodePDE. The results are
presented in Table 2.

The ablation study clearly demonstrates that each component-refinement, scaling, and debugging—is
critical for achieving high accuracy. Removing these components progressively degrades performance
of the full CodePDE. A naive prompting approach that lacks all three components yields an overall
nRMSE of 1.49 x 10~! and leads to unusable solvers, especially for challenging PDEs. This result
confirms the value of a well-designed inference framework.

We further investigate whether these components are universally beneficial by adapting two recent
agentic workflows to our tasks, FunSearch (Romera-Paredes et al., 2024) and AIDE (Jiang et al.,
2025). FunSearch employs an evolutionary search that naturally incorporates refinement and scaling;
we augment it with a debugging mechanism. AIDE implements a tree search and already features
all three capabilities. As shown in Table 2, once equipped with these essential components, both
FunSearch (4.73 x 10~2) and AIDE (4.33 x 10~?) achieve performance comparable to CodePDE.
This suggests that the presence of these core functionalities is more important than the specific
high-level search strategy.

Takeaways. There is a substantial performance gap between naive prompting and using a structured
inference framework. The combination of self-refinement, test-time scaling, and automated debugging
is essential for LLM-driven PDE solving workflow/agent designs.
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Figure 5: Distributions of the spatial discretization schemes employed by each LLM.
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Figure 6: Distributions of the time integration schemes employed by each LLM. “RK2”, “RK3-SSP”, “RK4”,
and “IMEX” refers to Runge-Kutta 2rd order, Runge-Kutta 3rd order (strong stability preserving), Runge-Kutta
4th order, and Implicit-Explicit schemes, respectively.

5.7 AVENUES FOR INTERPRETABILITY: INSIGHTS INTO THE GENERATED SOLVERS

In this subsection, we investigate the generated solvers and make a few observations.

Numerical scheme diversity. We conduct a detailed analysis of the numerical schemes employed
in the generated solvers for Burgers Equation. Figures 5 and 6 illustrate the distribution of spatial
discretization and time integration methods. Overall, the results show a reasonably broad coverage of
different schemes, although most LLMs predominantly adopt simple finite difference and explicit
Euler methods. Notably, DeepSeek-R1 diverges from this trend, favoring spectral discretization and
IMEX integration. We also find that 03 exhibits the most diversity in its scheme choices, indicating
better exploration ability. More detailed discussions, as well as the distributions of convective flux
schemes and time-stepping strategies, are provided in Appendix C.

Understanding the failure on Reaction-Diffusion Equation. Despite strong overall performance,
all LLMs and agentic methods consistently struggle with the Reaction-Diffusion Equation (Tables 1
and 2). Upon inspection of the LLM generated code and the reference implementation, we identify a
key distinction: LLM-generated solvers typically apply finite-difference schemes to the reaction term,
whereas the reference solver exploits the existence of an analytical solution for this component. We
provide detailed comparisons and include relevant solver code in Appendix D (Table 7).

This analysis highlights an advantage of LLM-driven PDE solver generation: solver transparency and
interpretability. Unlike neural solvers, LLMs produces human-readable code that exposes the model’s
reasoning. This interpretability enables us to diagnose errors—such as incorrect discretizations,
improper boundary conditions, or unstable time integration—and opens the door to human-in-the-
loop corrections or targeted model refinement.

6 CONCLUSIONS

We introduces CodePDE, an inference framework for LLM-driven PDE solving. The investigation
reveals key insights into the capabilities of LLMs for scientific computing. We find that a structured
inference framework with the combination of automated debugging, refinement, and test-time scaling
is essential. We also uncover a trade-off between solver reliability and sophistication and show that
frontier models can balance solver correctness and diversity in their exploration, a desired property
for effective test-time scaling and even scientific discovery. We believe these insights pave the way
for developing more capable LLMs and agents for scientific computing.
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REPRODUCIBILITY STATEMENT

The implementation details of our experiments are presented in Appendix B. Our code is included in
the supplementary materials.
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A ADDITIONAL EXPERIMENTAL RESULTS

A.1 DETAILED RESULTS ON TEST ERROR

In Table 3, we present the full results measured in normalized root mean squared error (nRMSE) for
all the inference strategies and agentic approaches that we study in our evaluation.

A.2 DETAILED RESULTS ON CODE CORRECTNESS AND DEBUGGING SUCCESS RATE

In Tables 5 & 6, we present detailed bug-free rates for each LLM on each PDE. For each LLM and
each PDE problem, we generate 32 i.i.d. samples (i.e., solvers), and the rates are computed based on
these samples.

In Figure 7, we present the average numbers of debugging iterations required for the language models
to generate executable code free from numerical issues.' For the solvers that are executable upon the
initial generation, we treat their numbers of debugging iterations as 0.

A.3 DETAILED RESULTS ON SCALING TEST-TIME COMPUTE

In Figure 3, we compare the test-time scaling curves via repeated sampling among different models.
Here, we additionally present the test-time scaling curve for each model on each problem individually
in Figure 11.

A.4 ADDITIONAL VISUALIZATION ON CONVERGENCE RATES

In Figures 8, we present visualizations on the convergence rates and solver libraries, in addition to
Figures 4 in the main paper.

A.5 ANALYSIS ON EXECUTION TIME

Section 5.5 presents analysis on solver convergence rates. To further the analysis, we measure average
code runtime as another proxy for computational efficiency. Figure 12 shows average code execution
time across PDEs/LLMs as an aggregated metric. Its left panel shows that execution times vary
significantly across models, with Gemini 2.5 Pro generating the most efficient code on average.
However, LLMs can occasionally introduce redundant operations or inefficient looping structures,
which leads to slower execution. According the right panel of Figure 12, CNS solvers tend to run
slower among the tested PDE families, likely due to its complexity. The finer-grained average code
execution time for each LLM on each PDE family can be found in Figure 13.

A.6 ANALYSIS ON SOLVER LIBRARY USAGE

CodePDE allows LLMs to flexibly select solver libraries (e.g., PyTorch, JAX). We analyze the
Python libraries utilized in the generated solvers, with summary statistics shown in Figures 9 & 10.
We observe that Gemini 2.5 Pro most frequently employs PyTorch and JAX with GPU acceleration,
which may partially account for its superior solver efficiency.

IThis analysis considers only solvers that successfully execute within 4 debugging iterations. Solvers that
fail to execute after 4 iterations are excluded from the average.
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Table 3: Normalized RMSE comparisons. Geom. Mean refers to the geometric mean of nRMSE
values. Gemini 2.0 Thinking is short for Gemini 2.0 Flash Thinking. Neural Network baseline results
are from (Takamoto et al., 2022; Li et al., 2022b).

nRMSE () | Advection Burgers React-Diff CNS Darcy | Geom. Mean
Reference Numerical Solvers

| 1.03x107% 355x107* 229x107% 1.89x1072 4.80x 1073 | 2.38x 1073

PDE Solving Softwares
Dedalus 6.20 x 1073 278 x 1073 5.20 x 1072 2.01 x 1072 — —
PyPDE 2.03x 1073 5.92x107* 221 x10"' 2.52x 107! — -
Neural Network & Foundation Model baselines

U-Net 5.00 x 1072 2.20 x 10~'  6.00 x 10~%  3.60 x 107! 6.98 x 1072
FNO 770 x 1073 7.80 x 1072 1.40 x 1073 9.50 x 1072  9.80 x 103 | 9.52 x 1073
PINN 7.80 x 1072 8.50 x 107!  8.00 x 1072 8.09 x 1072
PDEformer 4.30 x 1073 4.60 x 1073 4.45 x 1073
UPS 220 x 1073 3.73x 1072 5.57x 1072 4.50 x 1073 1.20 x 1072
ORCA 9.80 x 1073  1.20 x 1072 3.00 x 103  6.20 x 1072 1.22 x 1072

CodePDE: Reasoning + Debugging (best of 32)

Gemini 2.0 Flash 1.14x 1073 297 x10™* 2.19x 107! 4.50x 1072 [ 480 %103 | 6.92 x 1073
Gemini 2.0 Thinking | 5.54 x 1072 3.21 x 10™% 2.19x 107!  7.56 x 1072 | 4.80 x 1072 | 1.07 x 1072
Gemini 2.5 Pro 1.01 x 1073 [1.23 %1074 1.49x 107! 7.39x 1072 4.89x 1073 | 5.82 x 1073
Qwen-2.5-Max 497 x107% 1.35x107% 957 x 1072 236x 107! 6.76 x 107! | 4.00 x 1072
QwQ-Plus 1.03 x 1073 3.05 x 107* 220x 107! 7.43x1072 [ 480 %103 | 7.55 x 1073
Claude-3.5-haiku | 3.70 x 1073 323 x 107* 220x 107! 234 x 107! 1.00 x 10° | 3.61 x 1072
Claude-3.7-sonnet | 1.32 x 1073 259 x 107% 5.19x 1072 4.26x 1072 | 480 x 10~2 5.15x 103
DeepSeek-V3 7.37x 1072 6.02x107% 218 x 107! [ 241 x 1072 1.00 x 10° | 2.98 x 1072

DeepSeek-R1 1.05x 1073 2.76 x 1074 2.20 x 1071 7.46 x 1072 | 4.80 x 1073 | 7.44 x 1073
GPT-40 mini 541 %1073 9.93 x 107! 3.07x 107! 236 x10"' 1.00 x 10° | 2.08 x 107!
GPT-40 1.55x 1073 3.69 x 107* [ 1.99 x 1072 1.81 x 10~! 7.67x 107! | 1.74 x 1072
GPT-4.1 1.50 x 1073 3.63 x10~* 144 x 1071 520x 1072 4.88x 1073 | 7.23x 1073
03 9.74 x107*  3.69x107* 1.98x 1071 280x 1072 4.92x 1073 | 6.28 x 1073
ol-mini 6.45 x 107% 340 x107% 1.55x 107! 236 x10~' 8.20 x 107! | 3.66 x 102
03-mini 1.05x 1073 276 x 107* 210 x 107! 448 x 1072 4.83x 1073 | 6.67 x 103
o4-mini 1.21 x 1072 3.37x107* 144 x107' 6.11 x1072 4.92x 1073 | 1.12x 1072

CodePDE: Reasoning + Debugging + Refinement (best of 12)

Gemini 2.0 Flash | 824 x 107* 1.06 x 100* 1.76 x 1072 1.72x 1072 [ 478 x 1072 2.63x 1073
Gemini 2.0 Thinking | 9.74 x 107*  2.70 x 1074 "1.74 x10°2  2.41 x 1072 4.80 x 1072 | 3.51 x 1073
Gemini 2.5 Pro 9.74x 107% 3.15x107% 994x 1072 2.77x1072 4.92x 1072 | 5.29 x 1073
Qwen-2.5-Max 9.74 x 107* 2,60 x 10™* 9.13 x 1072 1.49x 1072 4.80 x 1073 | 4.40 x 1073
QwQ-Plus 9.74x 107%  1.07x10™* 519x1072 1.50x 1072 4.80 x 10~ | 3.29 x 1073
Claude-3.5-haiku 1.01 x 1073 2,60 x 107%  5.19x 1072 1.06 x 107! 1.92 x 107! | 1.22 x 102
Claude-3.7-sonnet | 9.74 x 1074  2.60 x 1074 519 x 1072 2.72x 1072 4.83x 1073 | 4.44 x 1073

DeepSeek-V3 9.74 x 107* 259 x 1074 [ 1.74 x 1072 1.56 x 1072 4.80 x 1072 | 3.18 x 1073
DeepSeek-R1 9.74 x 10™* 259 x10~* 143 x 107! 1.52x 1072 4.80 x 103 | 4.83 x 103
GPT-40 mini 1.32x 1073 260 x10™* 1.76 x 1072 4.41 x1072 4.80x 1073 | 4.18 x 1073
GPT-40 9.74 x107* 259 x10™* 1.76 x 1072 241 x 1072 4.80 x 103 | 3.48 x 103
GPT-4.1 1.01 x 1073 3.15x10™* 144 x107' 153 x 1072 4.88x 1073 | 5.08 x 1073
03 1.01 x 1073 3.15x107% 2.01x107' [1.31 x1072 4.88x 1073 | 527 x 1073
ol-mini 9.74 x 107* 3.15x107% 9.07x 1072 833 x107%2 4.92x1073 | 6.48 x 1073
03-mini 9.74 x 107* 259 x107% 5.19x1072 157x10"2 4.80x 1073 | 3.97x 103
o4-mini 9.94 x107* 3.15x107% 2.01 x107! 235x1072 4.92x1073 | 5.92x 1073
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Table 4: Normalized RMSE comparisons. Geom. Mean refers to the geometric mean of nRMSE
values. Gemini 2.0 Thinking is short for Gemini 2.0 Flash Thinking. Neural Network baseline results
are from (Takamoto et al., 2022; Li et al., 2022b).

Reference Numerical Solvers

| 1.03x107% 355 x107% 229x107% 1.89x 1072 4.80x107% | 2.38 x 107

PDE Solving Softwares
Dedalus 6.20 x 1073 278 x 1073 5.20 x 1072 2.01 x 1072 - -
PyPDE 2.03%x 1073 592x107% 221x107% 252x 1072 - -
Neural Network & Foundation Model baselines

U-Net 5.00x 1072 2.20x 10~* 6.00 x 1073  3.60 x 10~* - 6.98 x 1072
FNO 770 x 1073 7.80 x 1073 1.40 x 1073 9.50 x 1072 9.80 x 1073 | 9.52 x 1073
PINN 7.80 x 1072 850 x 10~'  8.00 x 1072 - - 8.09 x 1072
PDEformer 4.30%x 1073 4.60 x 1073 - - - 4.45 x 1073
UPS 220%x 1073 3.73x 1072 557x1072 4.50x 1073 — 1.20 x 1072
ORCA 9.80 x 1073 1.20x 1072 3.00 x 1073 6.20 x 1072 - 1.22 x 1072

FunSearch-PDE

Gemini 2.0 Flash 1.06 x 1073 2,97 x 10~*  2.06 x 1071  4.51 x 1072 2.21 x 107! | 1.45 x 1072
Gemini 2.0 Thinking | 1.17 x 1073 1.00 x 10°  2.19 x 10~'  1.00 x 10°  4.80 x 1073 | 6.57 x 10~2
Gemini 2.5 Pro 1.05 x 1073 [ 113 %X 107*  3.72x 1072 6.86 x 1072 4.78 x 1073 | 4.29 x 103
Qwen-2.5-Max 117 x 1073 3.32x107% 3.47x1072 252x 107! 3.01 x 107! | 1.59 x 1072
QwQ-Plus 1.05x 1073 275 x107* 220x10°' 7.31x 1072 4.80x 1072 | 7.41 x 1073
Claude-3.5-haiku | 4.30 x 1073 1.39 x 1073 5.19x 1072 249 x 10! 1.00 x 10° | 3.78 x 102
Claude-3.7-sonnet | 9.84 x 10~% 259 x 107% 5.12x 1072 [ 3.79x 1072 4.80x 1073 | 4.73 x 1073
DeepSeek-V3 227 x107% 1.30x 1073 3.79x 1072 1.00 x 10°  1.00 x 10° | 4.07 x 10~2

DeepSeek-R1 1.05 x 1073 276 x 107%  3.77 x 1072 7.36 x 1072 4.83 x 1073 | 5.22 x 1073
GPT-40 mini 541 x107% 993 x 107! 5.92x 107! 252x 1071 1.00 x 10° | 2.40 x 10~*
GPT-40 1.55x 1073 299 x10~* [1.97 x 1072 9.54 x 10~ 1.00 x 10° | 2.44 x 102
GPT-4.1 1.05 x 1073 2.22x107% 1.68x10~! 1.00 x 10° 4.78 x 1073 | 1.13 x 102
03 1.03x 1073 274 x107* 220 x 1071 4.40 x 1072 [ 4.65 x 1072 | 6.61 x 1073
ol-mini 1.05x 1073 276 x 10~* 1.14x107' 9.36x 1072 6.76 x 10~! | 1.84 x 102
03-mini 1.05 x 1073 258 x 107% 2.20x 107! 4.57x 1072 4.78 x 1073 | 6.65 x 103
o4-mini 9.60 x 10°*  2.66 x 107* 2.09x 107! 6.11x1072 4.80 x 1073 | 6.91 x 1073
AIDE-PDE

Gemini 2.0 Flash | 6.24 x 107' 290 x 107%  1.00 x 10°  1.00 x 10° 9.97 x 10~ | 1.78 x 10~!
Gemini 2.0 Thinking | 6.24 x 1071 2.90 x 10=*  1.00 x 10°  1.00 x 10°  1.00 x 10° | 1.78 x 10~!
Gemini 2.5 Pro 1.05x 1073 276 x 107*  1.73x 107" 7.47x 1072 4.78 x 1072 | 7.09 x 1073
Qwen-2.5-Max 1.03 %1072 3.92x107*% 221 x107' 1.00x10°  1.00 x 10° | 3.89 x 102
QwQ-Plus 1.05 x 107° 275 x107% 221 x 107t 252 x 107! 491 x1073 | 9.53 x 103
Claude-3.5-haiku 2,95 x 1073 856 x 1072 1.03x 107! 255 x10"1  1.00 x 10° | 9.21 x 102
Claude-3.7-sonnet | 1.03 x 1073 1.05 x 10°* 5.07 x 1072 577 x 1072 4.78 x 1073 | 433 x 103

DeepSeek-V3 1.06 x 1072 1.05 x 107* 221 x10~' 1.00 x 10°  1.00 x 10° | 3.01 x 102
DeepSeek-R1 1.03 x 1073 4.08 x107* 9.68x 1072 1.24 x 10! 4.80x 1073 | 7.53 x 103
GPT-40 mini 541 x107%  1.00 x 10° 592 x 107! 252x10"' 1.00 x 10° | 2.41 x 10!
GPT-40 541 x 1073 7.29x10™* 5.92x 107! 251 x107' 1.00 x 10° | 5.67 x 1072
GPT-4.1 1.17x 1073 326x107% 1.59%x 107! [ 4.65x 1072 4.78 x 1073 | 6.69 x 103
03 1.05x 1073 2,60 x 107* 5.19x 1072 7.53x 1072 [3.73 x10°2 | 5.25 x 1073
ol-mini 9.27x 1073 361 x107* 1.87x10"!' 9.95x10"' 3.61 x 107! | 4.68 x 10~2
03-mini 1.34 x 1072 323x107% 218 x 107! 1.00 x 10° 4.79x 1073 | 2.14 x 102
o4-mini 1.05 x 1073 2.69x107% 2.00x 10"t 7.24 x 1072 4.67x1073 | 7.18 x 1073
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Table 5: Bug-Free Rates in the initial round of code generation.

Advection Burgers React-Diff ~ CNS Darcy Flow  Average
Gemini 2.0 Flash 87.50% 62.50% 18.75% 0.00% 21.88% 38.13%
Gemini 2.0 Thinking 93.75% 43.75% 43.75% 6.25% 25.00% 42.50%
Qwen-2.5-Max 56.25% 9.38% 43.75% 12.50% 6.25% 25.63%
QwQ-Plus 46.88% 59.38% 43.75% 28.13% 40.63% 43.75%
Claude-3.5-haiku 65.63% 28.13% 9.38% 43.75% 31.25% 35.63%
Claude-3.7-sonnet 90.63% 78.13% 37.50% 3.13% 59.38% 53.75%
DeepSeek-V3 87.50% 15.63% 21.88% 0.00% 25.00% 30.00%
DeepSeek-R1 93.75% 71.88% 59.38% 34.38% 59.38% 63.75%
GPT-40 mini 84.38% 15.63% 31.25% 25.00% 12.50% 33.75%
GPT-40 78.13% 9.38% 28.13% 0.00% 0.00% 23.13%
03-mini 96.88% 34.38% 90.63% 3.13% 75.00% 60.00%
Average 80.11% 38.92% 38.92% 14.20% 32.39% 40.91%
Table 6: Bug-Free Rates after up to 4 iterations of self-debugging.
Advection  Burgers  React-diff CNS Darcy Flow  Average
Gemini 2.0 Flash 96.88% 93.75% 96.88%  50.00% 62.50% 80.00%
Gemini 2.0 Thinking  100.00% 96.88% 93.75% 34.38% 84.38% 81.88%
Qwen-2.5-Max 93.75% 68.75% 96.88%  75.00% 34.38% 73.75%
QwQ-Plus 100.00% 96.88% 96.88%  78.13% 100.00% 94.38%
Claude-3.5-haiku 100.00% 93.75% 90.63%  93.75% 96.88% 95.00%
Claude-3.7-sonnet 100.00% 93.75% 96.88%  68.75% 100.00% 91.88%
DeepSeek-V3 100.00% 87.50% 81.25%  62.50% 68.75% 80.00%
DeepSeek-R1 100.00% 96.88% 100.00%  50.00% 100.00% 89.38%
GPT-40 mini 100.00%  100.00%  90.63% 87.50% 62.50% 88.13%
GPT-40 100.00% 68.75% 78.13%  40.63% 37.50% 65.00%
03-mini 100.00% 87.50% 100.00%  34.38% 90.63% 82.50%
Average 99.15% 89.49% 9290%  61.36% 76.14% 83.81%
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Average Number of Debugging Iterations Comparisons across LLMs/PDEs

Figure 7: We report the average number of debug iterations. Left: Averaged across all five PDE
datasets for each model. Right: Averaged across all LLMs for each PDE family.

Solver Convergence Comparisons across LLMs/PDEs
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Figure 8: The distribution of solver convergence rates for each model and PDE dataset.

Library Usage Comparisons across LLMs/PDEs
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Figure 9: The solver libraries picked by each model or used on each PDE problem.
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Figure 11: Smoothed test-time scaling curves for each representative models on each PDE family. We
increase 7 in the best-of-n sampling to study test-time scaling performance.
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B IMPLEMENTATION DETAILS

B.1 PDE DESCRIPTIONS

We share below the descriptions of PDEs considered in our work which are used to prompt LLMs.

Advection Equation

Your task is to solve a partial differential equation (PDE) using Python in batch mode.
The PDE is the 1D advection equation, given by

{@u(t,x) + B0,u(t,x) =0, x€(0,1), t € (0,2]
U(Oam)::ZUO(x)a T e (071)

where [3 is a constant representing the advection speed. In our task, we assume the periodic
boundary condition.

Given the discretization of ug(x) of shape [batch_size, N], where N is the number of spatial
points, you need to implement a solver to predict u(t, -) for the specified subsequent time
steps (t = t1,...,tr). The solution is of shape [batch_size, T+1, N] (with the initial time
frame and the subsequent steps). Note that although the required time steps are specified, you
should consider using smaller time steps internally to obtain more stable simulation.

In particular, your code should be tailored to the case where 5 = 0.1, i.e., optimizing it
particularly for this use case.

You will be completing the following code skeleton:

import numpy as np
def solver (u0_batch, t_coordinate, beta):

"""Solves the Advection equation for all times in t_coordinate.

Initial condition [batch_size, N]J,

is the number of different nitial conditions
the number of spatial grid points
ordinate p.ndarray) : Time ordinates of shape [T+1

It begin ith t_0=0 and follows the time steps t_1, ..., t_T.
beta (float): stant d.
Returns:
solutions (np T ize, T+1, NJ.
lution s O, gl tial conditions (u0O_batch),
solution Y ] olutions at time t_coordinate[i].
won
# TODO: Implement the solver for the Advection equation
# Hint
# 1. Co der using PyTorch or JAX with GPU acceleration
# 2. Remember to handle data types and device placement appropriately
return solutions
\_ J
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Burgers Equation

Your task is to solve a partial differential equation (PDE) using Python in batch mode.
The PDE is the burgers equation, given by

Opu(x,t) + Oy (@) = vOzzu(z,t), =€ (0,1), t e (0,1]
u(z,0) = up(x), z€(0,1)

where v is a constant representing the viscosity. In our task, we assume the periodic boundary
condition.

Given the discretization of u(x) of shape [batch_size, N] where N is the number of spatial
points, you need to implement a solver to predict u(-, ) for the specified subsegent time steps
(t =14, ...,t7). The solution is of shape [batch_size, T+1, N] (with the initial time frame and
the subsequent steps). Note that although the required time steps are specified, you should
consider using smaller time steps internally to obtain more stable simulation.

You will be completing the following code skeleton:

import numpy as np

def solver (u0_batch, t_coordinate, nu):

"""Solves the Bu s’ equation for all times in t_coordinate.

Args:
u0_batch (np.ndarray): Initial condition [batch_size, NJ,
where batch_size is the number of different initial conditions,
and N is the number of spatial
t_coordinate (np.ndarray) :

grid points.
r

Time cc

dinates of shape [T+1].

It begi vith t_0=0 and follows the time steps t_1, ..., t_T.
nu (float) : iscosity coefficient.
Returns:
solutions (np.ndarray): Shape [batch_size, T+1, N]J.
solutions[:, 0, :] contains the initial conditions (u0O_batch),

solutions([:, 1, :] contains the solutions at time t_coordinate[i].

nun

# TODO: Implement the solver for the Burgers’ equation

# Hints:

# 1. Consider using PyTorch or JAX with GPU acceleration

# 2. Remember to handle data types and device placement appropriately

return solutions

24



Under review as a conference paper at ICLR 2026

Reaction Diffusion Equation

The PDE is a diffusion-reaction equation, given by

{atu(t,x) — VOppu(t,z) — pu(l —u) =0, =z € (0,1), te (0,7
(0, z) = uo(x), z € (0,1)

where v and p are coefficients representing diffusion and reaction terms, respectively. In our
task, we assume the periodic boundary condition.

Given the discretization of ug(z) of shape [batch_size, N] where N is the number of spatial
points, you need to implement a solver to predict u(-, t) for the specified subsequent time
steps (t = t1,...,tr). The solution is of shape [batch_size, T+1, N] (with the initial time
frame and the subsequent steps). Note that although the required time steps are specified, you
should consider using smaller time steps internally to obtain more stable simulation.

In particular, your code should be tailored to the case where v = 0.5, p = 1.0, i.e., optimizing
it particularly for this use case.

You will be completing the following code skeleton provided below:

import numpy as np

def solver (uO_batch, t_coordinate, nu, rho):
"""Solves the 1D reaction diffusion equation for all times in t_coordinate.

Args:
u0_batch (np.ndarray): Initial
where batch_size is the num

condition [batch_size, N],
r of different initial conditions,

and N is the number of spati grid po S
t_coordinate (np.ndarray): Time coordinates of shape [T+1].
It begi with t_0=0 and follc the time steps t_1, ..., t_T
nu (float): The parameter nu in the equation.
rho (float): The parameter rho in the equation.
Returns:
solutions (np.ndarray): Shape [batch_size, T+1, NJ.
soluti s, ©, s] ins the initial conditions (u0O_batch)
solut s[:, 1, :] contains the solutions at time t_coordinate[i].
wnn
# TODO: Implement the solver for 1D reaction diffusion equation
# Hints:
# 1. Consider using PyTorch or JAX with GPU acceleration

2. Remember to handle data types and device placement appropriately
return solutions

=+
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Compressible Navier Stokes Equation

Your task is to solve a partial differential equation (PDE) using Python in batch mode.
The PDE is the 1D compressible Navier-Stokes equations, given by

Oip + Oz (pv) =0
p(0pv + v0,v) = —0up + 1NDav + (( +1/3)04(0rv)
O {eJr%} + Oy [(eerJr "%2)’0—110’] =0

where p is the mass density, v is the velocity, p is the gas pressure, ¢ = p/(I" — 1) is the
internal energy with ' = 5/3, 0’ = (( + %n)@wv is the viscous stress tensor, and 7, ¢ are the
shear and bulk viscosity coefficients, respectively. In our task, we assume periodic boundary
conditions. The spatial domain is Q = [—1, 1].

Given the discretization of the initial velocity, density, pressure, each of shape [batch_size,
N] where N is the number of spatial points, you need to implement a solver to predict the
state variables for the specified subsequent time steps (¢t = t1,. .., 7). The solver outputs
velocity, density, pressure, each of shape [batch_size, T+1, N] (with the initial time frame and
the subsequent steps). Note that although the required time steps are specified, you should
consider using smaller time steps internally to obtain more stable simulation.

In particular, your code should be tailored to the case where n = ( = 0.1, i.e., optimizing it
particularly for this use case.

You will be completing the following code skeleton provided below:

import numpy as np

def solver (Vx0, density0O, pressure(O, t_coordinate, eta, zeta):

"""Solves the 1D compressible Navier-Stokes for all times in t_coordinate.

Args:
Vx0 (np.ndarray): Initial ve

where N is the number o
ty0 (np.ndarray):
ure0 (np.ndarray) :

eta (float)
rho (float):

Returns:
Vx_pred (np.ndarray) :
The first timeframe is
The uent timeframes are

time s
ensity_pred (np.ndarray): Shape [batch_size, T+1, NJ.
ssure_pred (np.ndarray): Shape [batch_size, T+1, NJ.

eps.

wnn
# TODO: Implement the so
t Hints:

# 1.
"

for 1D compressible Navier-Stokes equations

ider usi acceleration

g PyTorch or JAX wi
# 2. Remember to handle data types and de
return Vx_pred, density_pred, pressure_pred

> placement appropriately
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Darcy Flow

Your task is to solve a partial differential equation (PDE) using Python in batch mode. The
PDE is the 2D Darcy flow equation, given by:

—V - (a(x)Vu(z)) =1, z€(0,1)2
with the boundary condition:

u(z) =0, x€9(0,1)2
where () is the solution function, and a(x) is a batch of coefficient function.
Given the discretization of the coefficient function a(z) of shape [batch_size, N, N], where
N is the number of spatial grid points in each direction, you need to implement a solver
to predict u(x) for the specified subsequent time steps. The solution should be of shape
[batch_size, N, N].
You will be completing the following code skeleton provided below:

import numpy as np

def solver (a):
"""Solve the Darcy equation.

Args:

a (np.ndarray): Shape [batch_size, N, N], the coefficient in the
equation, where N denotes the number of spatial grid points in each
direction.

Returns:

solutions (np.ndarray): Shape [batch_size, N, N]
wnn

# TODO: Implement the solver for Darcy equation

# Hints:

# 1. Consider using PyTorch or JAX with GPU acceleration
3 B

2. Alternat ly, you can use NumPy or
3. Remember to hand
return solutions

iPy for CPU-based computation
ce placement appropriately

=+

> data types and dev
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B.2 INSTRUCTIONS TO THE LANGUAGE MODEL

In this subsection, we present our instructions to the language model, including system prompt and
instructions for debugging and refinement.

System Prompt

You are an intelligent Al researcher for coding, numerical algorithms, and scientific comput-
ing.

Your goal is to conduct cutting-edge research in the field of PDE solving by leveraging and
creatively improving existing algorithms to maximize performances based on feedbacks.
Follow the user’s requirements carefully and make sure you understand them.

Always document your code as comments to explain the reason behind them.

Always use Markdown cells to present your code.

\ J
Example Debugging Prompt

Thank you for your implementation! When running the code, I got the following output and
error message:

Code output: {code_output}

Error message: {error_message}

Can you think step-by-step to identify the root cause of the error and provide a solution to
fix it? Please provide a detailed explanation of the error and the solution you propose. You
can refer to the code implementation you provided earlier and analyze the error message to
identify the issue.

Your response should be in the following format:

[Your rationale for debugging (think step-by-step)]

‘Y '‘python
[Your bug-free implementation]
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Example Refinement Prompt

Your task is to solve a partial differential equation (PDE) using Python in batch mode.
{pde_description}

You will be improving the following existing code samples. The code samples are provided
below:

{code_samples}

Your tasks are:

1. Understand the above code samples. Compare their techniques and performances.

2. Identify the parts that could potentially be improved.

3. Plan on how you can improve the function.

4. Improve the function.

The goal is to get a very low nRMSE (normalized RMSE) and make the code as fast as
possible.

You must analyze the implementation and test results of the examples provided in the code
template, and think about how you can improve them to reduce the nRMSE.

If the RMSE is much higher than le-2 or becomes Nan, it is likely that there is a bug in the
implementation and you must debug it or think about completely different approaches.

If the running time is much longer than 600s, you must prioritize making it more efficient.
The convergence rate is the empirical order of convergence with respect to spatial resolution.
It is also a good indicator of the performance of the algorithm which you may consider.
You can implement auxiliary functions or add additional arguments to the function if needed.
You can use PyTorch or JAX with GPU acceleration. You can consider known techniques
and analyze their effectiveness based on existing results. You should also consider combining
existing techniques or even developing new techniques since you are doing cutting-edge
research.

Your generated code will be executed to evaluated. Make sure your ‘solver‘ function runs
correctly and efficiently. You must use print statements for to keep track of intermediate
results, but do not print too much information. Those output will be useful for future code
improvement and/or debugging.

Your output must follow the following structure:

1. Summary of the existing implementation along with their performances. Identify what
techniques work well, what could be buggy (due to high error or Nan), and what could be
further improved.

2. Rationale for the new implementation (think step-by-step) based on the summary of the
existing implementation.

3. Your python implementation (modularized with appropriate auxiliary functions):

Y 'python
[Your improved implementation]
Va
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B.3 DETAILED EXPERIMENT SETUP

Datasets. We focus on 5 representative PDE families that are commonly employed as testbeds for
ML methods, including Advection, Burgers, Reaction-Diffusion, Compressible Navier-Stokes (CNS),
and Darcy Flow. These span a range of spatial dimensions, boundary conditions, and numerical
stiffness. The datasets are drawn from PDEBench (Takamoto et al., 2022) and FNO paper (Li et al.,
2022b) (MIT license). We randomly sample 100 instances for each family for testing. We also sample
another 50 instances as the development set, which is used to provides the execution feedback to
LLMs without leaking the true test data.

Models. We benchmark 16 LLMs, including proprietary models such as GPT-40 (OpenAl, 2024a),
Claude-3.5/3.7 (Anthropic, 2024), Gemini 2.0/2.5 (Team et al., 2023) Qwen-2.5-Max (Team, 2024),
and open-weights models such as DeepSeek-V3 (DeepSeek-Al et al., 2024). We also include
reasoning models such as 03 (OpenAl, 2024b), DeepSeek-R1 (DeepSeek-Al et al., 2025), QwQ-
Plus (Team, 2025), and Gemini 2.0 Flash Thinking (Google, 2025). Additionally, we evaluate 2
agentic workflows: FunSearch (Romera-Paredes et al., 2024) and AIDE (Jiang et al., 2025).

Baselines. We compare LLM-generated solvers against naive numerical solvers based on finite
difference methods with the central difference scheme (and forward Euler time integration for time-
dependent PDEs), as well as high-quality solvers based on established softwares or hand-crafted
implementations. We also include standard neural network solvers and foundation models as baselines,
including FNO (Li et al., 2022b), a spectral neural operator; U-Net (Ronneberger et al., 2015), a
convolutional architecture for solution regression; PINNs (Raissi et al., 2019), models that encode
PDE constraints into the loss; ORCA (Shen et al., 2023), a cross-modal fine-tuning approach which
extends general text/vision foundation models to specialized domains; PDEformer (Ye et al., 2024), a
graph-Transformer-based PDE foundation model; and UPS (Shen et al., 2024b), a FNO-transformer-
based PDE foundation model.

Evaluation Metrics. We use normalized root mean squared error (nRMSE) as the primary measure
of solution quality. We also report (1) debug success rate: the proportion of generations successfully
fixed after error-driven feedback; (2) convergence rate: empirical convergence rate with increased
spatial resolution; and (3) execution time: runtime of generated solvers. All solvers are evaluated on
a NVIDIA GeForce RTX 2080 Ti GPU with 11GB memory.
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B.4 METHOD CONFIGURATIONS

Repeated sampling and debugging. For OpenAl’s o series models, we set the decoding tempera-
ture to 1.0 due to the API constraints that do not allow using other temperature settings. For the other
models, We set the temperature to 0.7. We sample 32 solutions from each model. If the solver runs
into an execution error or Inf/NaN values, we let the LLM debug using the prompt in Appendix B.2.

Refinement. In the refinement stage, we select the best 5 programs generated in the sampling &
debugging stage for each PDE and use them as “seed” programs for refinement. Note that we use
the same set of “seed” programs for each LLM in this stage so that we can directly compare the
LLMs’ ability on refining a given set of strong programs. We consider refinement based on 3/4/5 seed
implementations, and generate 4 samples in each setting. We then report the best solver performance
among the 12 samples.

FunSearch. FunSearch features algorithm discovery based on a program database. The program
database consists of a few “islands” of programs. In our experiment, we set the number of islands to
4 and the island reset period to 3600s. We use 2 existing programs in the prompt and instruct the
LLM to generate an improved version. We run the FunSearch process for 32 iterations. Specifically,
in the first 12 iterations, LLMs generate solvers from scratch to warm start the program database; in
the subsequent 20 iterations, LLMs improve the existing solvers following an evolutionary algorithm.
In each iteration, the language model decoding temperature is set to 0.7.

AIDE. AIDE uses tree search to explore in the space of code. We run AIDE for 96 steps. In the
search process, the max debug depth, debug probability, and number of drafts are set to 5, 0.9, and
24, respectively. Following Jiang et al. (2025), the language model decoding temperature is set to 0.5
for code generation.
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C CASE STUDY ON BURGERS’ EQUATION

We present detailed analysis on the numerical schemes and time stepping strategies used in the
generated solvers for Burgers’ Equation. We investigate the solver choices from a few axes: spatial
discretization methods, numerical schemes for the convective flux term, the time integration methods,
and the time stepping strategies. We prompt OpenAl’s 03 and o4-mini models to classify solver
choices based on the code. We visualize the distribution of different methods in Figures 5, 6, 14, &
15, respectively.

Figure 5 shows the distribution of spatial discretization methods used by different LLMs for PDE
solvers. Finite Difference dominates across most models, with some variation. QWQ Plus and
DeepSeek-V3 incorporate significant Spectral method usage, while GPT-4.1 and 03 employ Finite
Volume methods more frequently than other models.

Figure 6 displays time integration method preferences across LLMs. Explicit Euler is the dominant
approach for most models. DeepSeek-R1 uniquely prefers IMEX methods, while Gemini 2.5 Pro,
Qwen-2.5-Max, and o3 utilize higher-order Runge-Kutta methods more frequently.

Figure 14 illustrates how different LLMs implement convective flux schemes. Central differencing is
the predominant method for most models, while Claude-3.7-Sonnet uniquely favors Upwind schemes.
GPT-4.1 shows the most diverse approach, and 03 heavily utilizes Lax-Friedrichs local method.

Figure 15 presents the time stepping strategies used by LLMs. Typically, strong LLMs like DeepSeek-
R1 and 03 tend to choose adaptive time steps, balancing numerical stability and efficiency.

Convective Flux Scheme Distribution
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Figure 14: Distributions of the numerical schemes for the convective flux term employed by each
LLM. “LF” in the legend refers to Lax-Friedrichs schemes, with global and local variants.
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Figure 15: Distributions of the time stepping strategies employed by each LLM.
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D CASE STUDY ON REACTION-DIFFUSION EQUATION

As discussed in Section 5.7, LLMs consistently miss the key trick that involves directly using the
analytical solution of the reaction term in the solver. In this section, we compare the best two LLM
generated solver with the hand-crafted reference solver. We first present a concise comparison in
Table 7, and then present the full implementation.

Table 7: Comparisons of Reaction-Diffusion Equation Solvers. “IMEX-ETD” is short for Implicit-Explicit
Exponential Time Differencing.

Reference Solver LLM Solver 1 LLM Solver 2

Library JAX PyTorch PyTorch
Time Integration  Strang splitting  Sequential splitting ~ IMEX-ETD
Reaction Term Analytical Discretized Discretized
Diffusion Term  Central difference Crank-Nicolson Spectral
Time Stepping Adaptive (CFL) Fixed Fixed

Reference solver.

import numpy as np
import jax
import jax.numpy as jnp

def solver (u0_batch, t_coordinate, nu, rho):
"""Solves the 1D reaction diffusion equation for all times in t_coordinate.

u0_batch (np.n

re bat

[batch_size, NJ,

h_size is initial conditions

and N is the num
t_coordinate
It beg
nu (float): Tt
rho (float): The parameter rho in the equation.

[T+1].
) and fol
r nu in the equatio

1e paramet

Returns:

tch_size, T+1l, N
the initial condit
s the solutions at

1o

wnn
# Check if JAX GPU is available
if jax.devices (’'gpu’):
print ("JAX GPU acceleration enabled")
else:
print ("JAX GPU not available, using CPU")

# Convert inputs to JAX arrays
u_batch = jnp.array(u0_batch, dtype=jnp.float32)
t_coordinate = jnp.array(t_coordinate)

batch_size, N = u_batch.shape

T = len(t_coordinate) - 1
ization
# Domain [0, 1]

# Calculate internal time step for stability (C
dt_internal = 0.25 * dx**2 / nu

print (f"Simulating with paramet
print (f"Gric
print (f"dx={dx:.6f}

size:

h size: {batch_size}")

# Initialize solutions array

solutions = np.zeros((batch_size, T + 1, N), dtype=np.float32)
solutions([:, 0, :] = np.array(u_batch)

# Piecewise Exact Solution for reaction term - vectorized across batch
@jax.Jjit

def reaction_step(u_batch, dt):

nun
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1782
Solves the reaction part u_t = rho * u * (1 - u) analytically
1783 for the entire batch in parallel
1784 win
# Avoid division by zero with small epsilon
1785 epsilon = le-10
1786 return 1.0 / (1.0 + jnp.exp(-rho * dt) * (1.0 - u_batch) / (u_batch + epsilon)
1787

# Diffusion step with periodic boundaries - vectorized across batch

1788 @jax.jit
def diffusion_step (u_batch, dt):

1789 W
1790 Solves the diffusion part u_t = nu » u_xx using central differencing
1791 with periodic boundary conditions for the entire batch in parallel
1792 # Implement periodic boundary conditions using roll along the spatial dimension
u_left = jnp.roll(u_batch, 1, axis=1)
1793 u_right = jnp.roll(u_batch, -1, axis=1)
1794
# Central difference for Laplacian (vectorized across batch)
1795 laplacian = (u_right - 2*u_batch + u_left) / (dx*x2)
1796
return u_batch + dt * nu x laplacian
1797
1798 # JIT-compiled full time step with Strang splitting - vectorized across batch
@jax.Jjit
1799 def time_step (u_batch, dt):
1800 wnn
Performs one time step using Strang splitting for the entire batch:
1801 1. Half step of reaction
1802 2. Full step of diffusion
3. Half step of reaction
1803 wn
1804 # First half reaction
u_batch = reaction_step(u_batch, dt/2)
1805
1806 # Full diffusion
1807 u_batch = diffusion_step (u_batch, dt)
1808 # Second half reaction
u_batch = reaction_step (u_batch, dt/2)
1809
1810 return u_batch
1811

# Process all time steps for the entire batch simultaneously
1812 for i in range(l, T + 1):
t_start = t_coordinate[i-1]

1813 t_end = t_coordinate[i]
1814 current_t = t_start
1815

# Evolve to next save point using small internal steps
1816 step_count = 0
while current_t < t_end:
1817 # Make sure we don’t step beyond t_end
1818 dt = min(dt_internal, t_end - current_t)
u_batch = time_step (u_batch, dt)

1819 current_t += dt
1820 step_count += 1
1821

# Print progress periodically
1822 if i % max (1, T//10) == 0 or i ==
print (f"Time step {i}/{T} completed (internal steps: {step_count})")

1823

1824 # Save solution for all batches at once
1825 solutions([:, 1, :] = np.array(u_batch)
1826 print ("Simulation completed")

1827 return solutions

1828

1509  LLM-generated solver 1. Generated by GPT-4o.

1830 import numpy as np
import torch

1831

1832 def crank_nicolson_matrix (N, dx, dt, nu):

1833 """Constructs the A and B matrices for the Crank-Nicolson method."""
r =nu x dt / (2 % dx*x2)

1834 # Identity matrix
I = torch.eye (N, device=’cuda’)

1835 verty

# Off-diagonal shifts (periodic boundary)
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off_diag = -r * torch.roll(I, shifts=1, dims=1)
off_diag += -r % torch.roll(I, shifts=-1, dims=1)

# A and B matrices

A (1 + 2xr) = I + off_diag
B = (1 - 2+r) » I - off_diag
return A, B

def apply_reaction_term(u, rho, dt):
"""Applies the reaction term using explicit Euler."""
return u + dt * rho * u = (1 - u)

def solver (uO_batch, t_coordinate, nu, rho):
"""Solves the 1D reaction diffusion equation for all times in t_coordinate."""
# Extract the dimensions
batch_size, N = u0_batch.shape
T = len(t_coordinate) - 1

# Convert to torch tensors for GPU operations
u0_batch = torch.tensor (u0_batch, dtype=torch.float32, device=’cuda’)

# Spatial step
dx = 1.0 / N

# Internal time step for stability

dt_internal = 0.1 * dx**2 / nu

num_internal_steps = int (np.ceil ((t_coordinate[l]-t_coordinate([0]) / dt_internal)
dt_internal = (t_coordinate[l] - t_coordinate([0]) / num_internal_steps

# Precompute Crank-Nicolson matrices
A, B = crank_nicolson_matrix (N, dx, dt_internal, nu)
A_inv = torch.linalg.inv(A).to(’cuda’)

# Initialize solution array
solutions = torch.zeros((batch_size, T+1l, N), device=’cuda’)
solutions[:, 0, :] = ulO_batch

# Time-stepping loop

for t in range(l, T+1):
u = solutions[:, t-1, :].clone()
for in range (num_internal_steps) :

u = apply_reaction_term(u, rho, dt_internal) # Apply reaction term
u = torch.matmul (B, u.T).T # Now u has shape (batch_size, N)
u = torch.matmul (A_inv, u.T).T
# Apply diffusion term, maintaining correct shape
solutions[:, t, :] =u

# Move result back to CPU
return solutions.cpu () .numpy ()

LLM-generated solver 2. Generated by Claude-3.7-Sonnet.

import numpy as np
import torch
from typing import Tuple

def solver (u0_batch, t_coordinate, nu=0.5, rho=1.0):
"""Solves the 1D reaction diffusion equation for all times in t_coordinate.

Args:

u0_batch (np.ndarray): Initial condition [batch_size, NJ,
where batch_size is the number of different initial conditions,
and N is the number of spatial grid points.

t_coordinate (np.ndarray): Time coordinates of shape [T+1]
It begins with t_0=0 and follows the time steps t_1, ..., t_T.

nu (float): The parameter nu in the equation. Default is 0.5.

rho (float): The parameter rho in the equation. Default is 1.0.

Returns:
solutions (np.ndarray): Shape [batch_size, T+1, NJ.
solutions[:, 0, :] contains the initial conditions (u0O_batch),
solutions[:, i, :] contains the solutions at time t_coordinate[i].
W
# Check if GPU is available
device = torch.device(’cuda’ if torch.cuda.is_available() else 'cpu’)
print (f"Using device: {device}")

# Convert input to PyTorch tensors and move to device

batch_size, N = u0_batch.shape
u0_tensor = torch.tensor (u0_batch, dtype=torch.float32, device=device)
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1890

1891 # Set up the spatial grid and wavenumbers for spectral method
1892 dx = 1.0 / N
k = 2.0 # np.pi » torch.fft.fftfreq(N, d=dx)

1893 k = k.to(device=device, dtype=torch.float32)

1894 k2 =k « k

1895 # Linear operator L = -nu % k*2 (diffusion term in Fourier space)
1896 L = -nu x k2

1897

# Use a much smaller time step for stability
1898 dt_internal = le-6 # Very conservative time step
print (f"Internal time step: {dt_internal}")

1899
1900 # Initialize solution array
solutions = torch.zeros (
1901 (batch_size, len(t_coordinate), N),
1902 dtype=torch.float32,
device=device
1903 )
1904 solutions([:, 0, :] = u0_tensor # Set initial condition
1905 # Current solution state
1906 u_current = ul_tensor
current_time = 0.0
1907
1908 # Time stepping loop
for i in range(l, len(t_coordinate)):
1909 target_time = t_coordinate[i]
1910 print (£"Solving for time {target_time:.6f}")
1911 # Integrate until we reach the target time
1912 while current_time < target_time:
# Adjust the last time step to exactly hit the target time if needed
1913 dt = min(dt_internal, target_time - current_time)
1914
# Take a time step using a simpler, more stable method
1915 u_current = integrate_step (u_current, L, dt, rho, device)
1916
# Check for NaN or Inf values
1917 if torch.isnan(u_current).any() or torch.isinf (u_current).any():
1918 print (f"Warning: NaN or Inf detected at time {current_time}"
# Try to recover by clamping values
1919 u_current = torch.nan_to_num(
1920 u_current,
nan=0.5,
1921 posinf=1.0,
1922 neginf=0.0
)
1923 # Clamp to physically meaningful range
1924 u_current = torch.clamp(u_current, 0.0, 1.0)
1925 current_time += dt
1926
# Store the solution at the target time
1927 solutions[:, i, :] = u_current
1928
# Convert back to numpy array
1929 return solutions.cpu () .numpy ()
1930
def integrate_step(
1931 u: torch.Tensor,
1932 L: torch.Tensor,
dt: float,
1933 rho: float,
1934 device: torch.device
) —> torch.Tensor:
1935 W
1936 Take one time step using a stabilized semi-implicit method.
1937 P
1938 u (torch.Tensor): Current solution.
L (torch.Tensor): Linear operator in Fourier space.
1939 dt (float): Time step.
1940 rho (float): Reaction coefficient.
1941 device (torch.device): Device to perform computations on.
1942 Returns:
torch.Tensor: Solution after one time step.
1943 W

# Transform to Fourier space
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def

u_hat = torch.fft.fft

# Apply 2/3 rule for
N = u.shape[l]

cutoff = N // 3

mask = torch.ones (N,

mask [cutoff:N-cutoff]

(u, dim=1)

dealiasing (set highest 1/3 of frequencies to zero)

dtype=torch.bool,
= False

device=device)

# Evaluate nonlinear term at current time

N_u = nonlinear_term(

u, rho)

N_u_hat = torch.fft.fft(N_u, dim=1)

# Apply dealiasing
N_u_hat[:, mask] = 0

# Compute the exponential term for the diffusion part
# Use a safer exponential calculation with clipping

exp_term = torch.exp(

L * dt)

# Prevent underflow by setting very small values to zero
exp_term = torch.where (
torch.abs (exp_term) < le-15,

torch.zeros_like (
exp_term

)

# Semi-implicit updat

exp_term),

e: Treat diffusion implicitly,

* u_hat + (exp_term - 1.0) / L » N_u_hat

u_new_hat = exp_term
# Handle the L=0 mode separately to avoid division by zero
zero_mode = (torch.abs (L) < le-14)
if torch.any(zero_mode) :
u_new_hat[:, zero_mode] = u_hat][:,

# Transform back to real space

u_new = torch.fft.ifft (u_new_hat,

Zero_|

mode] + dt x N_u_hat[:,

dim=1) .real

# Ensure solution stays within physically meaningful bounds
u_new = torch.clamp(u_new, 0.0, 1.0)

return u_new

nonlinear_term(u: torch.Tensor, rho: float)

nun

—> torch.Tensor:

Compute the nonlinear reaction term rho » u x (1 - u).

Args:
u (torch.Tensor) :
rho (float): Reac

Returns:

Current solution.
tion coefficient.

torch.Tensor: Nonlinear term evaluation.

wan
# Ensure u is within

u_safe = torch.clamp (
return rho * u_safe =

[0, 1] to prevent numerical issues

u, 0.0, 1.0)
(1.0 — u_safe)
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E ETHICS STATEMENT & LLM USAGE

Ethics Statement. Our work highlights the potential for LLMs to democratize access to scientific
computing tools. As these models improve, they could reduce the expertise barrier for implementing
numerical PDE solvers, allowing domain scientists without extensive programming or numerical
methods backgrounds to leverage computational approaches in their research.

However, this democratization also carries risks. Incorrect or numerically unstable implementations
might lead to erroneous scientific conclusions if users lack the expertise to critically evaluate the
generated solutions. Future work should focus not only on improving solution quality but also on
enhancing explainability and providing appropriate disclaimers about solution reliability.

As the capabilities of LLMs in scientific computing continue to advance, we anticipate a gradual shift
in how computational science is conducted—from writing code from scratch to specifying problems
in natural language and refining LLM-generated implementations. CodePDE provides a foundation
for measuring progress along this trajectory and identifying the areas where further research is most
needed to realize the full potential of LLMs as scientific computing agents.

LLM Usage. We use LLMs to aid writing, including correcting typos and polishing the language.
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