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Abstract

Generative models have demonstrated human-level proficiency in various bench-
marks across domains like programming, natural sciences, and general knowledge.
Despite these promising results on competitive benchmarks, they still struggle with
seemingly simple problem-solving tasks typically carried out by elementary-level
students. How do state-of-the-art models perform on standardized programming-
related tests designed to assess computational thinking and problem-solving skills
at schools? In this paper, we curate a novel benchmark involving computational
thinking tests grounded in elementary visual programming domains. Our initial
results show that state-of-the-art models like GPT-4o and Llama3 barely match the
performance of an average school student. To further boost the performance of
these models, we fine-tune them using a novel synthetic data generation methodol-
ogy. The key idea is to develop a comprehensive dataset using symbolic methods
that capture different skill levels, ranging from recognition of visual elements to
multi-choice quizzes to synthesis-style tasks. We showcase how various aspects
of symbolic information in synthetic data help improve fine-tuned models’ perfor-
mance. We will release the full implementation and datasets to facilitate further
research on enhancing computational thinking in generative models.

1 Introduction

The recent advances in generative models and large language models (LLMs) have the potential to
positively impact a wide variety of domains, such as medicine [1, 2, 3], arts [4, 5], and education
[6, 7, 8, 9]. This potential is reflected by their success on a wide range of popular competitive
benchmarks assessing their knowledge of natural sciences and day-to-day facts [10, 11, 12, 13, 14]
and their skills in programming. For example, GPT-4o [10] is capable of obtaining a high accuracy
on two popular programming benchmarks: 90.2% on HumanEval [15] and 87.5% on MBPP [16].
Previous studies also showed that GPT-4 [17] is capable of passing assessments in higher education
programming courses, achieving course totals greater than 79% [18].

Despite these promising results, state-of-the-art models struggle with seemingly simple tasks. These
models often underperform in tasks requiring mathematical reasoning, planning, and problem-solving
[19, 20, 21, 22]. For example, they fail to solve planning tasks involving stacking of colored blocks
[23]. Moreover, generative models often face problems with basic algebra and counting [19], or
coming up with correct codes in visual programming domains [24], tasks which can successfully be
carried out by elementary-level school students. These weaknesses seem to contradict the generative
models’ impressive performance in complex programming tasks. Based on these observations,
we aim to study how generative models tackle programming tasks specifically designed to foster
computational thinking and problem-solving skills in elementary-level students. This leads to our
main research question: How do state-of-the-art models perform on standardized programming-
related tests designed to assess computational thinking and problem-solving skills at schools?
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(a) Performance on computational thinking tests.

HOC-16. Write a solution code in the Workspace that navigates the
avatar to the goal. You can only use blocks from the Store for writing
code.
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Workspace (Max blocks allowed: 5)

(b) A problem-solving task from HOC.

ACE-21. You are given a code and an incomplete grid. You can add
additional wall cells to the grid by converting any of the free cells into
wall cells. What is the smallest number of additional wall cells you
must add such that the grid is solved by the code?
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OPTION A 1

OPTION B 2

OPTION C 7

OPTION D 8

(c) A multi-choice question task from ACE.

CT-TEST-23. You are given a grid and an incomplete code. What is
missing in the following code so that the avatar collects all the markers
in the given grid?
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OPTION A Replace ? with 1

OPTION B Replace ? with 2

OPTION C Replace ? with 3

OPTION D Replace ? with 5

(d) A multi-choice question task from CT-TEST.

Figure 1: (a) shows the performance of school students compared to various models on a scale of 0 to
100. We break down the ACE [25] test into its constituent parts: Analyzing (ACE[01-07]), Evaluating
(ACE[08-14]), and Creating (ACE[15-21]). (b) shows MAZE16 from Hour of Code:Maze Challenge
(HOC) [26, 27], an example of a solution synthesis task. (c) shows a Creating multi-choice question
task from the ACE test. (d) shows a multi-choice question task from the CT-TEST [28, 29].

In this paper, we introduce a novel benchmark for assessing generative models’ computational
thinking and problem-solving capabilities. We conduct extensive experiments with various models
and our results show that state-of-the-art models struggle with the computational thinking tests in our
benchmark. Figure 1a illustrates how GPT-4o barely matches the performance of an average school
student, with Llama3 [11] performing even worse.

We make the following contributions towards improving the models’ performance on computational
thinking tests: (1) We introduce a novel data generation methodology based on symbolic methods. An
important aspect of the generated dataset is that it captures different skill levels, ranging from recogni-
tion of visual elements to multi-choice questions to synthesis-style tasks. (2) We fine-tune Llama3-8B
and obtain the LLAMACT family of models, the best of which achieves an accuracy on par with
GPT-4o (see Figure 1a). We further analyze how various aspects of symbolic information in our syn-
thetic dataset help improve the fine-tuned models’ performance. (3) We will release the data and im-
plementation to promote further research on enhancing computational thinking in generative models.1

2 Related Work

We identify two key research themes in the literature: one focuses on the programming capabilities of
generative models, and the other focuses on their general reasoning capabilities. To our knowledge,
this paper is the first to evaluate numerous generative models on a comprehensive set of computational
thinking tests grounded in elementary visual programming. Figure 2 presents a comparison between
our work and the most relevant benchmarks in the literature.

Benchmarks assessing programming capabilities. Several works benchmark the programming
capabilities of models, with popular examples of benchmarks including HumanEval [15], MBPP [16],
and APPS [33]. For example, HumanEval [15] focuses on Python code generation but lacks mul-

1GitHub repo: https://github.com/machine-teaching-group/neurips2024-benchmark-ct.
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Work Domain Evaluation tasks Multimodal Benchmark Trained Human
evaluation size model comparison

Our Work visual code synthesis, ✓ 65 ✓ ✓

programming multiple choice questions
HumanEval [15] programming Python code writing ✗ 164 ✓ ✗

MMCode [30] programming Python code writing ✓ 3, 548 ✗ ✗

MathVista [31] mathematics multiple choice questions, ✓ 6, 141 ✗ ✓

integer free form questions
MMMU [32] diverse multiple choice questions, ✓ 11, 500 ✗ ✓

open answer questions
HoC+Karel [24] visual code synthesis, ✗ 30 ✗ ✗

programming tracing, grid synthesis

Figure 2: Comparison of our work with related benchmarks. The first column shows the name of
the benchmark and the work it was introduced in. “Domain” specifies the domain for which the
benchmark was designed, and “Evaluation tasks” outlines the tasks involved. “Multimodal” indicates
if the benchmark includes both visual and textual data. “Benchmark evaluation size” shows the
number of samples in each benchmark. “Trained model” notes whether any model is trained in the
work, and “Human comparison” indicates if model performance was compared to that of humans.

timodal elements and human comparisons, as shown in Figure 2. A more recent benchmark, MM-
Code [30], includes visual information in traditional coding tasks to assess multimodal model capabili-
ties. However, this benchmark does not include comparisons between model and human performance,
nor does it explore potential improvements in model performance through fine-tuning or other meth-
ods. Besides program generation, other benchmarks handle code completion, translation, summariza-
tion, debugging or explanation generation [34, 35, 36, 37], thus analyzing numerous programming-
related tasks. However, these works typically focus on generating code or explanations and do not
evaluate the core computational thinking and problem-solving skills of models. In contrast, our paper
seeks to provide a deeper understanding of these capabilities. Additionally, we train models on our
dataset and compare their performance to human counterparts, addressing gaps in previous studies.

Benchmarks assessing reasoning capabilities. For general reasoning, benchmarks like Math-
Vista [31] and MMMU [32] assess models on tasks involving multiple-choice and free-form questions,
with a focus on multimodal data. These, along with other benchmarks, evaluate reasoning in fields
such as mathematics and the natural sciences [14, 20, 32, 31], planning [22, 23, 38], and causal
reasoning [39, 40]. Our benchmark goes beyond these by including a variety of tasks that assess
computational thinking through visual programming. This relatively underexplored area can offer
intriguing insights into the reasoning capabilities of generative models. Previous efforts [24] address
visual tasks without the multimodal component and do not include human comparisons. In contrast,
our benchmark integrates multimodal tasks combining both programming and visual reasoning,
while also comparing models directly against human performance, offering a more comprehensive
evaluation of reasoning abilities in generative models.

3 Computational Thinking Tests in Elementary Visual Programming

This section first provides a background on visual programming, and then introduces the sources we
use for curating our benchmark and as the basis for our synthetic dataset generation methodology.

3.1 Preliminaries and Definitions for Elementary Visual Programming

The space of grids. A visual grid, denoted as G, includes an avatar with an initial position (row,
column) and orientation (north, east, south, west), alongside free cells, wall cells, and a goal or
multiple markers. The avatar is required to reach the goal or interact with the markers. The
resulting grid space includes visual grids based on HOC by Code.org [26, 27], such as the grids in
Figures 1b and 1c, and Karel [41], such as the grid in Figure 1d.

The space of codes. The set of valid codes C is defined via a domain-specific language (DSL).
We adopt DSLs previously used in literature for visual programming [42, 43, 44]. A code C ∈ C
is characterized by its size Csize, utilized constructs Cblocks, and programming concepts exercised
in terms of its nesting structure Csketch. For example, the code in Figure 1c uses Csize = 5
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Concepts HOC ACE CT-TEST

Analyzing Evaluating Creating
ACE[01-07] ACE[08-14] ACE[15-21]

Basic actions H01–H05 Q01 Q08 Q15 P01–P04

Repeat{} H06–H09 Q02, Q05 Q12 Q16 P05, P06
RepeatUntil{} H10–H13 Q06 Q09 Q17, Q18 P09, P10

RepeatUntil{If} H14–H17 Q07 Q10 Q19 P13, P14
RepeatUntil{IfElse} H18, H19 Q04 Q11, Q14 Q20, Q21 P17, P18
RepeatUntil{IfElse{IfElse}} H20 P19, P20

Repeat{Repeat} Q13 P08, P27, P28
Repeat{If} Q03

RepeatUntil{If; If} P16
RepeatUntil{Repeat} P11
RepeatUntil{If{Repeat}} P15
While{}; Repeat{} P21
While{Repeat; Repeat} P22
While{Repeat; If} P23
While{If{While}} P24

Figure 3: Programming concepts Csketch required for solving tasks in HOC [26], ACE [25], and CT-
TEST [28, 29]. HOC comprises code-writing tasks. ACE and CT-TEST comprise multi-choice ques-
tion tasks. ACE is further split according to the higher cognitive levels of Bloom’s taxonomy [45, 46].

blocks, with constructs Cblocks = {move, turnRight, RepeatUntil, IfElse}, and is structured
as Csketch = RepeatUntil{IfElse}. Executing a code on a grid generates a sequence of avatar
locations, referred to as trace, along with a sequence of basic actions executed i.e., constructs from
{move, turnLeft, turnRight}. A code is considered to solve a grid if it successfully navigates the
avatar to the goal or interacts correctly with the markers (e.g., collects them when intended).

Solution synthesis tasks. A solution synthesis task is defined by the following elements: a grid G, an
allowed set of constructs called Store, and a maximum code size maxSize. The objective is to write
a solution code C that successfully solves G while respecting Cblocks ⊆ Store and Csize ≤ maxSize.
Figure 1b exemplifies a solution synthesis task, where a solution code C should solve G, have
Cblocks ⊆ {move, turnRight, turnLeft, RepeatUntil, IfElse} and Csize ≤ 5.

Multi-choice question tasks. A multi-choice question (MCQ) task is defined by the following
elements: a text description, a set of grids or codes, one correct option, and three distractor options.
The objective is to choose the correct option out of four options. For example, Figures 1c and 1d have
a text description inside the gray area, a given grid and a given code, and four options. The correct
option for Figure 1c is Option A, and the correct option for Figures 1d is Option A as well.

3.2 Three Different Computational Thinking Tests

Our benchmark is based on two pedagogically validated computational thinking tests comprising
multiple-choice question tasks [25, 28, 29] and a popular curriculum comprising code-writing
tasks [26]. Henceforth, we refer to these three as tests, and we will use them throughout the paper
to measure the performance of generative models. These tests have been carefully designed by
educational experts to assess or teach a diverse set of skills in elementary visual programming within
the duration of a typical one-hour school lesson. They are representative of computational thinking
in this domain, providing valuable data on student performance, which we can use as a basis to
benchmark the performance of generative models. Figure 3 gives an overview of the programming
concepts Csketch utilized by tasks in each test. Next, we provide details for each test.

HoC. This test includes 20 code-writing tasks from Code.org’s popular block-based visual program-
ming lesson Hour of Code:Maze Challenge [26]. The tasks mainly cover concepts such as basic
actions, Repeat and RepeatUntil loops, as well as If and IfElse branching (see Figure 3). This
curriculum has been used by millions of learners to get acquainted with programming and to assess
students’ programming background [25, 26, 27].

ACE. This test includes 21 multi-choice question tasks from the ACE test, which was designed
to evaluate higher cognitive levels of Bloom’s taxonomy: Analyzing, Evaluating, and Creating
[25, 45, 46]. These tasks were selected from a larger pool to ensure balanced coverage of cognitive
levels and programming concepts, being validated using standardized pedagogical tools. Figure 3
categorizes each task by cognitive level and programming concepts covered.
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Synthetic data Original Selected Percentage
Size Size

Solution synthesis 7, 576 7, 576 6.77%

Multi-choice questions (MCQ) 9, 223 9, 223 8.25%
Analyzing MCQ (A) 2, 779 2, 779 2.49%
Evaluating MCQ (E) 2, 072 2, 072 1.85%
Creating MCQ (C) 4, 372 4, 372 3.91%

Fine-grained: Basics 586, 341 11, 726 10.48%
Locate avatar (LoA) 65, 149 1, 336 1.19%
Locate goal (LoG) 65, 149 1, 273 1.14%
Apply action (Act) 195, 447 3, 930 3.51%
Sense condition (Sense) 260, 596 5, 187 4.64%

Fine-grained: Tracing 15, 152 15, 152 13.54%
Sequence trace 7, 576 7, 576 6.77%
Code trace 7, 576 7, 576 6.77%

Fine-grained: Grid synthesis 68, 184 68, 184 60.95%
Place avatar 7, 576 7, 576 6.77%
Place goal 7, 576 7, 576 6.77%
Place avatar+goal 7, 576 7, 576 6.77%
Place walls 37, 880 37, 880 33.87%
Design all 7, 576 7, 576 6.77%

Total 586,341 111,861 100%

(a) Distributions for synthetically generated data.
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(b) Treemap of selected data distribution.
Figure 4: Our synthetically generated training dataset. Subsampling is done only in the case of basics.

CT-Test. This test is based on CT-TEST, one of the earliest and most popular computational thinking
tests in block-based visual programming [28, 29]. Out of 28 tasks in the original set, we curate 24 tasks
compatible with our definitions and representation. Figure 3 shows the programming concepts cov-
ered, with the original task numbering: if its number is not in the table, we have not included the task.

4 Synthetic Data Generation to Fine-tune Models for Computational Thinking

In this section, we introduce our novel data generation methodology for computational thinking and
problem-solving skills. With the resulting data (see Figure 4), we aim to fine-tune models to increase
performance on all three tests. Next, we present our three main methods for generating data.

4.1 Synthetic Data for Solution Synthesis

We first generate data for solution synthesis tasks. Our process will start with generating a dataset of
pairs (C,{G}), where C is a code and {G} is a set of grids solved by C. To obtain (C,{G}), we employ
existing techniques for synthesizing code C and grid G [42, 43, 44]. We then split the sets into pairs
of one solution code and one grid (C,G). We extract Store and maxSize from code C. Then, we treat
(G, Store, maxSize) as input for the task, and keep C as target output.

To enhance the fine-tuning process, we aim to train the model to first produce a trace and sequence of
basic actions that the avatar should execute to reach the goal, and then to produce the solution code.
We refer to the trace and sequence of basic actions as an explanation for the produced answer. This
method is grounded in previous research, which has shown that smaller models benefit from richer
signals while being fine-tuned, leading to more careful reasoning at inference [47, 48]. However,
unlike literature, we cannot rely on more powerful models like GPT-4 to produce these explanations,
as state-of-the-art models struggle with computational thinking (see Figure 1a). So, we rely on
symbolic methods such as executing codes on grids via an emulator to produce correct traces and
basic action sequences as explanations.

4.2 Synthetic Data for Multi-choice Programming Questions

We now focus on generating MCQ tasks similar to those in ACE and CT-TEST [25, 28, 29]. We
generate MCQs starting from the same (C,{G}) used for generating solution synthesis tasks, using
a template-based approach, with manually written text descriptions for each task type. Next, we
present our task types covering all the higher cognitive levels in Bloom’s taxonomy – Analyzing,
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Evaluating, Creating [25, 45, 46]. We also augment MCQs with explanations similar to the ones we
use for solution synthesis tasks.

Analyzing. First, we describe the process of generating Analyzing cognitive level tasks. For this level,
we generate three task types: tasks that require selecting a solution code for a given grid, tasks that
require indicating which given grids are solved by a given code, and tasks that require reasoning
about the trace of a given code on a given grid and selecting the cells visited by the avatar. To offer an
overview of our method, we explain the generation process of one task type, namely reasoning about
the trace. We start from a pair (C,G) and the text description specific to this type of task. Then, we gen-
erate the correct option by executing C on G and selecting random cells visited by the avatar. We gener-
ate distractor options by randomly picking free cells that were not visited by the avatar. Note that this
task is correct by construction, unlike some more complex task types below that need validation. Fi-
nally, we have the task containing text description, C, G, the correct option, and three distractor options.

Evaluating. Second, we describe the process of generating Evaluating cognitive level tasks. For this
level, we generate four task types: tasks that require identifying bugs, tasks that require repairing bugs,
tasks that require evaluating code equivalence with no given grid, and tasks that require evaluating
code equivalence given a grid. We explain generation process for the task type that requires repairing
bugs. We start from pair (C,G) and corresponding text description. We generate a mutation and apply
it to code C to obtain Cmut [44, 49]. The correct option is obtained as the reverse mutation that would
transform Cmut back to C. Distractor options are obtained by generating three other mutations. We
validate the task by applying reverse mutation on Cmut and checking whether resulting code solves G.
We also apply distractor mutations on Cmut and make sure that resulting codes do not solve G. Finally,
we have the task containing text description, Cmut, G, the correct option, and three distractor options.

Creating. Third, we describe the process of generating Creating cognitive level tasks. For this level,
we generate six types of tasks that require reasoning about modifying an incomplete grid such that
the given code solves the modified grid. We generate: tasks that require placing the avatar, tasks that
require reasoning about the number of possible initial avatar locations, tasks that require placing the
goal, tasks that require counting possible goal positions, tasks that require placing walls, and tasks that
require counting the minimum number of walls needed. For example, a task similar to Figure 1c can
be synthesized by starting from a pair (C,G) and the text description. We set the correct option by ran-
domly picking the number of walls to remove from {1, 2, 3}, in this case 1. We remove one wall from
G, obtaining Gmut. We generate three distractor options by applying arithmetic operations to the correct
option. To validate the task correctness, we check whether C solves any grid obtained via adding all
possible combinations of walls less than the correct option. For this specific example, as the correct op-
tion for the example is 1, we just need to check if the grid will be solved with no added walls. Finally,
we have the task containing text description, C, Gmut, the correct option, and three distractor options.

4.3 Synthetic Data at Fine-grained Skills

We now introduce new kinds of tasks, aimed at improving fine-grained skills fundamental to making
the models better understand the domains of our computational thinking tests. The main intuition
for using various fine-grained skills is due to inter-task transfer observed during instruction-tuning
[50, 51, 52], which can enhance performance on solution synthesis tasks and MCQ tasks. We now
give details about generating three kinds of tasks for improving fine-grained skills.

Basics. We describe the process of generating tasks aimed at familiarizing models with the fundamen-
tal aspects of visual programming. We generate four types of basic tasks: tasks that require locating
the avatar in a given grid, tasks that require locating the goal in a given grid, tasks that require specify-
ing the new location of the avatar after executing a given basic action on a given grid, and tasks which
require specifying the outcome of applying a given condition to a given grid. For example, we gener-
ate the input for the task in Figure 5a starting from a grid G, a randomly selected condition present in
the DSL, and a fixed text description. The target output is obtained as the outcome of applying the con-
dition on G, in this case True as the avatar has a free cell to its right. As the number of obtainable basic
tasks is very large, we subsample to 2% of the original size (see Figure 4a). We have empirically cho-
sen this percentage, analyzing the performance on a validation segment corresponding to basic tasks.

Tracing. Next, we describe the process of generating tasks aimed at enhancing the model’s under-
standing of the interaction between the basic actions, conditions, and grids, crucial for answering the
MCQs corresponding to the Analyzing cognitive level in tests. We generate two types of tasks: tasks
requiring to produce the trace obtained by applying a sequence of basic actions to a given grid, and
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You are given a grid and a condition. Respond with either True or
False, as returned by the condition when executed on the grid.

a b c d e f g h
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7

Target output: True

(a) Example for sense condition in basics.

You are given a grid and a code. Trace the locations of the avatar when
the code is executed on the grid. If at any time the avatar crashes, print
crash and stop the trace.

a b c d e f g h
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8

Target output: g2:west → f2:west → e2:west → d2:west → c2:west → b2:west
→ b2:south → b3:south → b4:south → b5:south → b6:south → b7:south →
b7:east → c7:east → d7:east → e7:east → f7:east → g7:east → g7:north →
g6:north → g5:north → g5:west → f5:west → e5:west → goal

(b) Example for code trace in tracing.

You are given a code and an incomplete grid without the avatar and
the goal. Pick the avatar’s initial location and the location of the goal
to create a complete grid that can be solved by the given code.

a b c d e f g h
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Target output:
avatar at g7 facing north
goal at b7

(c) Example for place avatar+goal in grid synthesis.

You are given a code. Pick the avatar’s initial location, the location of
the goal, and the wall locations to create a complete grid that can be
solved by the given code.

Target output: a b c d e f g h
1

2

3

4

5

6

7

8

(d) Example for design all in grid synthesis.

Figure 5: Illustrative examples for synthetically generated tasks with target outputs for the fine-
grained skills. The tasks have been adapted for readability. For example, in (d), we illustrate the
target output visually, but the actual target output is in textual form.

tasks requiring to produce the trace of a given code on a given grid. For example, in Figure 5b, we
use a pair (C,G) and a fixed text description as input and treat the trace of C on G as the target output.

Grid synthesis. Finally, we describe the generation of tasks aimed at boosting the model’s under-
standing of the role of each grid element and how it can influence the execution of a code, crucial for
answering the MCQs corresponding to the Creating cognitive level in tests. We generate five types of
tasks: tasks that require placing the avatar, tasks that require placing the goal, tasks that require placing
both the avatar and the goal, tasks that require placing walls, and tasks that require designing a full grid.
For example, we generate the task in Figure 5c starting from a pair (C,G) and a fixed text description,
removing the avatar and the goal from G, and giving the incomplete grid and C as input. The target out-
put is the avatar and goal positions from G. Similarly, in Figure 5d, we keep only C as input, and require
as output a natural language description of G. We also include tracing information and sequences of
basic actions as explanations during fine-tuning in a style similar to solution synthesis and MCQ tasks.

5 Experiments

In this section, we compare performance of open-access models, OpenAI’s GPT family of models, and
our fine-tuned LLAMACT. We also include school students’ performance based on studies in existing
literature [25, 29]. We evaluate LLAMACT variants to assess the impact of training on different data
segments and the use of explanations. We also provide insights into models’ reasoning process.

5.1 Techniques Evaluated

We start with NAIVE technique, a baseline that generates random tokens for HOC tasks and selects
most frequent answer from four options for ACE and CT-TEST tasks. Note that because of non-
uniform distribution of options, NAIVE yields better results for ACE and CT-TEST than randomly
choosing an option. Next, we present techniques based on generative models and performance of
school students. Figure 6 shows a summary of our model-based techniques.

Open-access models. We select smaller, instruction-tuned models from the Llama family, such as
the 7B parameter version of CodeLlama [53] and the 8B parameter version of Llama3 [11], alongside
the 7B parameter version of Llava [54]. These are referred to as CODELLAMA-7B-INSTRUCT,
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Technique Base model Modality Fine-tuning data Explanation
Visual Text

CODELLAMA-7B-INSTRUCT CodeLlama-7B [53] ✗ ✓ n/a n/a
LLAVA1.5-7B LLaVA-v1.5-7B [54] ✓ ✓ n/a n/a
LLAMA3-8B-INSTRUCT Llama3-8B [11] ✗ ✓ n/a n/a
GPT3.5, GPT4text, GPT4Otext GPT-3.5 [56], 4 [17], 4o [10] ✗ ✓ n/a n/a
GPT4vis, GPT4Ovis GPT-4V [57], 4o [10] ✓ ✗ n/a n/a
GPT4vis+text, GPT4Ovis+text GPT-4V [57], 4o [10] ✓ ✓ n/a n/a

LLAMACT:HOC Llama3-8B [11] ✗ ✓ Solution syn None
LLAMACT:HOC+MCQ Llama3-8B [11] ✗ ✓ Solution syn+MCQ None
LLAMACT:HOCexp Llama3-8B [11] ✗ ✓ Solution syn Train
LLAMACT:HOC+MCQexp Llama3-8B [11] ✗ ✓ Solution syn+MCQ Train
LLAMACT:HOC+MCQ+AUGexp Llama3-8B [11] ✗ ✓ Full data Train
LLAMACT:HOC+MCQ+AUGexp* Llama3-8B [11] ✗ ✓ Full data Train+infer

Figure 6: Table summarizing techniques based on generative models, showing the base model and
whether the input grid is represented visually or in text (modality). For fine-tuned models (e.g.,
LLAMACT), the table specifies the data segment used for training and whether models were trained
with no explanations, to generate explanations, or to receive explanations during inference.

LLAMA3-8B-INSTRUCT, and LLAVA1.5-7B, respectively. For LLAVA1.5-7B, we incorporate both
natural language and visual representations of grids to utilize its vision capabilities. All techniques
are prompted to use chain-of-thought (CoT) [55].

GPT family. This group includes techniques based on GPT-3.5 [56] and GPT-4 [10, 17]. We start
with GPT3.5 technique which processes tasks, including grids, only in natural language, as it has no
vision capabilities. Similarly, GPT4text is solely based on natural language. Next, for the GPT4vis, we
input the grids solely as visual representation, while the rest of the task is represented through natural
language. GPT4vis+text technique combines textual and visual representations for grids, with the rest
of the task in natural language. We also include similar techniques based on the newer GPT-4o [10],
namely GPT4Otext, GPT4Ovis, and GPT4Ovis+text. All techniques are prompted to use CoT.2

Fine-tuned models. We fine-tune the instruction-tuned 8B parameter version of the Llama3 model
using LoRA [58] and obtain the LLAMACT family. LLAMACT:HOC and LLAMACT:HOCexp
are fine-tuned using only the generated solution synthesis tasks, LLAMACT:HOC+MCQ and
LLAMACT:HOC+MCQexp are trained using both generated solution synthesis tasks and gener-
ated MCQ tasks, and LLAMACT:HOC+MCQ+AUGexp is trained on the full synthetic dataset.
LLAMACT:HOCexp, LLAMACT:HOC+MCQexp, and LLAMACT:HOC+MCQ+AUGexp are trained
on target outputs enriched with explanations. Additionally, LLAMACT:HOC+MCQ+AUGexp* simu-
lates an ideal scenario where the correct reasoning process is known at inference time.

Human students. We benchmark these models against the performance of students observed in
literature, reporting results for one group of students for HOC and ACE [25], and for a different
group of students for CT-TEST [29]. GRADEALL comprises the average performance of students
across grades 3-7 for HOC and ACE, and the average performance of students across grades 5-10 for
CT-TEST. GRADE7top25 represents the top 25% of grade 7 students for HOC and ACE, and the top
25% of grade 7-8 students for CT-TEST, showing the performance of the best students.

5.2 Performance on Computational Thinking Tests

We evaluate techniques on HOC, ACE, and CT-TEST, introduced in Section 3.2. Figure 7 shows
results, with accuracy computed as percentage of correctly answered tasks in one trial out of total tasks
per test. We set temperature to 0 and assess over three seeds, reporting average results as mean (stderr).

Combining language and vision enhances performance. Providing input in both text and visual
modality leads to better results for GPT4Ovis+text when compared with GPT4Ovis and GPT4Otext.
Similar results hold for GPT4vis+text when compared with GPT4vis and GPT4text.

Symbolic information-based explanations improve outcomes. Template-based explanations de-
rived from execution information used while training enhance reasoning at inference and boost model

2Few-shot prompting did not improve results. All results are based on zero-shot CoT prompting.
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Technique HOC ACE CT-TEST Overall
NAIVE 0.0 33.0 33.0 22.0

CODELLAMA-7B-INSTRUCT 0.0 (0.0) 14.3 (0.0) 29.2 (0.0) 14.3 (0.0)
LLAVA1.5-7B 0.0 (0.0) 28.6 (0.0) 20.8 (0.0) 16.7 (0.0)
LLAMA3-8B-INSTRUCT 0.0 (0.0) 34.9 (2.0) 34.7 (5.0) 22.9 (1.3)

GPT3.5 25.0 (0.0) 31.7 (4.0) 36.1 (5.0) 31.1 (0.5)
GPT4vis 18.3 (2.0) 31.7 (8.0) 44.4 (3.0) 31.6 (1.3)
GPT4text 21.7 (2.0) 52.4 (6.0) 56.9 (5.0) 43.7 (2.9)
GPT4vis+text 28.3 (2.0) 57.1 (3.0) 58.3 (5.0) 48.0 (0.4)
GPT4Ovis 20.0 (0.0) 38.1 (3.0) 52.8 (3.0) 36.9 (1.6)
GPT4Otext 30.0 (0.0) 61.9 (3.0) 59.7 (3.0) 50.7 (1.7)
GPT4Ovis+text 30.0 (0.0) 61.9 (0.0) 66.7 (0.0) 53.0 (0.0)

LLAMACT:HOC 10.0 (0.0) 30.5 (2.0) 25.0 (0.0) 21.9 (0.7)
LLAMACT:HOC+MCQ 11.7 (4.0) 44.4 (5.0) 33.3 (5.0) 29.8 (1.2)
LLAMACT:HOCexp 55.0 (4.0) 27.6 (3.0) 23.1 (2.0) 35.3 (0.9)
LLAMACT:HOC+MCQexp 40.0 (9.0) 43.5 (3.0) 36.1 (2.0) 40.0 (3.6)
LLAMACT:HOC+MCQ+AUGexp 50.0 (4.0) 57.8 (1.0) 51.4 (3.0) 53.0 (1.7)
LLAMACT:HOC+MCQ+AUGexp* 76.7 (7.0) 74.6 (4.0) 65.3 (0.0) 72.2 (1.3)

GRADEALL 74.1 50.9 58.5 61.2
GRADE7top25 99.8 84.0 71.4 85.1

Figure 7: Results on HOC, ACE, CT-TEST, and overall performance.

Technique HOC HOC ACE ACE CT-TEST CT-TEST

reasoning reasoning reasoning

LLAMA3-8B-INSTRUCT 0.0 (0.0) 4.2 (1.0) 34.9 (2.0) 4.8 (0.0) 34.7 (5.0) 0.0 (0.0)

GPT4Ovis+text 30.0 (0.0) 35.0 (0.0) 61.9 (0.0) 28.6 (0.0) 66.7 (0.0) 39.6 (0.0)

LLAMACT:HOC+MCQ+AUGexp 50.0 (4.0) 73.3 (8.0) 57.8 (1.0) 32.5 (3.0) 51.4 (3.0) 23.6 (3.0)

Figure 8: Comparison of accuracy in correctly answered tasks and reasoning correctness across
domains for representative models in HOC, ACE, and CT-TEST tasks, reported as mean (stderr).
Reasoning correctness results are based on manual annotations done by two independent annotators.

performance. Specifically, LLAMACT:HOCexp and LLAMACT:HOC+MCQexp, which are trained
with explanations, outperform their counterparts LLAMACT:HOC and LLAMACT:HOC+MCQ
trained only for generating an answer with no explanation.

Fine-grained skills make LLAMACT comparable to GPT-4. We notice an increase of at least 10%
in performance on HOC, ACE, and CT-TEST for the model fine-tuned with fine-grained skills data.
Fine-tuning with explanations and across the full dataset allows LLAMACT:HOC+MCQ+AUGexp to
achieve overall results comparable to those of GPT4Ovis+text. This shows that a better understanding
of the visual domain is key to better performance on all three tests.

Reasoning for MCQ tasks is harder than for solution synthesis tasks. We analyze the
reasoning capabilities of three selected models, LLAMA3-8B-INSTRUCT, GPT4Ovis+text, and
LLAMACT:HOC+MCQ+AUGexp, through manual annotations of their reasoning process. A model’s
reasoning is considered correct if it respects grid constraints, correctly maps codes to traces and
sequences, and avoids introducing unnecessary details. We follow a strict binary metric, where the
reasoning process is marked as correct (i.e., 1) if the entire reasoning process is correct and incorrect
(i.e., 0) otherwise. The reasoning processes were reviewed by two independent annotators3. Figure 8
compares accuracy in correctly answered tasks with reasoning correctness averaged across annotators
and aggregated over three seeds, for HOC, ACE, and CT-TEST tasks. LLAMA3-8B-INSTRUCT
often tries guessing answers without providing any reasoning, while GPT4Ovis+text struggles with
grid layouts, sometimes missing walls. LLAMACT:HOC+MCQ+AUGexp traces tasks well in HOC
but faces challenges with converting sequences to minimal codes and tracing in ACE and CT-TEST.

Symbolic information at inference leads to human-level performance. Including explanations
with a correct reasoning process in the input prompts increases performance, bringing it closer to
that of school students. However, LLAMACT:HOC+MCQ+AUGexp* simulates an ideal scenario, as
correct explanations are usually not available at inference as input.

3The annotators obtained a Cohen’s kappa score of 0.84, indicating high agreement [59].
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Figure 9: Comparison between the performance of the best techniques and school students (grade 3-7)
on a scale of 0 to 100. For better visualization and comparison, we present results only for HOC and
ACE. (a) shows that state-of-the-art and fine-tuned models have a similar performance to an average
grade 3-7 student on the ACE, but lag behind for HOC. (b) shows that fine-tuning can help models’
problem-solving skills get closer to an average grade 3-7 student for simpler concepts. (RU stands for
RepeatUntil). (c) shows how every grade is dominating models for HOC. It also shows that state-of-
the-art and fine-tuned models are close to the average grade 7 students’ performance on ACE. How-
ever, the performance of the best 25% grade 7 students is still far from reach for generative models.

Human students are better at solution synthesis. Figure 9a showcases that state-of-the-art and fine-
tuned models have slightly better performance than the average grade 3-7 student across three analyzed
levels of Bloom’s taxonomy, and that state-of-the-art models struggle with solution synthesis. Fig-
ure 9b shows a deeper analysis of performance on HOC, breaking down the performance per concept.
It shows that by fine-tuning, a model’s understanding of programming concepts grows similarly to that
of an average student. Finally, Figure 9c compares models’ performance on HOC and ACE tests with
that of students from various grades. It reveals that models have not yet reached the problem-solving
capabilities of grade 3 students on HOC tasks. Besides spatial reasoning, adhering to constraints such
as the required size and constructs is another reason for this weak performance. Interestingly, models
can match the performance of grade 7 students on ACE tests, where answer options are available.

6 Concluding Discussion

In this paper, we introduced a new benchmark for assessing generative models on computational
thinking tests grounded in elementary visual programming. We made a detailed analysis of the
performance of open-access models such as Llama3 and the GPT family of models, comparing it to
that of school students. To boost performance of Llama3-8B, we fine-tuned it using our novel synthetic
generation methodology based on symbolic information. The best fine-tuned model has a performance
similar to state-of-the-art models, even though it is much smaller and does not use vision capabilities.

While our analysis gives a deep insight into the computational thinking and problem-solving capabil-
ities of generative models, there are some limitations of our current work and directions to tackle
them in future work. First, we assess multi-modal models on our benchmark but do not fine-tune
them to improve performance. An interesting direction for future work is fine-tuning multi-modal
models for solving computational thinking and problem-solving tasks. Second, one of our techniques
naively uses correct explanations provided at inference time to help it reach an answer. An interesting
direction for future work is developing techniques where generative models interact with symbolic
tools to obtain this kind of information at inference time, possibly via multiple rounds of interaction.
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