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Abstract

In this paper, we present VinaLLaMA, an001
open-weight, state-of-the-art (SOTA) Large002
Language Model for the Vietnamese language,003
built upon LLaMA-2 with an additional 800004
billion trained tokens. VinaLLaMA not only005
demonstrates fluency in Vietnamese but also ex-006
hibits a profound understanding of Vietnamese007
culture. VinaLLaMA-7B-chat, trained on 1 mil-008
lion high-quality synthetic samples, achieves009
SOTA results on key benchmarks, including010
VLSP, VMLU, and Vicuna Vietnamese Bench-011
mark, marking a significant advancement in012
the Vietnamese AI landscape and offering a013
versatile resource for various applications.014

1 Introduction015

The surge in Large Language Models (LLMs)016

such as ChatGPT and GPT-4 has significantly ad-017

vanced the field of artificial intelligence (AI), par-018

ticularly in language processing. Although Viet-019

namese is a low-resource language, Vietnam’s AI020

sector witnessed a notable development with the021

introduction of several Vietnamese LLMs, includ-022

ing BLOOMZ’s Vietcuna, URA-LLaMA, PhoGPT,023

and dama-2. Inspire by this, we introduce VinaL-024

LaMA, a foundational LLM designed specifically025

for the Vietnamese language. VinaLLaMA, built026

on top of LLaMA-2, which is promisingly a contri-027

bution to the raise of Vietnamese LLMs.028

Embracing the spirit of collaboration and open029

innovation, we are pleased to announce VinaL-030

LaMA, an open-weight Foundation Language031

Model and its chat variant. These models are now032

accessible on HuggingFace, ensuring compatibil-033

ity with all ’transformers’ framework-supported034

libraries. This not only contributes to the global035

AI research landscape but also provides a special-036

ized tool for exploring and enhancing Vietnamese037

language processing.038

In this work, we present and implement039

VinaLLaMA-2.7B and VinaLLaMA-7B, which040

have remarkable result compared to other Viet- 041

namese large language models. Secondly, we intro- 042

duce a new method to generate synthetic data for 043

both pretraining and fine-tuning purpose. Further- 044

more, our models and code are available to public, 045

which can be an effective options for Vietnamese 046

LLM researchers and developers 047

2 Related Work 048

The development of large language models (LLMs) 049

began with the Transformer (Vaswani et al., 2017), 050

the foundation architecture that enabled the pre- 051

training of BERT (Cesar et al., 2023) and GPT 052

(Radford et al.) using large-scale unsupervised 053

data, and later are RoBERTa (Liu et al., 2019), T5 054

(Raffel et al., 2020), and BART (Lewis et al., 2020). 055

GPT-3 (Brown et al., 2020) demonstrated capa- 056

bilities in few-shot and zero-shot learning. This 057

was followed by significant advancements with 058

ChatGPT (OpenAI, 2022) and GPT-4 (OpenAI, 059

2023), which have made substantial contributions. 060

These models exhibit a diverse range of skills and 061

produce high-quality outputs, leading to the rise of 062

newer LLMs such as Llama (Raffel et al., 2020), 063

Llama-2 (Touvron et al., 2023), Bloom (Workshop 064

et al., 2022), Falcon (Almazrouei et al., 2023), 065

Qwen (Bai et al., 2023), and Mistral (Jiang et al., 066

2023). 067

The Vietnamese LLM landscape has seen sig- 068

nificant advancements with models like Vietcuna 069

(Nguyen et al., 2023d), which underwent further 070

pre-training on BLOOMZ (Workshop et al., 2022), 071

followed by fine-tuning with synthetic dataset. An- 072

other model, URA-Llama (Nguyen et al., 2023b), 073

was developed through fine-tuning on a corpus of 074

Vietnamese articles, building upon Llama-2’s archi- 075

tecture. DopikAI’s ViGPT™ (Nguyen et al., 2023c) 076

also made strides by continuing pre-training and 077

supervised fine-tuning with articles. Additionally, 078

PhoGPT (Nguyen et al., 2023a) represents a new 079

approach, which pre-trained on a 41GB text corpus. 080
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3 VinaLLaMA081

3.1 Pretraining082

LLaMA-2, a highly regarded pre-trained language083

model in English, shows a significant gap in han-084

dling Vietnamese-related content due to limited085

relevant tokens. Additionally, its original tokenizer086

falls short in multilingual applications. To address087

these issues, we compiled a new dataset combin-088

ing public and synthetic in-house data. We also089

selected BKAI’s LLaMA-2-chat tokenizer (Lab,090

2023) for the tokenizer to enhance the Vietnamese091

processing.092

3.1.1 Public Data093

Figure 1: Distribution of Book Topics Used in VinaL-
LaMA training.

Books. We include nearly 250,000 volumes of094

Vietnamese literature in othe book dataset. This ex-095

tensive collection spans various domains, including096

science, history, finance, and philosophy, as well097

as fiction genres like novels and science fiction,098

in addition to traditional Vietnamese literature as099

shown in figure 1.100

Public News. The dataset is derived from two101

principal Vietnamese news sources, VnExpress 1102

and BaoMoi 2. . To align with ethical guidelines103

and content appropriateness standards, a filtering104

process was implemented, systematically exclud-105

ing articles that contained keywords indicative of106

harmful or violent content.107

CulturaX. Finally, we also include a subset of108

Vietnamese from CulturaX (Nguyen et al., 2023e)109

and an additional 100B tokens in English. The final110

public dataset has a total of roughly 330 billion111

tokens.112

1VnExpress: https://vnexpress.net
2BaoMoi: https://baomoi.com

3.1.2 In-house Data 113

Influenced by the concept of synthetic textbooks 114

for pretraining (Gunasekar et al., 2023), our ap- 115

proach incorporates a mechanism that selects ran- 116

dom text segments from a publicly available dataset. 117

These segments are then integrated into over 80 be- 118

spoke prompt templates to facilitate the rewriting 119

task. The prompts, when fed into GPT-4, result 120

in roughly 100,000 samples. We then use these 121

samples to train with Vietcuna-3B-v2 to generate 122

more than 500B synthetic tokens. 123

3.2 Supervised Instruction Fine-tuning 124

We employed proprietary methodologies to create 125

500,000 Vietnamese synthetic samples. These sam- 126

ples encompassed both instructional and conver- 127

sational formats. To enhance the dataset, an addi- 128

tional 500,000 English samples were sourced from 129

the OpenHermes-2.5 (teknium, 2023) and Capy- 130

bara (Daniele and Suphavadeeprasit, 2023) datasets. 131

The comprehensive final dataset encompasses an 132

array of tasks, including reasoning, role-playing, 133

poem writing, coding, function calling, and agent 134

prompting. This diversity ensures a broad scope of 135

capabilities in our model. 136

3.3 VinaLLaMA-2.7B 137

Adopting the structured pruning procedure outlined 138

in (Xia et al., 2023), we successfully reduced our 139

model to a more compact variant with 2.7 billion pa- 140

rameters. This process involved strategically prun- 141

ing the network while retaining its core functional 142

capabilities. 143

3.4 Training Details 144

For our pretraining phase, we utilized a cluster 145

consisting of eight nodes, each equipped with 8x 146

Intel Habana Gaudi2 Processors. This phase was 147

completed over the one week. In contrast, the fine- 148

tuning phase was conducted more rapidly, utilizing 149

a single node of Google Cloud TPU v5e, and com- 150

pleted within a single day. 151

Additionally, our smaller 2.7 billion parameters 152

variant, underwent an easier process. This variant 153

was both continued pre-trained and fully fine-tuned 154

over a period of five days. This process was carried 155

out on a single node, which was provisioned with 156

8x NVIDIA A100 80GB GPUs. 157
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Model arc_vi hellaswag_vi mmlu_vi truthfulqa_vi Average
(25-shot) (10-shot) (0-shot) (0-shot)

hoa-7b 0.2855 0.4329 0.2536 0.4542 0.3566
BLOOM-7B 0.3255 0.4830 0.2810 0.4701 0.3899
ViGPT™ 0.2596 0.3877 0.2482 0.4612 0.3392
PhoGPT-7B5 0.2496 0.2577 0.2474 0.4677 0.3056
VinaLLaMA-2.7B 0.2906 0.4337 0.2490 0.4608 0.3585
VinaLLaMA-7B 0.3350 0.4956 0.3168 0.4552 0.4007

Table 1: VLSP Benchmark Scores of Pretrained Models

Model arc_vi hellaswag_vi mmlu_vi truthfulqa_vi Average
(25-shot) (10-shot) (0-shot) (0-shot)

URA-LLaMA-13B 0.3752 0.4830 0.3973 0.4574 0.4282
ViGPT™-170K 0.3651 0.4777 0.3412 0.4691 0.4133
PhoGPT-7B5-Instruct 0.2470 0.2578 0.2413 0.4759 0.3055
Vietcuna-7b-v3 0.3419 0.4939 0.3354 0.4807 0.4130
VinaLLaMA-2.7B-chat 0.3274 0.4814 0.3051 0.4972 0.4028
VinaLLaMA-7B-chat 0.4239 0.5407 0.3932 0.5251 0.4707

Table 2: VLSP Benchmark Scores of Supervised Fine-tuning Models

4 Evaluation158

In our research, we utilized three distinct evalua-159

tion benchmarks: VLSP, VMLU, and the Vicuna160

Benchmark, with the latter being translated into161

Vietnamese by VinAI Research 3. Specifically, we162

conducted separate experiments for pre-trained and163

instructional fine-tuning models. This methodol-164

ogy allowed us to compare the baseline capabilities165

of the pre-trained models against their performance166

post-instructional fine-tuning.167

4.1 VLSP168

The first benchmark employed is the VLSP-LLM169

2023 (Cuong et al., 2023). It encompasses four170

distinct assessments: ARC Challenge, HellaSwag,171

MMLU, and TruthfulQA. This comprehensive172

benchmark suite allows for a robust evaluation of173

language models in understanding and generating174

Vietnamese text across various domains and com-175

plexities. The results are reported in Table 1 and176

Table 2.177

In table 1, the VinaLLaMA-7B model demon-178

strated superior performance compared to other179

open-source Large Language Models (LLMs) that180

support Vietnamese. This was evident in its outper-181

formance on three of the four benchmarks, leading182

to it achieving state-of-the-art results based on the183

average score across these benchmarks.184

In table 2, VinaLLaMA-7B-chat, comparable in185

scale, astonishingly outperformed larger models,186

3https://www.vinai.io

including those with 13 billion parameters, in terms 187

of average score. This impressive achievement 188

highlights the efficiency of the fine-tuning process 189

and the model’s ability at leveraging its training 190

to deliver remarkable performance. Adding to 191

this, the VinaLLaMA-2.7B, a significantly smaller 192

model, showcased remarkable performance. It not 193

only competed closely with larger 7B variants but 194

also exceeded PhoGPT-7B5-Instruct. The result of 195

VinaLLaMA-7B-chat, and the noteworthy perfor- 196

mance of VinaLLaMA-2.7B, underscore the con- 197

siderable potential of well-implemented fine-tuning 198

strategies with synthetic data in elevating the capa- 199

bilities of Large Language Models.

Model (0-shot) (5-shot)

ViGPT™ 0.2379 0.2769
hoa-7b 0.2513 0.2903
BLOOM-7B 0.2527 0.2312
PhoGPT-7B5 0.2352 0.2325
VinaLLaMA-2.7B 0.2245 0.2688
VinaLLaMA-7B 0.3199 0.3414

Table 3: VMLU scores of pretrained models

200

4.2 VMLU 201

VMLU (AI et al., 2023), a benchmark suite tailored 202

for evaluating foundation models in the Vietnamese 203

language, comprises nearly 10000 MCQs across 204

58 subjects in domains like STEM, Humanities, 205
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Model Coding CommonSense Counterfactual Fermi Generic Knowledge Math Roleplay Writing
PhoGPT-7B5-Instruct 0.000 3.600 3.100 0.000 3.500 3.900 0.000 3.800 3.900
ViGPT™-170K 0.500 2.500 1.600 2.400 3.500 3.300 0.000 2.900 2.900
URA-LLaMA-13B 0.714 0.600 0.200 0.000 0.500 0.200 1.333 0.000 0.000
URA-LLaMA-7B 0.000 0.200 1.100 0.000 0.200 0.300 0.000 0.000 0.600
ChatGPT 4.000 4.000 4.000 3.700 4.000 4.000 4.000 4.000 4.000
VinaLLaMA-7B-chat 2.714 4.000 4.000 3.500 4.000 4.000 4.000 4.000 4.000

Table 4: Average Scores of Different Models Across Tasks in Vicuna Benchmark

Model (0-shot) (5-shot)
ViGPT™-170K 0.2419 0.2567
BLOOMZ-7B 0.3945 0.3831
PhoGPT-7B5-Instruct 0.2298 0.2379
Vietcuna-7b-v3 0.3441 0.3199
VinaLLaMA-2.7B-chat 0.2702 0.2567
VinaLLaMA-7B-chat 0.4046 0.4140

Table 5: VMLU scores of supervised fine-tuning models

and Social Sciences. Its diverse range of difficulty206

levels tests models from basic knowledge to ad-207

vanced problem-solving. We conducted our exper-208

iments on the validation set of VMLU since the209

answers to the test set are not publicly available,210

URA-LLaMA-13B is also not being tested due to211

the lack of testing time. We reported the results un-212

der two few-shot settings: 0-shot and 5-shot, which213

can be viewed in Table 3 and 5.214

In both table 3 and 5, VinaLLaMA-7B-chat215

achieve the highest score for the average of 58216

subjects for both 0-shot and 5-shot. In addition,217

VinaLLaMA-2.7B-chat outperform ViGPT™-170K218

and PhoGPT-7B5-Instruct, which is approximately219

3 times larger than our models. These promising220

results reflect the high ability of our model in ques-221

tion answering, logical reasoning and knowledge222

extraction.223

4.3 Vicuna Benchmark Vietnamese224

The Vicuna Benchmark (Zheng et al., 2023), trans-225

lated into Vietnamese by VinAI. This comprehen-226

sive benchmark is composed of 80 distinct instruc-227

tions spanning 9 diverse areas. Uniquely, the eval-228

uation of the results from all participating mod-229

els is conducted using GPT-4, which introduces230

an innovative approach to performance assessment.231

This methodology employs an ELO ranking system,232

traditionally used in chess and other competitive233

games, to rate the models.234

In our Vicuna Benchmark evaluation, responses235

from models were assessed using a detailed five-236

point scale: 0 (’very bad’), 1 (’bad’), 2 (’ok’), 3237

(’good’), and 4 (’very good’). This granular scor-238

ing system allows for an in-depth evaluation of the 239

quality of each model’s response. The final ELO 240

score for each model is computed by aggregating 241

these individual ratings, providing a holistic mea- 242

sure of a model’s overall performance across the 243

benchmark’s varied tasks. 244

The benchmark results revealed that VinaL- 245

LaMA showcased commendable performance in 246

Vietnamese, closely trailing behind ChatGPT-3.5- 247

Turbo in some benchmarks. This indicates that 248

VinaLLaMA is highly effective in Vietnamese lan- 249

guage tasks, with only a slight margin separating 250

it from the more advanced ChatGPT-3.5-Turbo, as 251

shown in Table 4 252

5 Conclusion 253

In conclusion, the development of VinaLLaMA 254

marks a significant milestone in the realm of lan- 255

guage models, particularly in the context of Viet- 256

namese language processing. Achieving state-of- 257

the-art (SOTA) scores across all Vietnamese bench- 258

marks, VinaLLaMA has demonstrated exceptional 259

proficiency and adaptability. While its performance 260

in English benchmarks was slightly less dominant, 261

it still showed considerable competence, underscor- 262

ing its effectiveness as a bilingual model. 263

A key factor in VinaLLaMA’s success is the 264

strategic use of carefully crafted synthetic data in 265

its training process. VinaLLaMA’s achievements 266

not only set a new standard for language models 267

in Vietnamese but also contribute valuable insights 268

into the broader field of natural language process- 269

ing. 270

6 Limitations 271

VinaLlama-7B-chat exhibits limitations that are 272

widely recognized in the context of Large Lan- 273

guage Models (LLMs), including the cessation of 274

knowledge updates subsequent to the pretraining 275

phase, the risk of generating content that may not 276

be factual, such as unsubstantiated advice, and a 277

propensity towards producing inaccuracies or "hal- 278

lucinations." 279
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This recognition highlights a critical vulnerabil-280

ity, which could potentially render the system sus-281

ceptible to exploitation by malicious actors. In re-282

sponse to these challenges, forthcoming efforts will283

focus on enhancing the system’s security and de-284

pendability. These enhancements will be achieved285

through the implementation of sophisticated rein-286

forcement learning strategies, anticipated to sub-287

stantially diminish risks and improve the accuracy288

of the system’s output and decision-making capa-289

bilities.290
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A HuggingFace OpenLLM Leaderboard411

(English)412

Since our approach in developing VinaLLaMA in-413

volved continued pretraining and fine-tuning with414

both English and Vietnamese data, aiming to estab-415

lish it as a bilingual large language model. This416

strategy is key to enhancing its linguistic versatility417

and adaptability.418

We have documented VinaLLaMA’s perfor-419

mance metrics on the HuggingFace OpenLLM420

Leaderboard, providing a comparative analysis421

with other open-source models. These results, de-422

tailed in Table 6, offer insights into VinaLLaMA’s423

standing in the realm of bilingual language mod-424

els. This information is crucial for understanding425

its bilingual proficiency and for benchmarking its426

capabilities against existing models in the field.427

The performance of both the VinaLLaMA-428

7B-chat and 2.7B-chat models was particularly429

noteworthy, not only achieving the highest over-430

all scores but also showing remarkable strength431

in mathematical benchmarks, specifically the432

GSM8K. This highlights their capability in com-433

plex problem-solving and analytical reasoning, ar-434

eas often challenging for language models.435

Remarkably, VinaLLaMA-7B-chat exhibited ex-436

ceptional performance, surpassing even the rein-437

forcement learning-enhanced variants of Meta’s438

LLaMA-2-chat. This achievement is significant,439

considering the advanced nature of reinforcement440

learning models and their typically strong perfor-441

mance in such tasks. The success of VinaLLaMA-442

7B-chat in this regard underscores its advanced ca-443

pabilities and positions it as a leading model in the444

domain of mathematics and logic-based problem-445

solving.446

B In-house data 447

In this section, we will explain more about our ap- 448

proach in generating high quality synthetic data. 449

As explain in the Section 3.1.2, in the first stage, 450

we split our data into different chunks and then feed 451

into over 80 prompt templates. These prompts later 452

are fed into GPT-4 to produce more than 100K syn- 453

thetic data samples. The methodology and work- 454

flow of this process are illustrated in Figure 2. 455

At the second stage, we employed Vietcuna-3B- 456

v2, our successor smaller-scale language model, 457

to train on the synthetic samples generated in the 458

pretraining step. This training process utilized the 459

rewriting task-specific prompts, which is detailed 460

in Figure 3. Subsequently, we replicated the proce- 461

dure from Step 1 using this newly trained model. 462

This iteration resulted in the generation of over 463

500 billion synthetic tokens The final result of this 464

process is more than 500 billion of high-quality 465

Vietnamese tokens ready to be used to continue pre- 466

training on the base LLaMA 2 with the expanded 467

tokenizer. 468
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Model arc hellaswag mmlu truthfulqa winogrande GSM8K Average
(25-shot) (10-shot) (5-shot) (0-shot) (5-shot) (5-shot)

LLaMA-2 7B-chat-hf 0.5290 0.7855 0.4832 0.4557 0.7174 0.0735 0.5074
BLOOMZ-7B 0.4078 0.6209 0.3613 0.4522 0.6535 0.0008 0.4161
MPT-7B-chat 0.4625 0.7587 0.3762 0.4056 0.6843 0.0409 0.4547
Nous-Capybara-7B 0.5520 0.7876 0.4880 0.4907 0.7340 0.0690 0.5202
VinaLLaMA-2.7B-chat 0.3891 0.6556 0.3323 0.4838 0.5904 0.1350 0.4310
VinaLLaMA-7B-chat 0.5000 0.7293 0.4753 0.4969 0.6346 0.3002 0.5227

Table 6: HuggingFace OpenLLM Leaderboard Benchmark Scores of Supervised Fine-tuning Models

Figure 2: The first stage of generating synthetic data for pretraining

Figure 3: Our second stage of generating synthetic data for pretraining.
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