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Abstract

Despite the remarkable performance of large-scale pre-trained image representation
models (i.e., vision encoders) across various vision tasks, they often fail to learn
spatial relationships within images, constraining their effectiveness in various
downstream tasks, e.g., visual spatial reasoning and vision-based robot control,
etc. This limitation stems from the scarcity of 3D or multi-view images, making
it challenging to inject 3D spatial knowledge into the encoders. To overcome
this limitation, we propose a novel learning framework that enhances spatial
awareness in existing pre-trained image representation models. The core idea
involves converting 3D spatial information into linguistic expressions, which is then
used to inject such spatial knowledge into vision encoders through a Large Vision
Language Model (LVLM). To further improve spatial awareness, we introduce a
multi-turn visual spatial reasoning approach; specifically, we adopt a Chain-of-
Thought (CoT) framework to build hierarchical spatial understanding through 10
sequential reasoning turns. The proposed approach enhances pre-trained vision
encoders, for example, improving average accuracy on the SpatialRGPT visual
language spatial reasoning benchmark from 13.3% to 52.0% simply by replacing
the vision encoder in LLaVA-1.5-7B.

1 Introduction

Pre-trained image representation models [23, 14, 7, 31, 3, 16] have shown remarkable success in
various downstream tasks, such as image classification [11, 30], semantic segmentation [59, 32],
monocular depth prediction [44, 20], and vision-language understanding [2, 26]. The core idea
behind these successes is extracting transferrable representation from large-scale image datasets such
as ImageNet [13], enabling the model to understand semantic information within images that are
significantly useful for various downstream tasks.

Despite their success, these models are predominantly trained on 2D images and hence face a
fundamental challenge in acquiring 3D spatial awareness capabilities. Large vision language models
struggle to discern 3D spatial relationships between objects in images [33, 19, 47, 8], and demonstrate
sub-optimal performance in vision-based robotic control tasks compared to approaches that directly
utilize 3D information [54, 28, 56]. Training visual models on multi-view images can encode
spatial information [55, 48, 5], however, broader applicability is constrained by the need to use
carefully curated data [53] or simulation environments [43]. These challenges indicate the need for
methodologies that encode spatial information while leveraging widely available 2D image datasets.

We introduce SpatialBoost, a learning framework to enhance the spatial understanding of existing
pre-trained vision encoders by using language-guided reasoning (see Figure 1). The key idea is to
transform geometric and semantic information within images into language descriptions and then use
them to enhance the visual encoder via language supervision. This injection of linguistic knowledge
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(a) Spatial Knowleddge Extraction

Depth Estimation Region Captionil

projector

Example of CoT

Q: Is the woman located
front of monitor?

A: Woman is located ...,
monitor is located ...,
Answer: Yes

Pixel-level Object-level Scene-level
Reasoning Reasoning Reasoning

(b) Knowldge Convert to Description (c) Enhancing Vision Encoder through LVLM

Figure 1: Overview of the proposed framework, which enhances spatial and geometric understand-
ing of pre-trained vision encoders by leveraging language-guided spatial reasoning. Our framework,
i.e., SpatialBoost, consists of (a) spatial knowledge extraction, (b) converting extracted knowledge
into multi-turn spatial reasoning from pixel to scene levels, and (c) building a spatial-aware vision
encoder using LVLM.

utilizes an LVLM like LLaVA [33], with all parameters frozen except for a trainable dual-channel
attention layer added to the image encoder. We also adopt a multi-turn visual spatial reasoning
approach using a Chain-of-Thought (CoT) framework to build hierarchical spatial understanding
through 10 sequential reasoning turns.

We apply SpatialBoost to DINOv2 [38] and OpenCLIP [9]. LLaVA-1.5-7B [34] trained with Spatial-
Boost OpenCLIP and DINOv2 improved from 13.3% to 52.0% and 18.8% to 54.2%, respectively,
surpassing GPT-40 [1] (39.7%) and Gemini 2.0-flash [12] (42.5%) simply by changing the encoder.
In embodied environments, average score increases by 6.0% for OpenCLIP ViT-L/14 and 7.2% for
DINOvV2 ViT-L/14. We also show applicability to depth estimation and semantic segmentation, where
ViT variants achieve performance comparable to significantly larger models.

2 Method

In this section, we present SpatialBoost, a framework that leverages linguistic expressions of geo-
metric and semantic information within images to enhance pre-trained vision encoders for spatial
understanding. We describe how we leverage an LVLM and use dual-channel attention layers to inject
linguistic information into image representations, and how we extract 3D spatial information from
2D images and express it in language via a multi-turn visual spatial reasoning dataset (see Figure 1).

2.1 Preliminary: LLaVA

LLaVA [33, 34] is an LVLM designed to generate natural language responses to questions about
visual inputs. Given an image x and QA pairs (Qx, Ax ), LLaVA extracts visual feature vectors using
a pre-trained visual encoder fy/, projects them via gp to obtain vx = gp(fy (%)), and processes
textual embeddings and vy through the LLM decoder hj, to predict A, auto-regressively.

2.2 Training Strategy for SpatialBoost

We train the model to generate answers containing the knowledge that we aim to inject by taking
images and prompts as input to the LVLM. This process employs supervised fine-tuning (SFT) loss
while keeping all hyperparameters of the LLM component fixed, allowing only the vision encoder
and projector parameters to be trainable. Through this method, the vision encoder learns to generate
representations necessary for producing answers. However, this process risks losing useful image
representations previously possessed by the vision encoder. To address this challenge, we implement
a dual-channel attention mechanism (see Figure 3 and Appendix B).
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User: Tell me the depth of (0.23, 0.85)

the man wearing orange vest is located [0.54, 0.42, 0.64, 0.61, 0.53, 0.91]
in the image determine each 3d position compare each 3d position
Yes

Assistant: 1.5 meters away
User: Which point is close to a viewer? Point 1: (0.49, 0.60) Point 2: (0.23, 0.85)
Assistant : Point 2 is closer than Point 1
User : What is the coordinate of 3D bounding box for the man wearing glasses?
Assistant : [0.47,0.25,0.59, 0.55, 0.38, 0.77]
User : What is the coordinate of 3D bounding box for the man wearing orange vest?
- S Assistant : [0.54,0.42,0.64,0.61,0.53,0.91]
% -
User : Is the man wearing glasses on the left side of the man wearing orange vest?
Assistant: The man wearing glasses is located [0.47, 0.25, 0.59, 0.55, 0.38, 0.77]
in the image
Scene-level QA

User: How far is the man wearing glasses from the man wearing orange vest?
Assistant: The man wearing glasses is located [0.47, 0.25, 0.59, 0.55, 0.38, 0.77] in the image

Object-level QA
The man wearing orange vest is located [0.54, 0.42, 0.64, 0.61, 0.53, 0.91]
in the image determine each 3d position compare each 3d position
Pixel-level QA Tl"ne man wt.aarlng glasses is on the left side of the man wearing orange vest
It’s 50 centimeters

Figure 2: Illustration of multi-turn visual spatial reasoning dataset, exhibiting pixel-level, object-
level, and scene-level reasoning QAs. At the pixel-level, the QA task queries the 3D positions of
points (e.g., via depth estimation). At the object-level, it extracts spatial properties of objects (e.g., by
predicting bounding cubes or relative positions). At the scene-level, it determines the exact distances
between multiple objects that require the rationales of the previous steps. These are listed in order
and constitute 10 multi-turn visual spatial reasoning conservation.

2.3 Enhancing Vision Encoder with Spatial CoT

We now describe our process for extracting 3D spatial information from 2D images and converting
it into linguistic expressions. Our key idea is to utilize VQA data rich in spatial relationships that
can be effectively processed by LVLMs, enabling us to optimize vision encoders for enhanced
spatial understanding. To achieve this, we introduce a multi-turn visual spatial reasoning approach
implementing a Chain-of-Thought (CoT) framework [49]. This method builds hierarchical spatial
understanding through 10 sequential reasoning turns that progress from narrow to broad view. Each
new turn generates reasoning that depends on previous answers, enabling the model to develop
progressively deeper spatial comprehension. By fine-tuning vision encoders with this dataset, we
effectively transfer spatial knowledge into image representations.

Multi-turn Visual Spatial Reasoning Dataset. We construct a multi-turn visual spatial reasoning
dataset, i.e., multi-turn question-answering (QA) dataset specialized in spatial reasoning. Given an
image x, we use depth estimation and segmentation models [4, 42] to extract a 3D point cloud and
then synthesize QA pairs specialized in spatial reasoning. We construct QA pairs at three levels:
pixel-level (e.g., depth prediction or comparison), object-level (e.g., semantic spatial information via
3D bounding cubes or relative positional relations), and scene-level (e.g., exact distances between
multiple objects). This hierarchy enables CoT reasoning in order of pixel-, object-, and scene-level.

Multi-turn Fine-tuning. We fine-tune the vision encoders by presenting spatial reasoning as a
multi-turn conversation. For each image, we format the 10 QA turns into a single chat template
where each turn builds upon previous turns. The complete conversation is then used for supervised
fine-tuning, enabling the model to learn the connected nature of spatial reasoning through the entire
sequence at once. This approach allows the LVLM to reason at broader view levels based on
information obtained from narrower views (see the reasoning process in Figure 2).

3 Experiments

In this section, we design experiments to investigate whether SpatialBoost can effectively enhance
visual representations by capturing geometric and semantic information within images. In particular,
we evaluate SpatialBoost on VQA tasks that require 3D geometric spatial reasoning, vision-based
robot learning tasks, and dense prediction tasks (see Section 3.1). We also provide ablation studies
and analysis on our design choices (see Section 3.2). Details of each experiment are described in
Appendix C.
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Table 1: Results on visual question answering (VQA) tasks. We report the accuracy (%) of large
vision-language models (LVLM) with various vision encoders on general VQA tasks and spatial
reasoning from SpatialRGPT-Bench [8] and BLINK’s Relative Depth Benchmark (BLINK-bench).
We use ViT-L/14 model for both OpenCLIP [9] and DINOv2 [38].

Spatial Reasoning General VQA
Model Vision encoder SpatialRGPT-bench [8] BLINK-bench [19] VQAv2 [22] GQA [26] MMBench [36] MME [18]
GPT-40 [1] - 39.7 64.5
Gemini-2.0-flash [12] - 425 68.3 - - - -
OpenCLIP [9] 13.3 51.6 77.8 61.8 63.9 1510.2
+ SpatialBoost 52.0 85.1 79.0 65.6 67.7 1516.3
LLaVA-1.5-7B [34] DINOv2 [38] 18.8 55.2 75.2 61.5 64.0 1506.2
+ SpatialBoost 54.2 87.5 76.8 62.5 67.4 1514.2

Table 2: Results on vision-based robot learn-  Table 3: Results on dense prediction tasks. We
ing. We report imitation learning agents on 4  report RMSE for monocular depth estimation
domains from CortexBench [37], trained upon ~ and mloU for semantic segmentation. All results

frozen representations. are linear probing with frozen representations.
Robot learning Depth estimation () | Segmentation (1)
Method Adroit MetaWorld DMControl — Trifinger Avg. Method NYUd [44] KITTI [21] \ ADE20k [58] Pascal VOC [17]
OpenCLIP [9] 508 £33 757 +19 589 +20 648+07 62.6 OPEHCT.JP 191 0.56 3.66 39.1 70.8
+ SpatialBoost 53.8 +37  84.0 122 67916 68704 68.6 + SpatialBoost 0.40 2.82 40.0 74.3
DINOv2 [38] 368 +35 62.6+18 484 +14 623 +04 525 DINOV2 [38] 0.38 2.78 47.7 82.1
+ SpatialBoost  50.1 +30  66.5 +2.1 550+19 67212 59.7 + SpatialBoost 0.32 2.56 49.2 83.5

3.1 Results on Downstream Tasks

Visual Question-Answering (VQA) Tasks. SpatialBoost consistently enhances spatial reasoning
capabilities while preserving general VQA abilities. In Table 1, LLaVA-1.5-7B with SpatialBoost
DINOV2 improves average performance across SpatialRGPT-bench from 18.8% to 54.2%, and with
OpenCLIP from 13.3% to 52.0%, surpassing GPT-40 (39.7%) and Gemini 2.0-flash (42.5%) simply
by changing the encoder.

Vision-based Robot Learning. Across CortexBench domains, agents using SpatialBoost backbones
outperform baselines. In Table 2, SpatialBoost OpenCLIP achieves 67.9% vs. 58.9% on DMControl,
with average gains of 6.0%p for OpenCLIP and 7.2%p for DINOv2.

Dense Prediction Tasks. SpatialBoost improves both geometric and semantic spatial understanding.
For instance, in Table 3, RMSE on NYUd decreases from 0.56 to 0.40 for OpenCLIP and mloU on
ADE20k rises from 47.7% to 49.2% for DINOv?2.

3.2 Ablation Study and Analysis

Effect of Multi-turn Visual Reasoning. We investigate the effect of the construction of a multi-turn
visual reasoning dataset. Forward curriculum (i.e., pixel — object — scene) yields larger gains than
single-turn, shuffled, or reversed orders, indicating that the order of reasoning has a greater impact
than merely using multi-turn data. We provide details in Appendix D.1.

Effect of Dual-channel Attention Layer. We investigate the effect of the dual-channel attention layer,
specifically examining whether it preserves original knowledge. Dual-channel attention preserves pre-
trained knowledge and improves classification performance on ImageNet-1K [13] and CIFAR-100
[30], while full fine-tuning or LoRA [25] degrades performance. We provide details in Appendix D.2.

Dataset Scalability. We find that increasing the size of dataset consistently improves the performance
of monocular depth estimation and semantic segmentation under matched update budgets, demon-
strating robustness to scaling and potential for further gains. We provide details in Appendix D.3.

4 Conclusion

In this paper, we have presented SpatialBoost, a framework to enhance the vision encoders by
leveraging linguistic expressions of geometric and semantic information within images. SpatialBoost
uses an LVLM and dual-channel attention layers, generates a multi-turn visual spatial reasoning
dataset, and leverages it to improve image representations.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: All claims in the introduction and abstract accurately reflect the contribution
and scope.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer:
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508 Justification: We did not discuss limitations in this paper.

509 Guidelines:

510 * The answer NA means that the paper has no limitation while the answer No means that
511 the paper has limitations, but those are not discussed in the paper.

512 * The authors are encouraged to create a separate "Limitations" section in their paper.
513 * The paper should point out any strong assumptions and how robust the results are to
514 violations of these assumptions (e.g., independence assumptions, noiseless settings,
515 model well-specification, asymptotic approximations only holding locally). The authors
516 should reflect on how these assumptions might be violated in practice and what the
517 implications would be.

518 * The authors should reflect on the scope of the claims made, e.g., if the approach was
519 only tested on a few datasets or with a few runs. In general, empirical results often
520 depend on implicit assumptions, which should be articulated.

521 * The authors should reflect on the factors that influence the performance of the approach.
522 For example, a facial recognition algorithm may perform poorly when image resolution
523 is low or images are taken in low lighting. Or a speech-to-text system might not be
524 used reliably to provide closed captions for online lectures because it fails to handle
525 technical jargon.

526 * The authors should discuss the computational efficiency of the proposed algorithms
527 and how they scale with dataset size.

528 * If applicable, the authors should discuss possible limitations of their approach to
529 address problems of privacy and fairness.

530 * While the authors might fear that complete honesty about limitations might be used by
531 reviewers as grounds for rejection, a worse outcome might be that reviewers discover
532 limitations that aren’t acknowledged in the paper. The authors should use their best
533 judgment and recognize that individual actions in favor of transparency play an impor-
534 tant role in developing norms that preserve the integrity of the community. Reviewers
535 will be specifically instructed to not penalize honesty concerning limitations.

536 3. Theory assumptions and proofs

537 Question: For each theoretical result, does the paper provide the full set of assumptions and
538 a complete (and correct) proof?

539 Answer: [NA]

540 Justification: We do not have theory in this paper.

541 Guidelines:

542 » The answer NA means that the paper does not include theoretical results.

543 * All the theorems, formulas, and proofs in the paper should be numbered and cross-
544 referenced.

545 * All assumptions should be clearly stated or referenced in the statement of any theorems.
546 * The proofs can either appear in the main paper or the supplemental material, but if
547 they appear in the supplemental material, the authors are encouraged to provide a short
548 proof sketch to provide intuition.

549 ¢ Inversely, any informal proof provided in the core of the paper should be complemented
550 by formal proofs provided in appendix or supplemental material.

551 * Theorems and Lemmas that the proof relies upon should be properly referenced.

552 4. Experimental result reproducibility

553 Question: Does the paper fully disclose all the information needed to reproduce the main ex-
554 perimental results of the paper to the extent that it affects the main claims and/or conclusions
555 of the paper (regardless of whether the code and data are provided or not)?

556 Answer: [Yes]

557 Justification: We provide implementation details in Appendix A and Appendix E.

558 Guidelines:

559 » The answer NA means that the paper does not include experiments.
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* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: The benchmark is already open-sourced, but we do not currently submit code
and data when submitting.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: : We provide the details in Appendix A.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: All experiments are conducted with multiple seeds.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide compute resources we used in Appendix A.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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10.

11.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We do not have any ethical concerns.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.
* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: Our work has no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our framework does not introduce risks.
Guidelines:

* The answer NA means that the paper poses no such risks.
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13.

14.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We have cited all papers and datasets in Reference.
Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer:

Justification: We do not involve crowdsourcing nor research with human subjects.
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Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer:
Justification: We do not have human subject.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development does not involve LLMs as any important,
original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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