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Abstract

We propose Adaptive Supermask (Ada-Sup), a
scalable and efficient method for discovering
high-quality multi-bit supermasks in an extended
Strong Lottery Ticket framework. Building
on this methods, we introduce TicketLLM, a
Transformer-based model that combines pruning,
quantization, and random weights to enable com-
pact low-bit sparse representations. Experimental
results show that Ada-Sup can find high quality
supermasks with significantly reduced training
cost in comparison to previous methods, both for
binary and multi-bit supermask settings. Further-
more, TicketLLM outperforms BitNet b1.58 on
a 1.3B parameter model with the same memory
per connection, achieving 0.08 lower perplexity
despite operating at a higher sparsity level (50%
vs. 33%). These results demonstrate the potential
of leveraging supermask and random weights as
a practical and powerful alternative for building
lightweight, scalable LLMs.

1. Introduction

As the number of parameters in large language models in-
creases, model compression techniques are becoming more
and more important for efficient deployment. In particular,
directly analyzing scaling laws with model compression
techniques has led to new insights into the trade-offs be-
tween performance and efficiency, enabling the discovery of
new frontiers in model efficiency (Dettmers & Zettlemoyer,
2023; Wang et al., 2023; Ma et al., 2024; Chen et al., 2024;
Kumar et al., 2024; Liu et al., 2025). However, existing
analyses have focused almost on quantization or pruning,
leaving other promising compression techniques underex-
plored.
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Table 1. Comparison of TicketLLM with other reproduced LLMs
with 1.3B parameters. All models are trained with approxi-
mately 400B tokens with the same dataset sampled from FineWeb-
Edu (Penedo et al., 2024). LLaMA* is configured LLaMA archi-
tecture by replacing linear projection layers with low-bit represen-
tations with RMSNorm.

Name TicketLLM BitNet b1.58 LLaMA
General Characteristics

Base Arch. LLaMA* LLaMA* LLaMA
Weight Distribution {-3,-2,..,3} {-1,0, +1} bfl6
Compression Approach SLT Quantization N/A
Training Method Ada-Sup QAT N/A
Parameters

Random Weights {-1, +1} N/A N/A
Trained Weights N/A {-1,0,+1} bf16
Supermask 2-bit ({0,1,2,3}) N/A N/A
Memory and Sparsity

Memory per Connection 2-bit 2-bit 16-bit
Sparsity (%) ~ 50 ~ 30 N/A
Performance

C4 PPL (1.3B) 13.54 13.62 11.68

The Strong Lottery Tickets (Zhou et al., 2019; Ramanu-
jan et al., 2020) and their follow up study (Hirose et al.,
2022) have introduced a novel compression paradigm that
leverages randomness. This approach is characterized by
three key features. First, it eliminates the need to store
model weights by using fixed random weights, allowing
model to utilize generated weights on-the-fly via a random
number generator. Second, it introduces unstructured spar-
sity by uncovering an effective subnetwork within random
weights using a pruning mask—known as a supermask.
Third, since only the supermask needs to be stored, and
it can be represented in binary, the overall model storage
is significantly reduced. This novel paradigm has sparked
considerable interests and found applications in diverse do-
mains, including Graph Neural Networks (Huang et al.,
2022), Folded Networks (Garcia-Arias et al., 2023), one-
layer Transformers (Shen et al., 2021), and large-scale vi-
sion applications (Okoshi et al., 2022).

Despite its potential, the impact of Strong Lottery Tickets
(SLTs) on the scaling behavior of Transformers remains
largely unexplored, primarily due to the lack of suitable
optimization algorithms. In particular, there are two major
challenges in applying SLTs to LLMs: (1) ensuring scala-
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bility to complex tasks, and (2) reducing the training over-
head associated with supermask optimization. Multicoated
Supermasks (M-Sup) (Okoshi et al., 2022) addresses the
scalability issue by introducing a multivalued mask, which
allocates additional bits to leverage multiple supermasks
with different sparsity levels. However, it still suffers from
inefficiencies during training, mainly due to overhead for
supermask generation.

To tackle these challenges, we propose Adaptive Super-
masks (Ada-Sup), a scalable and efficient method for super-
mask optimization. Ada-Sup leverages a quantization-based
approach for score parameters, which are updated during
training to optimize the supermask. Building on this founda-
tion, we introduce TicketLLLLM, a low-bit and sparse Trans-
former architecture enhanced with Ada-Sup, to investigate
the scaling behavior of SLTs in LLMs. We first compare
Ada-Sup with existing supermask optimization methods
on Transformer architectures. Subsequently, we evaluate
TicketLLM across varying amounts of training tokens and
model sizes to assess its scalability and compare it against
state-of-the-art low-bit sparse baselines. Our experimental
findings can be summarized as follows:

e Compared with other supermask optimization meth-
ods, Ada-Sup achieves comparable performance with
lower training cost in both the binary and multivalued

supermask settings.
¢ Increasing supermask bits is effective in overtraining

scenarios where the number of training tokens far ex-
ceeds the compute-optimal budget proposed by (Hoff-

mann et al., 2022).
* In situations where unstructured sparsity can be ex-

ploited in low-bit representations, allocating additional
bits to the supermask is more effective than using them

for sign representation.
* As summarized in Table 1, experiments on 1.3B Trans-

formers shows that our proposal improves perplexity
by 0.08 even with higher sparsity compared with Bit-
Net b1.58, both using 2 bits per connection.

2. Strong Lottery Ticket
2.1. Formulation of SLT

As shown in Figure 1, SLT consists of random weights
and supermask. Given an input row vector x € RXCin,
an output row vector y € R'*Cout and random weights
Wiand € ACm*Cout where A is an arbitrary distribution,
the linear projection of SLT with the batch size of 1 is
defined as follows:

y=x (Wrand © M) s (1

where M € {0, 1}“=>Cut i5 a supermask that uncovers
the subnetwork of random weights. Instead of optimizing
weights, SLT finds an accurate subnetwork by updating a
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Figure 1. Structure of Strong Lottery Ticket (SLT) with randomly
initialized weights and the supermask. Since random weights are
sampled from Signed Kaiming Constant as discussed in Sec. 3.2,
the subnetwork can represent ternary values with binary storage.
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Figure 2. Overhead of supermask optimization from score parame-
ters for each method. We include three baselines: EP (Ramanujan
et al., 2020), ProbMask (Zhou et al., 2021), and FixedTh (Koster
et al., 2022), in addition to our proposal (AS). We set the same
input and output dimensions with all methods with batch size of
2048. Execution time is measured over 100 iterations using an
NVIDIA GeForce RTX 3090.

pruning mask M. Since it takes only zero or one, this op-
timization is NP-hard. To mitigate this issue, most prior
works map score parameters into pruning masks. In this
context, three notable techniques have emerged for super-
mask optimization: EdgePopup (Ramanujan et al., 2020),
ProbMask (Zhou et al., 2021), and FixedTh (Koster et al.,
2022).

Recently, Okoshi et al. has proposed Multicoated Super-
masks (M-Sup), which expand supermask to take integer
scalar values. In this method, Eq. (2) can be represented as

N
y =x <Wmd oy Mi> : )
=0

where M; is supermask whose sparsity is different and
N is the number of supermasks. In this proposal, each
supermask is optimized using EdgePopup using shared score
parameters, introducing additional constraints of (¢ + 1)-th
supermask to be a subset of ¢-th supermask.
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Figure 3. Overview of supermask generation methods. Supermask is generally optimized using score parameter assigned to each
connectivity (left). M-Sup (Okoshi et al., 2022), a fundamental approach for multivalued mask, calculates supermask by selecting top-k%
of score parameters, resulting in significant training overhead (center). Ada-Sup, in contrast, reduces computational overhead through

score quantization-based approach (right).

2.2. Model Compression Perspective on SLT

This section briefly explains how SLTs are connected to the
conventional model compression methods such as pruning
and quantization.

SLTs can be interpreted as a special case of a concurrent
blend of pruning and quantization. Specifically, SLTs spar-
sify the model by uncovering the subnetwork through the
supermask, which determines the connectivity of random
weights. This sparsity has a similar granularity to the un-
structured sparsity in conventional pruning methods. SLT
also achieves low-bit storage and computation through a
mechanism different from quantization. Unlike conven-
tional quantization, SLT achieves low-bit storage and com-
putation through a fundamentally different mechanism. Stor-
age efficiency is obtained by leveraging a binary super-
mask along with an appropriate architectural support for
inference-time random weight generation, such as the one
found Hirose et al., eliminating the need for explicit weight
storage. Low-bit computation is enabled by sampling ran-
dom weights from a binary distribution, which empirically
yields optimal performance in SLT settings (Ramanujan
et al., 2020). In consequence, SLT can effectively repre-
sent a ternary weighted model at the memory requirements
of only the binary supermask. In the case of multivalued
mask, only n-bits are required to represent a (n + 1)-bits
symmetric quantized distribution.

2.3. Motivation and Limitations of Existing SLT
Methods

Existing frameworks suffer from either limited scalability to
large-scale datasets such as ImageNet (e.g., FixedTh), poor
training efficiency (e.g., EdgePopup), or both (e.g., Prob-
Mask). Most prior works, including FixedTh and ProbMask,
do not report results on ImageNet. Although EdgePopup is
the only method among the three that provides ImageNet

results, its accuracy using a single supermask is significantly
lower than that of the original dense model (e.g., 68.6% vs.
77.1% on ResNet-50). While M-Sup pushes the limits of
scalability by incorporating multivalued mask (e.g., 74.3%
on ResNet-50), its reliance on EdgePopup still suffers from
training overhead for supermask computation as shown in
Figure 2.

These observations highlight a gap in existing SLT-based
methods: achieving both model scalability and training effi-
ciency remains challenging. To address this difficulty, we
propose Adaptive Supermask (Ada-Sup), a novel supermask
optimization framework that improves both the scalability
and efficiency through quantized score-based mask genera-
tion.

3. Adaptive Supermask and its application to
LLMs

3.1. Adaptive Supermask

In this section, we explain our proposal, Adaptive Super-
masks (Ada-Sup) which is a quantization-based approach
for optimizing supermasks. The brief overview of our pro-
posal is described in Figure 3. As described in Sec. 2.1, su-
permask is optimized by updating score parameters. Given
score parameters S € R+mec"“‘, Ada-Sup calculates
supermask by quantizing score parameters, as

M = v[clip(S/7,0,1)]. (©)

Here, ~ is a scaling factor that determines the clip range
of scores, and [-]| is the round function. The clip(z, a, b)
function clamps all elements to the range [a, b]. Please note
supermask in Ada-Sup uses a scaled binary connectivity
mask M € {0,~} different from original supermask to
introduce the quantization scaling factor.

Ada-Sup can extend to a multivalued mask with n-bits rep-
resentation by replacing the upper bound of the clip function
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with 2" — 1 without additional operations:
M = y[clip(8/7,0,2" —1)]. )

In the backward pass, we use the straight through estima-
tors (Bengio et al., 2013) to compute the derivative of M
concerning the score S, as in EdgePopup.

Weight quantization often determines the scaling factor ~y
based on the distribution of weights. Following BitNet
b1.58 (Ma et al., 2024), we compute ~ as the mean of the
absolute values of the parameters. Since score parameters
are always non-negative, we can directly use their mean
without taking absolute values:

1 1
7:m;|5ij‘:m;Sij. (5)

3.2. Weight Initialization

In order to find accurate SLTs, the distribution of ran-
dom weights is crucial. Previous research (Ramanujan
et al., 2020; Okoshi et al., 2022) has demonstrated that
the Signed Kaiming Constant (SKC), which samples from
{—0oknN,0KkN}, yields the best performance (oky is the
standard deviation of the Kaiming Normal distribution (Han
et al., 2015)). However, since the supermasks are already
scaled in our method, as shown in Eq. (3), multiplying ~y
with ok introduces a redundant operation. Therefore, we
adopt a binary distribution {—1, +1} for random weights.

3.3. Overall Architecture of TicketLLM

This section presents overall architecture of TicketLLM to
verify effectiveness of Ada-Sup on LLMs. We follow the
LLaMA (Touvron et al., 2023) to design the Transformer,
including rotary positional embedding (RoPE) (Su et al.,
2024) and gated linear unit (GLU) (Shazeer, 2020). The
basic block of LLaMA consists of a multi-head attention
(MHA) block and a feed-forward network (FFN) block with
a residual connection. Different from the LLaMA architec-
tures, we eliminate the pre-normalization layer for MHA
and FFN since we introduce the RMSNorm to the input of
the linear projection layer as discussed in Sec. 3.1. Thus,
the output of a Transformer block is calculated as follows:

Xrﬂid
Xout =

Xin + MHA(X—IH)7
Xmid + FFN(Xmid)-

Here, Xin, Xmid, Xout € RT*¢ denote input sequence,
output sequence of the MHA, and output sequence of FFN,
respectively, where 7" is the sequence length and d is the
model dimension.

TicketLLLM replaces all linear projections in both MHA
and FFN with Ada-Sup linear (ASL). Thus, given an in-

put sequence Xj,, the MHA layer can be represented as

ASLQ (Xin) (ASLK (Xill))T
Vd

where ¢ is a softmax function, and ASLq, ASLk, and ASLy
are query, key, and value projections by Ada-Sup, respec-
tively. Note that we omit the RoPE and assume the single-
head attention for simplicity.

MHA(X;,) = ¢ ( ) ASLy(Xin),

Based on the LLaMA architectures, we apply the FFN with
GLU. Thus, X, = FFN(Xj,) is calculated using the
following two steps:

ASL1 (Xmia) © 0(ASLz(Xmmia))
ASL3(Xmid2)s

Xmid2 =
Xout =

where o represents the sigmoid function. As an exception,
we train only weights shared by the token embedding and
the final linear projection.

4. Evaluation
4.1. Experimental Setup

Transformer models are trained on randomly sampled sub-
sets of FineWeb (Penedo et al., 2024) and evaluated on
the C4 validation dataset (Raffel et al., 2020). All datasets
are tokenized using the LLaMA?2 tokenizer (Touvron et al.,
2023), whose vocabulary size is 32K. In order to ensure
consistent training, tokens are concatenated into sequences
of length 2048, where shorter sequences are combined and
longer sequences are truncated.

We vary the model size from 0.05B to 1.3B by increasing
the number of layers and hidden dimensions while keeping
the head dimension constant.

For pre-training, we determine the training token following
aratio of tokens per model parameters (TPP). We use Adam
with decoupled weight decay (AdamW) (Loshchilov & Hut-
ter, 2019), setting 81 = 0.95, B2 = 0.99, and a weight
decay of 0.1. The learning rate is scaled with model size
following Kaplan et al., and linearly decays to zero after
completing the learning rate warmup in the first 1% of the
total number of iterations. Although cosine decay is com-
monly used for pre-training, we adopt the recent learning
rate schedule findings (Defazio et al., 2024; Anonymous,
2025). The batch size is 512, with gradient accumulation
employed for larger models. Gradient clipping with 1.0 is
also applied to stabilize training.

In addition to cross-entropy loss, we also evaluate perplexity
and downstream accuracy for experiments involving models
with larger parameters to provide a more comprehensive
analysis of model performance in practical situations. Vali-
dation is performed once the training is completed using the
latest checkpoint.
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Figure 4. Comparison of Ada-Sup with other supermask methods, including EdgePopup and FixedTh. To determine the v in Eq. (3), we
use the mean of scores for Ada-Sup. We also include the conventional weight learning (LLaMA) as a reference. We vary the number of

parameters from 0.05B to 0.7B with a fixed TPP of 20.

We provide all model configurations and hyperparameters
in Appendix A.

4.2. Comparison of Supermask Methods

This section compares Ada-Sup with other supermask meth-
ods, including EdgePopup and FixedTh. We also include
reproduced LLaMA models as a baseline with the same
training tokens. Following Ramanujan et al. and Koster
et al., we set the sparsity to 50% for EdgePopup and use
a fixed threshold of 0.01 for FixedTh, respectively. All
models are trained with a fixed TPP of 20.

As shown in Figure 4 (a), Ada-Sup consistently outperforms
other baselines except for LLaMA models across all pa-
rameters. Specifically, Ada-Sup reduces the loss by 0.05
compared to FixedTh and by 0.17 compared to EdgePopup
on average, demonstrating that Ada-Sup discovers superior
supermasks compared to other methods.

Figure 4 (b) compares Ada-Sup against M-Sup with dif-
ferent supermask bits. M-Sup is a multivalued mask opti-
mization method where each supermask is optimized using
EdgePopup. To align overall training iterations with our
method, M-Sup with linear is used to determine multiple
supermask sparsities of EdgePopup.

As shown in Figure 4 (b), both methods achieve comparable
performance. For example, Ada-Sup achieves an evalua-
tion loss of 2.95 compared to 2.92 from EdgePopup for
2-bit supermasks, while for 3-bit supermasks, the losses
are 2.94 and 3.00, respectively. Despite comparable per-
formance, Ada-Sup shows superior training efficiency. On
700M-parameter models trained with 20 TPPs, Ada-Sup
takes a training time of approximately 40 H100 GPU hours
for both 2-bit and 3-bit supermasks, while M-Sup with Edge-
Popup takes around 80 H100 GPU hours.

These results highlight that Ada-Sup not only matches per-
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Figure 5. Model performance scale regarding training tokens. We
compare different numerical representations with 0.1B parameters.

formance in both the binary and multivalued mask settings
but also significantly reduces the computational cost in mul-
tivalued mask methods, making it a more practical and
scalable solution for applying supermask methods to LLMs.

4.3. Exploring TicketLLM as Low-bit Sparse LLMs
ANALYSIS OF DATASET SCALING

This section explores how increasing the number of training
tokens affects model performance across different low-bit
sparse representations. To analysis dataset scaling, we com-
pare the loss on the C4 validation dataset across a wide
range of TPPs, from 20 to 1280, using different low-bit
representations under a fixed model size of 0.1B parameters.
We adopt BitNet b1.58 as the strong baseline for low-bit
sparse representation in addition to the FP16 baseline of the
LLaMA-based dense model.

We can observe three key findings from Figure 5. (1) When
comparing TicketLL.M models with different supermask
bits, increasing supermask consistently improves perfor-
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Table 2. Perplexity on C4-validation datasets and O-shot evaluations on 10 downstream tasks. To support a wide variety of downstream
tasks, we choose the 0-shot tasks from (Gadre et al., 2024) in addition to reported tasks in BitNet b1.58 (Ma et al., 2024) (denoted as
BitNet in this table). All models are trained with 320 TPP. Sps. and PPL denote sparsity and perplexity.

Param. Model [ #Bit [ Sps. (%) [ PPL| [ ARCe ARCc  HS 0oQ BQ PQ WGe COPA MMLU LLAMB Avg (%)7
0.1B LLaMA 16 0 20.92 | 41.33  26.11 3216 31.60 59.39 6257 5036 5200 23.17 28.29 40.70
0.1B BitNet 2 32 28.35 | 39.94 21.76 29.17 3020 5425 5822 5130 4500 23.29 21.99 37.51
0.1B  TicketLLM | 2 48 26.44 | 37.96 2372 2892 30.40 6046 60.12 50.04 5500 23.20 21.11 39.19
0.3B LLaMA 16 0 16.14 | 5029 29.61 4253 3620 5343 67.14 5193 59.00 23.17 38.09 45.34
0.3B BitNet 2 32 20.22 | 4440 2688 3601 3120 5945 6436 5328 5800 23.38 30.18 42.51
03B TicketLLM | 2 48 19.43 | 4373 2585 36.14 3400 58.04 63.17 50.04 58.00 23.29 30.22 42.65
0.7B LLaMA 16 0 12.84 | 5795 3439 5381 3840 61.13 7127 5785 66.00 2437 46.90 51.81
0.7B BitNet 2 32 1535 | 52.78 30.63 47.44 3440 6049 6839 5596 62.00  23.31 39.84 47.42
0.7B  TicketLLM | 2 50 15.06 | 49.41 29.01 4523 3440 5682 67.85 54.62 6400 23.25 37.90 46.05
1.3B LLaMA 16 0 11.68 | 62.92 3729 59.87 4020 6226 73.01 59.67 69.00 24.18 51.52 53.99
1.3B BitNet 2 33 13.62 | 5539 32.68 5451 3840 59.24 7035 5730 66.00 23.80 41.78 49.75
1.3B TicketLLM | 2 50 13.54 | 5429 33.02 52.03 3640 59.76 7035 5493 66.00 23.64 42.89 49.53

mance. However, the performance gain from 2-bits to 3-bits
is relatively small compared to the improvement from 1-bit
to 2-bits. Our proposed method uses varying supermask
bits to analyze the trade-offs between model size and per-
formance.

(2) TicketLLM not only outperform the state-of-the-art
(SOTA) quantization methods, but also shows better scaling
trends regarding the dataset size under the same 2-bit model.
While BitNet-b1.58 does not improve its performance be-
yond TPP=160, TicketLLM continues to benefit from the
increased dataset. This comes from the extended search
space of TicketLLLM, fully leveraging 2-bit representation
and expanded numerical representation.

(3) When comparing TicketLLM with a LLaMA-based
dense model using FP16 weights, on the other hand, the
loss gap gradually widens as the number of training to-
kens increases. This suggests that increasing the number
of weight bits allows the model to retain more information
from the training data. Improving model capacity to han-
dle increasing data under low-bit representation remains a
key challenge, and addressing this limitation is a promising
direction for future research.

These results highlight the effectiveness of our proposal,
particularly in low-bit settings with larger datasets.

ANALYSIS OF PARAMETER SCALING

This section compares the model performance when in-
creasing parameters for the given TPP 320 to analyze pa-
rameter scaling on Transformer architecture. To achieve
this goal, we evaluate perplexity on C4 validation datasets
and 0-shot performance for ten downstream tasks, includ-
ing ARC-easy, ARC-challenge (Yadav et al., 2019), Hel-
laSwarg (Zellers et al., 2019), BoolQ (Clark et al., 2019),
Open-bookQA (Mihaylov et al., 2018), PIQA (Bisk et al.,
2020), WinoGrande (Sakaguchi et al., 2021), COPA (Roem-
mele et al., 2011), MMLU (Hendrycks et al., 2021), and
LAMBADA (Paperno et al., 2016). Table 2 summarize the
results.

When comparing TicketLLM with BitNet b1.58, our method
consistently outperforms in perplexity with higher sparsity.
While BitNet b1.58 shows superior performance in down-
stream accuracy in certain parameters, these results high-
light the strong potential of TicketL.LM for efficient large
language models.

Although our proposed method achieves lower perplexity
compared to BitNet b1.58 across all model sizes, it still
underperforms the reproduced LLaMA models in both per-
plexity and downstream accuracy. However, we observe
distinct trends in performance scaling across perplexity and
downstream tasks. For perplexity, the performance gap be-
tween our model and LLaMA narrows as the number of
parameters increases, suggesting improved text generation
quality at larger parameters. In contrast, on downstream
tasks, the performance gap tends to widen with increasing
parameters, implying that TicketLLM may currently have
limitations in leveraging knowledge of pre-trained datasets
as effectively as dense models. These results highlight the
need for further development of scalable training strategies
to achieve strong performance on both perplexity and down-
stream tasks while maintaining model efficiency.

5. Conclusion

We introduced Adaptive Supermasks (Ada-Sup), an effi-
cient supermask optimization method designed to support
extremely low-bit sparse representations. Being built on this
method, we developed TicketLLM, a Transformer architec-
ture that integrates Ada-Sup to achieve low-bit compression
without training weights. Experimental results show that
TicketLLM, powered by Ada-Sup, outperforms existing low-
bit baselines such as BitNet b1.58 even with higher sparsity.
These findings underscore the potential of SLT's for enabling
efficient low-bit representations, offering a promising so-
lution for scalable model compression in LLMs through
the use of concurrent blend of pruning, quantization and
random weights.
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A. Training configurations

We provide all model configurations in Table 3 and hyperparameters in Table 4.

Table 3. Model configuration. We scale the number of layers and model dimensions while head dimension keeps constant.

N Tayers Tlheads dmodel dhead dFFN
0.1B 12 12 768 64 2,048
0.3B 24 16 1,024 64 2,731
0.7B 24 24 1,536 64 4,096
1.3B 24 32 2,048 64 5,460

Table 4. Hyperparameters for training. Batch size is denoted as BS, while learning rate is described as LR. Warmup and Steps describe
their respective number of iteration. Tokens means the number of training tokens.

Model TPP LR BS #Warmup  #Steps  #Tokens
0.1B 320 6.6e-4 512 334 33,438 32B
03B 320 5.0e-4 512 1,022 102,216 56B
0.7B 320 3.9e-4 512 2,224 222,434  223B
1.3B 320 3.le-4 512 3,886 388,680  408B

10



