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ABSTRACT

Reinforcement learning with verifiable rewards (RLVR) has advanced the reason-
ing capabilities of large language models. Howerer, existing methods rely solely
on outcome rewards, without explicitly optimizing verification or leveraging re-
liable signals from realistic environments, leading to unreliable self-verification
and limited test-time scaling. To address this, we widen the verification–generation
asymmetry by explicitly optimizing self-verification, making it a reliable driver
of deeper test-time scaling. We introduce ReVeal, a multi-turn Reinforcement
learning framework that evolves code generation through self-Verification and
tool-based evaluation. ReVeal structures long-horizon reasoning as iterative gener-
ation–verification turns and incorporates TAPO for turn-level credit assignment,
fostering the co-evolution of code and test generation. At inference, this strength-
ened self-verification enables the model to use self-constructed tests and tool
feedback to continuously evolve code for 20+ turns on LiveCodeBench despite
training on only three. It also significantly improves Pass@k, indicating stronger
exploration that expands the reasoning boundaries of the base model. These find-
ings highlight the promise of ReVeal as a scalable paradigm for RL training and
test-time scaling, paving the way for more robust and autonomous AI agents.

38.7

(b)(a)

Figure 1: Performance of ReVeal on LiveCodeBench V6. (a) ReVeal enables effective test-time
scaling, with Pass@1 accuracy improving from 34.8% at turn 1 to 38.7% at turn 25. (b) ReVeal
(max_turn=10) consistently outperforms both the base model and the RL baseline in Pass@k,
expanding the base model’s reasoning boundaries, which the RL baseline fails to achieve.

1 INTRODUCTION

Reinforcement learning with verifiable rewards (RLVR) has recently shown strong potential to
enhance the reasoning abilities of large language models (LLMs) (DeepSeek-AI et al., 2025; OpenAI).
A key factor behind this success is the emergence of reflection and self-verification, which allow
models to iteratively refine their reasoning. Recent analyses identify the verification-generation
asymmetry (i.e., easier to verify than to solve) as the underlying mechanism for these improvements
and a key driver of test-time scaling (Wei, 2025; Setlur et al., 2025). However, current RLVR methods
rely solely on outcome rewards without explicitly optimizing verification. This leads to unreliable
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self-verification, where models often produce verbose, uninformative reflections or random guessing
on hard problems, and limits the effectiveness of test-time scaling: prior studies show that reasoning
performance plateaus once test-time compute exceeds the training horizon (Setlur et al., 2025).

Complex problem-solving, such as competitive programming, typically requires multiple iterations
of verification and revision rather than being solved in a single attempt, making accurate feedback
essential to guide refinement. This highlights the need for verification-driven multi-turn reasoning.
Prior work has attempted this either by training a separate critic model to assess each attempt—without
leveraging tool feedback and at the cost of added inference-time complexity (Xie et al., 2025)—or by
relying on execution feedback against pre-existing public tests, which are rarely available in real-world
scenarios (Gehring et al., 2025). As a result, these methods provide limited and non-generalizable
verification, leaving self-verification unreliable and limiting sustained improvement.
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Figure 2: ReVeal expands the V-G gap.

To address these limitations, we propose Re-
Veal, a multi-turn RL framework that explic-
itly optimizes self-verification, thereby widen-
ing the verification-generation (V-G) asymme-
try and fostering co-evolution of both capabil-
ities during training. This enables models at
inference to obtain reliable verification signals
from realistic environments and iteratively re-
fine their solutions, without needing to rely on
pre-existing tests. The widened V-G gap allows
verification to drive sustained improvements in
generation, ultimately enabling deeper test-time
scaling (Figure 2).

Concretely, ReVeal structures long-horizon reasoning into iterative generation and verification turns.
At each turn, the model generates candidate code and self-verifies its correctness by constructing test
cases and invoking external tools (e.g., a Python interpreter) for execution. This closed loop yields
actionable verification signals and fine-grained feedback, allowing the model to identify errors, revise
strategies, and progressively refine its output across turns. For training, we attach dense, turn-level
rewards that directly supervise both code quality and verification accuracy. To ensure robustness,
ReVeal employs a Turn-Aware Policy Optimization (TAPO) tailored for the generation-verification
interplay, assigning credit at the turn granularity and preventing reward gaming (e.g., generating trivial
code to hack verification rewards). Unlike outcome-only RL methods, ReVeal makes verification
itself an optimization target, turning verification signals into reliable drivers of improvement.

We evaluate ReVeal on the challenging LiveCodeBench benchmark (Jain et al., 2024). Notably,
despite being trained on only three reasoning turns, ReVeal sustains continuous refinement for over
20+ inference turns, showing robust extrapolation beyond its training horizon and tackling problems
previously unsolved. Furthermore, ReVeal significantly outperforms the base model in Pass@k by
leveraging verification signals and tool feedback to guide more effective exploration, achieving an
expansion of the underlying model’s reasoning boundaries that standard RL methods fail to reach.
These results validate ReVeal as not only a practical framework for self-evolving code agents, but
also as a general RL paradigm for tasks with verification-generation asymmetry, where explicitly
optimizing verification unlocks reliable long-horizon reasoning.

2 METHODS

2.1 REVEAL FRAMEWORK

2.1.1 ITERATIVE GENERATION–VERIFICATION LOOP

ReVeal organizes long-horizon reasoning into an interleaved generation-verification loop with tool
execution feedback, where verification itself is explicitly optimized to provide reliable signals for
multi-turn refinement. As illustrated in Figure 3, we use a single policy for both generation and
verification to reduce system complexity and cost and to enable cross-capability transfer, so that
solutions and their verification strategies co-evolve under a shared training scheme. In the code-
generation setting, generation produces candidate code, whereas verification synthesizes and executes
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Figure 3: Illustration of ReVeal. (a) Iterative generation-verification loop with tool feedback. (b)
TAPO with joint verifiable rewards: outcome, generation, and verification rewards.

tests to assess correctness. Fine-grained feedback from tool execution (e.g., Python interpreter) is
appended to the rollout and conditions the next turn. The loop continues until a valid solution is found
or a turn budget K is reached, enabling progressive refinement without external critics or predefined
test cases.

Table 4 illustrates a multi-turn rollout under ReVeal’s structured prompting, which decouples gener-
ation, verification, and tool feedback into distinct segments. At each turn, the policy first reasons
thoroughly and explores diverse reasoning patterns freely, then emits structured outputs: executable
code in <generation-answer> and executable tests in <verification-answer>. As
shown in the case study, after producing candidate code the model begins verification: it hypothesizes
potential failure modes and edge conditions to propose diverse test cases. The <tool-feedback>
section then records execution results, including runtime errors, invalid test cases, as well as the
expected output, actual output, and pass/fail judgment for each valid test case. Based on this feedback,
the model interprets traces and error messages, diagnoses underlying causes, and adjusts both its
candidate code and its verification plan in the next turn. Full prompting and feedback templates are
provided in Tables 5 and 8.

2.1.2 TOOL-AUGMENTED VERIFICATION

The interaction with external tools provides reliable, fine-grained supervisory signals that condition
subsequent reasoning and enable systematic refinement of both code and verification strategies across
turns. More importantly, tool interaction broadens exploration during reinforcement learning by
revealing concrete failure modes, steering the policy into promising regions of the search space
beyond a single attempt and helping it escape local optima. Empirically (see §3.3), this yields
consistently higher pass@k than the base model.

During RL training, the <tool-feedback> section is excluded from the loss and used only as
contextual input, which stabilizes optimization while preserving coherent multi-turn rollouts. To
ensure feedback quality during training, we adopt a filtering mechanism: model-generated test cases
are executed on candidate code only if they are verified against a golden solution. This guarantees that
execution traces provide legitimate supervision, thereby improving feedback precision and guiding
exploration toward correct solutions. At test time, no golden reference is available; all generated
test cases are executed, making verification fully autonomous. This places a strong demand on
the model’s ability to generate high-quality tests. To meet this demand, ReVeal adopts a novel RL
algorithm that incentivize diverse and reliable test construction.
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2.2 TURN-AWARE RL FOR THE GENERATION-VERIFICATION PARADIGM

Prior RLVR methods rely on outcome-only signals to optimize an entire long reasoning trace, but this
provides imprecise credit to intermediate verification and often degenerates into blind reflection. Yet
one may ask: is the current paradigm fully sustain reliable verification and deeper test-time scaling?
Verification, however, is a non-trivial task: with well-designed verifiable rewards, a task can often
be solved effectively. This motivates ReVeal to explicitly optimize verification with hard-to-hack
rewards, which widen the verification-generation gap. At test time, this asymmetry becomes an asset:
easier and more reliable verification signals can effectively guide the harder generation process to
evolve over many turns.

2.2.1 JOINT VERIFIABLE REWARDS

To jointly train generation and verification, ReVeal decomposes the reward into three complementary
components (Fig. 3b): an outcome reward supervising the final solution, a generation reward
capturing improvements across generation turns, and a verification reward evaluating the quality of
generated tests. This design naturally links the two roles in a co-evolutionary loop.

Outcome reward. The outcome reward shapes the entire reasoning chain by the final solution
quality:

routcome = rformat + rpassrate, (1)
where the format reward rformat ensures that the model produces well-formed generation and verifi-
cation blocks,

rformat =

{
1, if the output format is correct,
−1, otherwise,

(2)

and rpassrate = 5× passrate measures final code accuracy with passrate ∈ [0, 1], giving routcome ∈
[−1, 6].

Generation reward. For each generation turn k (odd), we compute the pass rate rkpassrate of the code
produced and define:

rkgen =

{
r1passrate, k = 1,

abs · rkpassrate + imp ·
(
rkpassrate − rk−2

passrate

)
, k ≥ 3,

where abs and imp weight absolute accuracy and iterative improvement. We set abs = 0, imp = 1
so that the reward encourages real improvements in code accuracy across turns.

Verification reward. For each verification turn k (even), we reward the proportion of generated tests
that succeed when executed on a golden code:

rkver =
#{test cases in turn k that pass}
#{test cases generated in turn k}

. (3)

2.2.2 TURN-AWARE POLICY OPTIMIZATION

Preliminaries. Our algorithm builds on the Proximal Policy Optimization (PPO) framework (Schul-
man et al., 2017), an on-policy actor-critic method that optimizes a clipped surrogate objective
for stable updates. PPO typically estimates token-level advantages using Generalized Advantage
Estimation (GAE) (Schulman et al., 2018):

Â
GAE(γ,λ)
t =

∞∑
l=0

(γλ)l
(
rt+l + γVt+l+1 − Vt+l

)
, (4)

where γ ∈ [0, 1] is the discount factor and λ ∈ [0, 1] controls the bias-variance trade-off.

Turn-Aware Policy Optimization. Building on our structured reward design, we introduce Turn-
Aware Policy Optimization (TAPO), which preserves the PPO actor-critic framework but replaces
GAE-based advantages with a turn-aware return. TAPO leverages the critic to efficiently bootstrap
from both token-level Monte Carlo returns and turn-level returns, enabling stable learning across
these two reward granularities.
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1. Token-level return. We set λ = 1 and γ = 1 (pure Monte Carlo). For token step t with final step
T :

Rt =

T−t∑
l=0

rt+l = rt +Rt+1, RT+1 = 0. (5)

2. Turn-level return. To mitigate adversarial reward gaming (e.g., generating trivial code that
hacks the verification reward), we introduce a turn-level return tailored to the generation-verification
interplay. Specifically, (i) each generation reward is assigned both to its own generation turn and to
the immediately preceding verification turn, and (ii) each verification reward is confined strictly to
its own verification turn. This design prevents reward hacking by ensuring that generation turns are
rewarded solely based on code quality, rather than verification success. Let {t1, . . . , tK} denote the
token indices at which each turn ends (alternating generation and verification), and define:

Rturn(tk) =

{
rkgen, if turn k is generation,

rkver +Rturn(tk+1), if turn k is verification,
Rturn(tK+1) = 0. (6)

For token t, let τ(t) = min{tk | tk ≥ t} and define

Rturn
t =

{
Rturn

(
τ(t)

)
, if τ(t) exists,

0, otherwise.
(7)

3. Turn-aware return. The final return combines the two levels:

R̃t = Rt +Rturn
t , At = R̃t − Vt, (8)

where Vt is the critic model’s estimate at step t. These advantages At then replace the standard GAE
estimates in the PPO objective, completing the TAPO update.

Discussion. TAPO provides sharper supervision than outcome-only methods by explicitly assigning
credit at both token and turn levels. It integrates outcome rewards, which keep the process aligned
with final correctness, and turn-level signals, which provide dense supervision for progressive
refinement. This structure establishes a feedback loop: stronger tests expose errors that drive code
improvements, which are then reinforced by the generation reward, while improved code raises the
bar for verification, pushing the model to generate richer and more challenging tests. By design,
TAPO prevents reward gaming and turns this loop into stable co-evolution of code and tests. Crucially,
TAPO is a general credit-assignment algorithm, applicable to any reasoning task with verifiable
rewards for both generation and verification.

3 EXPERIMENTS

3.1 SETTINGS

Dataset We construct our training dataset from TACO (Li et al., 2023), a large-scale corpus
comprising 26,443 algorithmic programming problems sourced from competitive programming
platforms such as LeetCode (LLC, 2015) and Codeforces (Codeforces, 2025). Each problem consists
of a natural language description, golden solutions, and multiple test cases.

To address noise in the raw dataset, we first filter out problems containing unsupported content types,
specifically those tagged with interactive or image elements. To ensure testability and correctness,
we process two types of test case format, function-based tests and standard input/output tests, into a
unified structure compatible with our code execution environment. We then execute each test case
against the first available golden solution in our execution environment. Problems where the golden
code fails to pass all associated test cases are discarded. After preprocessing, we retain a high-quality
dataset of 11,151 problems for training and 509 problems for testing.

Models and Training Details We adopt DAPO-Qwen-32B (Yu et al., 2025) as our base model,
which is reinforced with mathematical data, and we continue RL training on code datasets to adapt
its reasoning capabilities to coding tasks. Our models are trained using Verl (Sheng et al., 2024)
framework on 8/16 AMD Mi300x GPUs. The RL training process follows the hyperparameter
settings listed in Table 2.We set maximum turns to 3 during RL training.
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Table 1: Performance comparison of ReVeal with baseline methods on LiveCodeBench V6 and
CodeContests. Pass@1 indicates the success rate; ∆↑ and ∆↓ represent the percentages of incorrect
solutions corrected and correct solutions degraded after revision, respectively.

Model LiveCodeBench V6 CodeContests
Pass@1 ∆↑ ∆↓ Pass@1 ∆↑ ∆↓

Existing Baselines
Qwen2.5-32B-Instruct 24.8 - - 13.3 - -
DAPO-Qwen2.5-32B 31.1 - - 18.5 - -
Qwen2.5-Coder-32B-Instruct 29.5 - - 14.6 - -

w/ critic×5 Qwen2.5-Coder 29.6 2.14 3.04 - - -
w/ critic×5 GPT-4o 32.9 4.82 2.50 - - -
w/ critic×5 CTRL 33.4 3.75 0.89 - - -

RL based on DAPO-Qwen2.5-32B
Single-turn RL 32.8 - - 21.0 - -
ReVeal×25 38.7 7.50 0.0 33.6 15.69 0.0

Ablation Study: TAPO with Joint Verifiable Rewards
ReVeal×8 w/ outcome reward 36.1 4.69 1.32 27.4 9.24 2.36
ReVeal×8 w/ TAPO with joint rewards 37.7 5.62 0.0 30.4 12.30 0.0

Evaluation We evaluate ReVeal on two code-generation benchmarks: LiveCodeBench (LCB) V6
(2025.02–2025.05) (Jain et al., 2024) and CodeContests (Li et al., 2022). The evaluation process
follows the hyperparameter configuration specified in Table 3. Although training is performed with a
maximum of 3 turns, we evaluate the model under extended turn settings (8 and 25 turns) to assess its
generalization to longer reasoning horizons and test-time scaling performance.

We use Pass@1 to measure the success rate of the model’s final code solutions. To evaluate the model’s
verification and self-correction capabilities, we introduce two additional metrics: ∆↑ denotes the
fraction of initially incorrect solutions that become correct after revision, and ∆↓ denotes the fraction
of initially correct solutions that become incorrect after revision. In line with recent work (Yue et al.,
2025), we use Pass@k up to k = 128 to assess whether ReVeal can push the reasoning boundaries
beyond the base model, with at most 10 generation–verification turns per example.

Memory Mechanism for Context Management To improve inference efficiency under extended
multi-turn rollouts, we use a short-term memory mechanism that retains only the last three turns as
context, which prevents excessive context growth without hurting accuracy (detail in Appendix D).

Code Execution Tool We use Code Judge1 as our code execution environment. Code Judge supports
both function-based and standard input-output test case formats through a consistent interface.
Designed for scalability and robustness, it enables efficient long-batch execution through multi-
processing and provides reliable code evaluation.

Baselines We compare ReVeal against following baselines: (1) Base: base models without
code-specific RL training; (2) CTRL (Xie et al., 2025) + Qwen2.5-Coder-32B-Instruct: five-turn
critic–revision with a dedicated critic model; results cited from the original paper (evaluated on
LCB 24.08–24.11); (3) Single-turn RL with outcome reward: RL with outcome-only rewards under
standard <think>-<answer> prompting template without any external tool calls.

3.2 MAIN RESULTS

Table 1 shows that single-turn RL (outcome-only, no explicit optimization of self-verification or
tool use) improves Pass@1 over the base models. ReVeal goes further by explicitly optimizing
verification and enabling deeper inference, it surpass the single-turn RL baseline by a wide margin.
Beyond deeper-turn gains, ReVeal also achieves higher Pass@1 at turn 1 (34.8%) than the single-turn

1https://github.com/0xWJ/code-judge
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RL baseline under equal inference budget on LCB V6, indicating that multi-turn training (3 turns)
transfers exploration benefits into a stronger policy and that increasing training depth may further
amplify gains.

ReVeal significantly outperforms critic-based methods such as CTRL. While critic models tailored
for code tasks can be paired with policy models for multi-turn critique and revision, ReVeal employs
a single policy model that self-verifies and iteratively refines its own outputs, yet achieves superior
results, highlighting the benefit of jointly optimizing generation and verification. Specifically, ReVeal
attains larger correction rates with near-zero degradation, demonstrating highly robust and reliable
capabilities in self-verification, critique, and revision. (CTRL numbers are cited from earlier LCB
version; see Table 9 for a V5 comparison on Qwen2.5-32B-Instruct.)

Ablation studies confirm the benefit of TAPO with joint verifiable rewards: at the same turn budget
it yields higher Pass@1, increases ∆↑, and suppresses ∆↓ compared to outcome-only training. In
contrast, outcome-only rewards exhibit higher ∆↓, indicating that insufficiently optimized verification
can drive incorrect revisions.

More Experiments To validate effectiveness and scalability across models, we evaluate ReVeal
on another base model, Qwen2.5-32B-Instruct. The detailed results are in Appendix Table 9 and
Figure 5. ReVeal outperforms single-turn RL baseline by 4.1%, which demonstrates the effectiveness
of ReVeal. To demonstrate that the performance improvements are statistically significant, we
repeated the experiment 8 times and reported the mean ± std in the Appendix Table 7. Across
models of varying capability, ReVeal remains effective. With the stronger DAPO-Qwen2.5-32B
backbone, ReVeal unlocks greater headroom: accuracy continues to improve with deeper inference
turns and surpasses outcome-only RL by a wider margin. This underscores ReVeal’s potential on
stronger backbones.

To verify that the performance improvements originate from explicit optimization rather than mere
tool use, we conduct comparative experiments with ReAct prompting (Shinn et al., 2023), showing
that ReVeal significantly outperforms ReAct across all turn budgets. Without explicit optimization
for verification, ReAct fails to sustain effective deep multi-turn refinement. See Table 6 for details.

3.3 ANALYSIS

ReVeal Enables Test-time Scaling into Deeper Inference Regimes. As shown in Figure 1 (a),
ReVeal enables effective test-time scaling through iterative generation and verification. Although
the model is trained with a maximum of three reasoning turns, it continues to improve its solutions
when more turns are allowed at inference time, leading to progressively higher code accuracy. For
instance, Pass@1 increases from 34.8% at turn 1 to 36.7% at turn 3, and further rises to 38.7% by turn
25 for LiveCodeBench. This compellingly demonstrates how reliable self-verification and iterative
environment feedback can enable compute scaling into deeper inference regimes, allowing ReVeal to
solve previously intractable problems and evolve novel solutions. As a result, ReVeal supports self-
improvement beyond the training horizon, enabling strong generalization in long-horizon reasoning
during inference. Furthermore, these newly discovered solutions can be distilled back into the code
LLM to further enhance its reasoning capabilities through continued training.

ReVeal Pushes Beyond the Reasoning Boundaries of the Base Model. We compare DAPO-
Qwen2.5-32B and single-turn RL baseline with ReVeal using Pass@k metrics on LiveCodeBench. As
shown in Figure 1 (b), the RL baseline outperforms the base model when k < 32, but its performance
gain gradually diminishes as k increases. In contrast, ReVeal consistently outperforms both the base
model and the RL baseline across all k values from 1 to 128, demonstrating its ability to surpass the
reasoning boundaries beyond the base model. We attribute this improvement to ReVeal’s verification-
driven exploration: tool-assisted verification provides targeted, execution-based feedback and precise
judgments that guide the model to explore better solutions more effectively. With this enhanced
exploration capability, the model continually self-evolves and grows beyond its initial reasoning
capability during RL training. We believe this approach offers a promising path towards developing
self-evolving agents with stronger reasoning capabilities.

ReVeal Co-evolves the Model’s Generation and Verification Capabilities. Figure 4(b, d) il-
lustrates the co-evolution of the model’s code and test case generation capabilities. As shown in

7
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(a) (b)

(c) (d)

Figure 4: Training curves for (a) first-turn code accuracy, (b) last-turn code accuracy, (c) mean
response length, and (d) last-turn test-case accuracy across three training methods. Note on (b): the
dip before step 40 is due to expanded evaluation coverage: as format score reaches 0.9 around step 40,
more problems enter the evaluation set, temporarily lowering accuracy.

Figure 4(b), once the format is learned, final code accuracy steadily improves during training and
significantly surpasses the single-turn RL baseline. Moreover, comparing Figure 4(a) and (b) reveals
that final solutions consistently outperform those generated at Turn 1, with the performance gap
widening over time. This trend indicates that as the model’s verification ability strengthens, multi-turn
refinement enables the exploration of better solutions, progressively enhancing its capacity to generate
and refine code. After the format is learned, test-case accuracy rises substantially from about 50%
at step 40 to nearly 88%, as shown in Figure 4 (d). Additionally, for correctly generated test cases,
the model achieves over 85% accuracy in judging code correctness. This demonstrates that during
inference, the model can reliably generate valid test cases and effectively leverage tool to produce
accurate verification signals, which are critical for continuous improvements in code quality. These
results provide strong evidence that ReVeal jointly and effectively optimizes both generation and
verification, enabling the model to evolve its reasoning capabilities throughout training.

The Effectiveness of TAPO with Joint Verifiable Rewards. As shown in Table 1, TAPO with joint
rewards further enhances multi-turn performance compared to relying solely on outcome rewards. The
training curves in Figure 4(a,b) show TAPO with joint rewards achieves more stable and consistent
per-turn code gains, and Figure 4(d) shows it achieves higher test-case accuracy, indicating that
explicitly optimizing verification yields higher-quality tests and more effective reasoning in code
generation task. These benefits amplify in longer-sequence and harder verification scenarios. On
the stronger DAPO-Qwen2.5-32B backbone with longer chains, dense turn-level supervision yields
larger gains than on Qwen2.5-32B-Instruct with much shorter chains (see Table 9 and Figure 5). This
is because outcome-only signals are too coarse for extremely long chains, providing imprecise credit
to intermediate verification steps. Furthermore, in more challenging verification scenarios, such
fine-grained supervision becomes increasingly essential, offering richer learning signals to enhance
the model’s verification capabilities.

4 RELATED WORK

4.1 TOOL-AUGMENTED REASONING

Tool-integrated reasoning enables large language models (LLMs) to leverage external tools, such
as search engines or code interpreters, to overcome inherent limitations in domain knowledge and
mathematical operations. Early approaches demonstrated the benefits of tool integration via prompt
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engineering (Yao et al., 2023; Chen et al., 2023; Shinn et al., 2023) and supervised fine-tuning (Gou
et al., 2024). ReAct (Yao et al., 2023) and Reflexion (Shinn et al., 2023), which interleave reasoning
with acting or verbal self-critique to iteratively refine solutions under tool access. These approaches
highlight the value of interactive signals, but they typically rely on prompt heuristics. More recently,
multi-turn RL has been adopted to further enhance this capability on various reasoning tasks (Jin
et al., 2025; Feng et al., 2025; Li et al., 2025). For example, Search-R1 (Jin et al., 2025) incorporates
multi-turn interactions with a search engine to retrieve relevant contextual information during RL
training. ReTool (Feng et al., 2025) and ToRL (Li et al., 2025) enable multi-turn code execution to
support mathematical reasoning. Building on the promising potential of tool-integrated RL, Agent-
R1 (Ouyang et al., 2025) introduces an open-source RL framework capable of supporting multi-turn,
customization tool invocations.

Despite their effectiveness, most tool-augmented RL methods are predominantly outcome-driven: they
rely on task success or failure as the sole training signal and do not explicitly optimize verification or
assign credit across turns. Likewise, prompt-only agents lack turn-level, verifiable supervision, which
can make self-verification unreliable on harder problems and limit sustained test-time improvement.
Unlike prior tool-augmented works, ReVeal treats verification itself as a first-class optimization target
alongside generation, and introduces Turn-Aware Policy Optimization rewards (TAPO) to provide
fine-grained credit to both generation and verification turns. Our approach and prior tool-augmented
methods are orthogonal and complementary, and can be naturally combined to further enhance
reasoning capability.

4.2 SELF-VERIFICATION OF LLMS

Enabling LLMs to iteratively refine their outputs is critical for enhancing their reasoning capabilities.
However, LLMs typically lack reliable self-judgment (Huang et al., 2024). One common solution
is to introduce a separate critic model to verify the output of the policy model (Zhang et al., 2025;
Xie et al., 2025). For example, CTRL (Xie et al., 2025) uses RL to train a critic model for code
completion tasks. Although effective, these approaches incur the cost and complexity of maintaining
and coordinating two distinct models.

An alternative strategy is to enable one single model to generate outputs and self-verify them. In
mathematical reasoning, (Xiong et al., 2025) synthesizes long chains of thought that incorporate
"self-reward" and "self-correction" signals as seed data for supervised fine-tuning, and then further
enhances this ability via RL. In the code domain, execution feedback effectively verifies code
correctness and provides useful information for fixing errors. RLEF (Gehring et al., 2025) performs
multi-turn code generation and verification with an integrated code execution tool; however, it
depends on publicly available test cases, limiting its applicability.

In contrast, ReVeal advances self-verification by having the model generate its own high-quality test
cases on the fly. By explicitly crafting and executing these tests, ReVeal eliminates the dependency
on pre-existing test suites and improves applicability to real-world software systems.

5 CONCLUSION

We presented REVEAL, a multi-turn reinforcement learning (RL) framework that makes verification a
first-class optimization target alongside generation and organizes long reasoning chains into iterative
generation–verification turns with tool feedback. Using TAPO with joint verifiable rewards, REVEAL
equips LLMs with strong verification capabilities and demonstrates the surprising power of enabling
code LLMs to self-evolve—both during RL training, where it pushes boundaries beyond the base
model, and at test time, where multi-turn generation and verification continually refine outputs, even
up to 20+ inference turns. This compellingly demonstrates that REVEAL can enable compute scaling
into deeper inference regimes, allowing it to solve previously intractable problems and evolve novel
solutions. Furthermore, these newly discovered solutions can be distilled back into the code LLM to
further enhance its reasoning capabilities through continued training.

Although we demonstrate REVEAL on code tasks, its general concept of generation–verification,
TAPO, and turn-level reward design can be applied to any domain with verifiable rewards for both
generation and verification and that exhibits verification asymmetry, offering a promising blueprint
for future advances in self-improving, more robust, and autonomous AI agents.

9
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A THE USE OF LARGE LANGUAGE MODELS

In preparing this manuscript, we used a large language model (LLM) solely for polishing the writing
style and improving the clarity of the manuscript. The LLM was not used for generating research
ideas, designing experiments, conducting analyses, or deriving results. All scientific contributions,
including the conceptualization, methodology, experiments, and conclusions, were developed entirely
by the authors.

B IMPLEMENTATION DETAILS

B.1 HYPERPARAMETERS

Table 2 and Table 3 show the detailed hyperparameters we use during training and evaluation.
B.2 PROMPT TEMPLATES

Table 5 shows the comparison between the commonly used Think-Answer prompt and our Generation-
Verification Prompt. Our prompt guides the model to continuously alternate between generation
and verification until the correct answer is obtained. Additionally, to enable the extraction of code
generated by the model for providing accurate training rewards, we instruct the model to enclose the
code within python blocks.

B.3 CASE STUDY OF REVEAL

Table 4 shows the detail case of ReVeal.

B.4 TEMPLATES USED FOR TOOL FEEDBACK

Table 8 shows the mapping between execution results and hint templates: (1) for test cases that
are verified as success, we give a [Passed] signal in the judgement area; (2) for test cases that are
verified as failed, we give a [Failed] signal in the judgement area; (3) for test cases that are verified as
wrong, we give a clear feedback of [Wrong test case] for individual failures, or [No correct test cases
generated] if all test cases are invalid; (4) for format error, we will give the feedback of formatting
instructions to guide correct generation.

C COMPARE WITH REACT-STYLE PROMPTING FRAMEWORK

Reflexion (Shinn et al., 2023) uses GPT-4 to generate code and tests, call tools for feedback, and refine
code on easier benchmarks like HumanEval and MBPP, yet still suffers from inaccurate tests (causing
59% false negatives, 16% false positives) that can even hurt performance. Our work targets harder
code competition problems and explicitly optimizes self-verification — a key factor for LongCoT
success. As shown in Figure 4(d), test accuracy improves from 50% to 90% after ReVeal RL training.

We tested ReAct-style prompting on Qwen2.5-32B-Instruct with the same tool. Without RL-trained
verification, it failed to support effective deep multi-turn refinement, highlighting the necessity of
ReVeal training for stronger generation as well as enhanced verification, refinement capabilities to
enable deeper scaling.

D THE EFFECTIVENESS OF SHORT-TERM MEMORY

To ensure context understanding in long interaction loops, we adopt short-term memory component,
which implements a short-term memory mechanism that leverages in-context learning to store recent
generation-verification loop within the contextual window. The system maintains a rolling history of
the most recent interactions, including code generations, test verifications, and tool feedback. Critical
information such as successful patterns, error types, and effective test structures are preserved in
complete formats. This structured memory representation enables the model to quickly identify
relevant patterns from recent history and build upon previous attempts, leading to faster convergence
and reduced redundant exploration in the solution space.
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Table 2: RL Training Hyperparameters for ReVeal-Qwen2.5-32B-Instruct and ReVeal-DAPO-Qwen-
32B

Parameter Qwen2.5-32B-Instruct DAPO-Qwen-32B
Max Turn 3 3
Training Batch Size 128 1024
Mini-Batch Size 16 256
Learning Rate (Actor) 5× 10−7 1× 10−6

Learning Rate (Critic) 1× 10−5 1× 10−5

KL Coefficient 0.0 0.0
Maximum Prompt Length 4,096 4,096
Maximum Response Length 8,192 12,288
Maximum Tool Response Length 4,096 4,096
Temperature 1.0 1.0
Training Epochs 4 10

Table 3: RL Evaluation Hyperparameters for Qwen2.5-32B-Instruct and DAPO-Qwen-32B
Parameter Qwen2.5-32B-Instruct DAPO-Qwen-32B
Maximum Prompt Length 4,096 4,096
Maximum Response Length 20,480 51,200
Maximum Tool Response Length 4,096 4,096
Do Sample True True
Temperature for Pass@1 0.6 0.2/0.6
Top_p for Pass@1 0.9 0.9
Rollout for Pass@1 10 10
Temperature for Pass@k 0.6 0.6
Top_p for Pass@k 0.9 0.9
Rollout for Pass@k 128 128

(a) (b)

(c) (d)

Figure 5: Comparison of code accuracy, test case accuracy, and response length across training for
ReVeal (Qwen2.5-32B-Instruct) with turn-level rewards, ReVeal with outcome-only rewards, and
single-turn RL without tool integration.
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Table 4: Case Study of ReVeal Performing Iterative Generation and Verification
Question:
The Two-dimensional kingdom has a regular army of n people... The Two-dimensional kingdom has m vests at
its disposal, the j-th vest’s size equals bj . Help mobilize the Two-dimensional kingdom’s army: equip with vests
as many soldiers as possible.

Response:
<generation-think>
The problem can be solved using a dual circulation.
Here’s a step-by-step approach to the solution:
...
Wait, I can use a greedy approach to solve this problem. Let me try the greedy algorithm by following steps:
...
</generation-think>
<generation-answer>
```python
def equip_soldiers(n, m, x, y, a, b):

...
```
</generation-answer>
<verification-think>
Now, we will verify the code with the provided test cases.

- Example Input 1 should result in matching 2 pairs: (Soldier at index 1 with Vest at index 1) and (Soldier at
index 3 with Vest at index 2). There is no possible matching for the remaining soldiers with the available vests
within the given range.
Wait, I could add an extra test case for verification: more vests than soldiers...
</verification-think>
<verification-answer>
- Input:
```1 3 5 ```
- Expected Output:
```3 2 ```
...
</verification-answer>
<tool-feedback>
...
- Actual Output:
```3 1 ```
- Judgement:
Failed
...
</tool-feedback>

<generation-think>
The initial code provided did not successfully handle the actual output as expected. There is a discrepancy where
the vest index tracked in the loop is not correctly being reset or updated...
Alternatively, I should create a list that keeps track of which vests have already been used and adjust the code
logic to ensure each vest is used only once. Here is a revised version of the code:
...
</verification-answer>
<tool-feedback>
...
- Actual Output:
```3 2 ```
- Judgement:
Passed
...
</tool-feedback>
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Table 5: Comparison Between Think-Answer Prompt and ReVeal Prompt
Think-Answer Prompt ReVeal Prompt

system
You are Qwen, created by Alibaba Cloud. You are
a helpful assistant.
user
{question}

First think about the reasoning process in the mind
and then provides the user with the answer. The
reasoning process and answer are enclosed within
<think> </think> and <answer> </answer> tags,
respectively, i.e., <think> reasoning process here
</think> <answer> answer here </answer>.
Enclose your code within delimiters as follows.
```python
YOUR CODE HERE
```
assistant

system
You are Qwen, created by Alibaba Cloud. You are a helpful assistant.
user
{question}

First think through the reasoning process and write Python
code to solve the problem, enclose your reasoning process in <generation-think>
</generation-think> and present the code in
```python
Your code
```
within <generation-answer> </generation-answer> tags. After that, verify your
code by generating test cases:

1. Extract sample test cases if the problem description includes them. When neces-
sary, generate a small number of additional test cases to validate the correctness of
the generated code.
2. Enclose your reasoning process in <verification-think> </verification-think> tags
and enclose the final test cases and your verification conclusion within <verification-
answer> </verification-answer> tags and wrap each test case using the following
format:
- Input:
```
testcase input
```
- Expected Output:
```
expected testcase output
```
3. Note that for "Use Call-Based format" questions, the testcase input should use a
function call format, e.g., fn_name(12, 12, 12).
assistant

Table 6: Performance comparison of ReVeal with baseline methods on LiveCodeBench. Pass@1
indicates the success rate; ∆↑ and ∆↓ represent the percentages of incorrect solutions corrected and
correct solutions degraded after revision, respectively.

Model LiveCodeBench V5
Pass@1 ∆↑ ∆↓

ReAct Prompting
×1 turn 26.3 - -
×3 turn 27.5 - -
×6 turn 27.4 2.40 1.31

ReVeal (Qwen2.5-32B-Instruct)
×1 turn 35.7 - -
×3 turn 37.5 - -
×6 turn 38.0 3.41 0.0

Table 7: Significance test of ReVeal (Qwen2.5-32B-Instruct) on LiveCodeBench V5. mean± std
indicates the average code pass@1 from 8 repeated experiments.

Model LiveCodeBench V5
mean± std

ReVeal×6 turn w/ turn-level reward 38.02 ± 0.43
ReVeal×6 turn w/ outcome reward 37.09 ± 0.33
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Table 8: Tool Feedback Templates for Different Execution Result Types.
Execution Results Feedback

Success Test cases

- Input:
{input}

- Expected Output:
{expected output}

- Actual Output:
{actual output}

- Judgement
Passed

Failed Test cases

- Input:
{input}

- Expected Output:
{expected output}

- Actual Output:
{actual output}

- Judgement
Failed

- Failed Reason
{failed reason}

Wrong Test Cases

- Input:
{input}

- Expected Output:
{expected output}

- Actual Output:
{actual output}

- Judgement
Wrong test case.

No correct test cases are generated.

Error Format

No valid code because of the incorrect format. Write Python code again, and
present the code in
```python
Your code
```
within <generation-answer> </generation-answer> tags. After that, verify your
code by generating test cases:
1. Extract sample test cases if the problem description includes them...
2. Wrap each test case using the following format:
- Input:
```
testcase input
```
- Expected Output:
```
expected testcase output
```

17



918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2026

Table 9: Performance comparison of ReVeal (Qwen2.5-32B-Instruct) with baseline methods on
LiveCodeBench. Pass@1 indicates the success rate; ∆↑ and ∆↓ represent the percentages of incorrect
solutions corrected and correct solutions degraded after revision, respectively.

Model LiveCodeBench V5
Pass@1 ∆↑ ∆↓

Existing Baselines
Qwen2.5-32B-Instruct 26.6 - -
DAPO-Qwen2.5-32B 29.6 - -
Qwen2.5-Coder-32B-Instruct 30.5 - -

w/ critic×5 Qwen2.5-Coder 29.6 2.14 3.04
w/ critic×5 GPT-4o 32.9 4.82 2.50
w/ critic×5 CTRL 33.4 3.75 0.89

RL based on Qwen2.5-32B-Instruct
Single-turn RL 33.9 - -
ReVeal×6 38.0 3.41 0.0

Ablation Study: TAPO with Joint Verifiable Rewards
ReVeal×6 w/ outcome reward 37.1 2.98 0.0
ReVeal×6 w/ TAPO with joint rewards 38.0 3.41 0.0

we compare models with and without memory integration. The baseline model without memory
provides complete historical information from all previous turns directly to the model, maintaining
full contextual details throughout the interaction sequence. We verified the impact of ReVeal on
Pass@1 by LiveCodeBench with and without memory. Test results indicate that introducing short-
term memory does not cause a decline in Pass@1 (wo/ memory 38.2% vs. w/ memory 38.3% at
turn 15), and may even yield a slight performance boost. This sustained improvement capability
highlights the memory mechanism’s effectiveness in enabling continuous learning and adaptation
within computational constraints.
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