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ABSTRACT

Instruction-based generative image editing models allow an image to be modified
based on a text prompt and have the potential to significantly improve the accessi-
bility of image processing software. Like other generative models, they are highly
dependent on the quality of their training dataset, and generating good editing
datasets is an expensive task. In this paper, we show that a simple refinement
of the original InstructPix2Pix (Brooks et al.,[2023) dataset using SDXL
leads to consistent improvements in downstream models. We finetune
SDXL on our refined dataset and observe competitive performance to much more
cost-intensive methods. We will make the dataset and models publicly available.

1 INTRODUCTION

Image editing is an extremely popular application for which a myriad of software tools exist. Re-
cently, fueled by breakthroughs around text-to-image diffusion models (Dhariwal & Nichol|
Rombach et al 2022)), instruction-based generative models emerged (Brooks et al., 2023; Zhang
et al.,|2023a; Sheynin et al.| 2023} [Zhang et al.,[2023b), which offer an intuitive interface for image
editing. Their control via natural language has the potential to significantly simplify the interface
for image processing and to unify many different editing tools. However, the resulting image and
edit quality is sometimes still poor, and improvements have largely been achieved through expensive

efforts in dataset curation (Zhang et al.,[2023aljb} [Sheynin et al.}[2023). In this work, we demonstrate

that a simple generative refinement of an existing instruction dataset can yield competitive results.

The InstructPix2Pix (IP2P) dataset (Brooks et al.}[2023)) is a large (313k samples) publicly available
image editing dataset. Each sample consists of an input image an edit prompt and a target image.
The pairs were generated using SD 1.5 (Rombach et al., [2022) with Prompt2Prompt
[2022). The dataset faces limitations in image quality and edit faithfulness that can be observed in the
resulting model, through the relatively low image quality. In this paper we study how a refinement
of the IP2P dataset affects the downstream image editing performance. Furthermore we demonstrate
that a refinement process in combination with a stronger base model can produce competitive results
when compared to the much more data engineering heavy Emu Edit (Sheynin et al., [2023).

Refining an Instruction Dataset We apply an image-to-image refinement of each image in the
dataset with the help of the text-to-image diffusion model SDXL |Podell et al.| (2023). Our goal is
to improve upon image quality and leverage the better prompt following ability of SDXL. To do so,
we first use HAT 2023) to upsample each image from 512x512 to 1024x1024 pixels.
Next, we apply noise to the input and output image down to a log snr of -4.649 before denoising
the images with the SDXL-Base (18 steps) and Refiner model (15 steps) using the original prompts
that are provided in the dataset and the same seed for an image pair. We show examples of the
results of this refinement process in [3] demonstrating that the resulting images are (i) generally of
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higher quality that (ii) better align with the original prompts used to generate the original dataset. In
addition to the refinement we employ a CLIP ViT-G/14 (Radford et all 2021}, [llharco et al. [2021]))
based filtering to reduce the proportion of unaligned images or bad edits. In particular, we follow
Brooks et al.| (2023) and filter by an image similarity of 0.7 and a edit direction similarity of 0.2.
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Figure 1: Qualitative comparison of our model to baselines.
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Figure 2: Image Similarity vs Text-Image Direction Similarity for different image classifier free
guidance values, evaluated on PIE Bench [2023)). The standard deviations over 3 inference
runs are reported for each datapoint. Left: Comparison of SD1.5 and SDXL trained on the IP2P
dataset and our refined version. Right: Comparison of our SDXL versions with other benchmarks.

2 RESULTS AND DISCUSSION

To assess the effect of our data refinement pipeline, we instruction-tune SD1.5Rombach et al.|(2022)
and SDXL [Podell et al.| (2023)) on both the original IP2P dataset and our refined version. For fine-
tuning the models, we add four input channels to the input of the UNet to allow for processing the
conditioning image and denoise on the edit target. We evaluate our model by computing CLIP im-
age similarity (input image vs edited result) and text-direction similarity (image dir vs text dir); see
Figure2] Moreover, Figure[d]provides a qualitative comparison of the SDXL variants with Emu Edit
(Sheynin et al [2023)) and IP2P. We observe a clear qualitative jump in performance when training
on the refined data, backing up the results in Figure[2] For a variety of edit tasks we observe similar
qualitative performance to Emu Edit, limited to the distribution of tasks in the IP2P dataset.

Our experiments suggest that a simple refinement of the synthetic IP2P dataset with the help of
SDXL improves downstream model performance for image editing. We furthermore show that in
combination with a stronger base model, compared to SD1.5 used in IP2P, fine-tuning on this refined
dataset shows competitive performance with Emu Edit, a model that is trained on a large variety of
additional tasks and a 50x larger edit dataset. We note that the inherent limitations coming from
the original dataset such as locally targeted editing or targeted colorization are still apparent in the
refined dataset and are thus still present in our resulting model; see Figure [5]

Conclusion We hypothesize that a generative refinement process is a promising data cleaning step
that can be applied to a variety of other tasks. Furthermore, our refinement process can be used as
a cost-reducing measure when creating a synthetic dataset that is subject to heavy filtering, such as
the IP2P dataset where 100 samples were generated for each prompt before filtering. Such a dataset
could initially be created using a faster and less expensive model before refining the filtered dataset.
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A APPENDIX

A.1 RELATED WORK

There are a variety of diffusion model based approaches for image editing, that can be broadly
categorised into three groups. Guided Approaches (Hertz et al.l [2022; |Parmar et al., 2023; Meng
et al., |2021) that guide the denoising process of the edited image with information from the source
image e.g. via losses or attention copying, image optimisation based methods (Hertz et al.| [2023)
and model based approaches(Brooks et al., 2023; |[Zhang et al., 2023a; Sheynin et al.| [2023; [Zhang
et al.l 2023b), where a text-to-image diffusion model is fine-tuned based on a paired image dataset.
IP2P (Brooks et al., 2023)) used Prompt2Prompt (Hertz et al. [2022) to generate a paired image
dataset of 450k of which 313k are released publicly. The paired prompts for the IP2P dataset were
generated with the help of a fine-tuned GPT3 (Brown et al., 2020) model. Recently there have been a
variety of efforts building upon the approach, proposed by [Brooks et al.|(2023)). Magicbrush Zhang
et al.[(2023a) built a manually created dataset of ~10k edited COCO (Lin et al.,[2014)) images. Hive
(Zhang et al.,2023b) generated more data in a similar fashion to IP2P and trained an edit preference
model, which was used during model training. Emu Edit (Sheynin et al.| 2023)) added generative
and descriptive tasks ranging from segmentation to generation based on a depth map. Additionally
a high quality dataset of 10 million samples with a masked based filtering approach was generated
for a series of edit tasks.

A.2 IMPLEMENTATION DETAILS

For the dataset refinement we use EDM Discretization (Karras et al.| [2022) with the DPM++ Solver
(Lu et al.l 2022)) as our sampler. Our refined version of the dataset contains 220k samples, the [P2P
dataset contains 313k samples. The models are trained with a learning rate of 1e~>. We train the
SDXL variant on a resolution of 512x512 with a batch size of 160 for 20000 steps. The SD1.5
model is trained on 256x256 with a batch size of 400 for 12000 steps. We adopt the dual classifier
free guidance (Ho & Salimans| 2022) solution proposed in IP2P. We adjust the values for the SDXL
variant to 1.5 for image and 5.0 for text guidance.

A.3 FUTURE WORK

As future works we see an opportunity to explore how generative data refinement can be leveraged
for other tasks. Additionally, the current method can be improved by a) studying the applied image-
to-image strength, which could benefit from an adaptive strategy and b) applying new state of the
art text-to-image models.
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Figure 3: Comparison of samples in the training dataset.
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Figure 4: Qualitative comparison of our model to baselines.
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Figure 5: Failure cases. Removing objects, although more reliable, is still inconsistent. The same
limitations apply to targeted placement/replacement.
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Figure 6: Comparison of samples from SDXL fine-tuned on IP2P data and our data, showing the
qualitative visual difference, although using the same base model.
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Figure 7: Example of a sample from the InstructPix2Pix dataset that got filtered out. Instruction:
”Replace the cover with a magnifying glass.” The edited image replaced the person instead, provid-
ing a bad signal to the model.
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