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Abstract

Humans perform visual perception at multiple001
levels, including low-level object recognition002
and high-level semantic interpretation such as003
behavior understanding. Subtle differences in004
low-level details can lead to substantial changes005
in high-level perception. For example, substi-006
tuting the shopping bag held by a person with007
a gun suggests violent behavior, implying crim-008
inal or violent activity. Despite significant ad-009
vancements in various multimodal tasks, Large010
Visual Language Models (LVLMs) remain un-011
explored in their capabilities to conduct such012
multi-level visual perceptions.013

To investigate the perception gap between014
LVLMs and humans, we introduce MVP-015
Bench, the first visual–language benchmark016
systematically evaluating both low- and high-017
level visual perception of LVLMs. We con-018
struct MVP-Bench across natural and synthetic019
images to investigate how manipulated con-020
tent influences model perception. Using MVP-021
Bench, we diagnose the visual perception of022
10 open-source and 2 closed-source LVLMs,023
showing that high-level perception tasks signif-024
icantly challenge existing LVLMs. The state-025
of-the-art GPT-4o only achieves an accuracy026
of 56% on Yes/No questions, compared with027
74% in low-level scenarios. Furthermore, the028
performance gap between natural and manip-029
ulated images indicates that current LVLMs030
do not generalize in understanding the visual031
semantics of synthetic images as humans do.032

1 Introduction033

Visual perception (VP) refers to the ability to trans-034

form visual signals into meaningful perceptions035

(de Wit and Wagemans, 2012; Gordon et al., 2019).036

When humans parse visual signals, they initially037

engage in high-level perception to grasp the over-038

arching concept using commonsense knowledge.039

This serves as context guidance for exploring fur-040

ther low-level details aligned with their intentions041

(Wang et al., 2024; Garner, 1987). For example, 042

given an image of a man in a bar, humans first 043

grasp the high-level concept, such as the behaviour 044

of drinking, and focus on low-level details, such as 045

the type of alcohol, to obtain specific information. 046

Existing Large Vision–Language Models (LVLMs) 047

demonstrate an exceptional understanding of such 048

low-level visual clues. However, it remains unex- 049

plored whether they have similar hierarchical visual 050

perceptions at both levels, like humans. 051

Recently, several benchmarking works have con- 052

sidered evaluating visual perceptions (Liu et al., 053

2023c; Fu et al., 2024; Chow et al., 2021). How- 054

ever, such holistic evaluation benchmarks lack the 055

critical specialization needed to assess visual per- 056

ceptions. Specifically, most of their tasks focus on 057

low-level perception such as Counting and Exis- 058

tence Detection questions on single images. Be- 059

sides, existing benchmarks are mostly designed 060

based on individual question–image samples, fail- 061

ing to evaluate the consistency and accuracy of 062

understanding an image with different forms of per- 063

ceptions. Furthermore, most of the current bench- 064

marks are built on real-world natural image data, 065

making it hard to disentangle reliance on prior 066

knowledge from the visual perception of specific 067

contexts, such as synthetic images (Bitton-Guetta 068

et al., 2023). Motivated by the challenges of inter- 069

preting LVLMs’ visual perception capabilities, we 070

propose MVP-Bench, the first benchmark system- 071

atically evaluating multi-level visual perceptions 072

of LVLMs. As shown in Figure 1, each sample 073

is accompanied by questions at both levels. We 074

thoroughly design five high-level and thirteen low- 075

level perception categories, detailed in Section 3. 076

Furthermore, we construct {natural, manipulated} 077

image pairs which convey contrasting perceptions 078

as a more challenging task for visual perception. 079

In this work, with our constructed MVP-Bench, 080

we evaluate twelve LVLMs and find that there is a 081

significant performance gap between high- and low- 082
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Image Pairs (605)

Image 1

Image 2

High-Level Visual Perception

Low-Level Visual Perception

MCQ Task (227): Which perspective of the man has been changed between the pair of images?
A) Behaviour B) Role C) Identity D) Emotion E) Scenario

MCQ Task (227): How have the pair of images been modified?
A) Change the facial expression. B) Change the clothes. C) Substitute the main subject’s face. 

D) Alter the gesture. E) Substitute the background.

Legend:                     Cross-Image VP                   Single-Image VP

Answer: A

General QA Pairs (230): Is the man skateboarding in Image 1         ? 

     Is the man skateboarding in Image 2         ?

Answer: No.

Answer: Yes.

MCQ Task (418): What is the behaviour of the man in Image 2         ?

A) Selling homemade skateboarding merchandise. B) Leaning on a wall. C) Giving skateboard lessons. 

D) Skateboarding in a skate park. E) Filming a skateboarding video.

Answer: D

Answer: E

General QA Pairs (270): Is the background of Image 1         a skate-board park?

     Is the background of Image 2          a skate-board park?

Answer: No.

Answer: Yes.

Figure 1: A sample of MVP-Bench manifesting both high- and low-level visual perception. Image 1 and Image 2
form an image pair. Their different backgrounds indicate that the man is engaged in different behaviours.

level visual perception in LVLMs. Furthermore, we083

observe that manipulated visual contents are more084

challenging than natural images for LVLMs to un-085

derstand and interpret. Our further qualitative anal-086

ysis reveals the deficiency of current LVLMs and087

the gap between open- and closed-source models.088

2 Related Work089

Visual Perception. Visual Perception represents090

how the human brain transforms the pattern of in-091

formation on the retina into a meaningful percep-092

tion of the world (de Wit and Wagemans, 2012;093

Cornsweet, 2012). This process involves interac-094

tions among sensory and cognitive processes across095

hierarchical levels in the brain (Gordon et al., 2019;096

Rouw et al., 1997). Low-level visual features refer097

to the properties like colors and spatial attributes,098

while high-level visual processing integrates with099

human cognitive functions (e.g. commonsense100

knowledge, personal experiences) related to rec-101

ognized objects (Akcelik et al., 2022; Wu et al.,102

2023b; Kandel et al., 2021; Schindler et al., 2021).103

Both perception competences are crucial, as human104

visual perception begins with grasping the image’s105

main idea at a high level, and then delving into106

low-level features motivated by particular inten-107

tions (Garner, 1987). In MVP-Bench, we define108

five high-level categories and thirteen low-level cat-109

egories. The mapping relationships between levels 110

indicate that certain low-level features can support 111

the high-level perception (illustrated in Section 3). 112

Vision–Language Benchmarks. Some recent 113

benchmarks contain visual perception as a section, 114

but their aim to offer a comprehensive evaluation 115

of LVLMs’ various capabilities leads to an inade- 116

quate exploration of visual perception. MMBench 117

(Liu et al., 2023c) and MME (Fu et al., 2024) cat- 118

egorize visual perception based on question gran- 119

ularity. Although coarse perception questions are 120

general, their questions like Counting or Existence 121

Detection cannot reflect an image’s main idea as 122

high-level visual perception. Additionally, they 123

evaluate different categories of visual perception 124

individually, making it unavailable to compare an 125

LVLM’s different perceptions. The definition of 126

perception in PCA-Bench (Chen et al., 2024) re- 127

sembles our benchmark, emphasizing how percep- 128

tion offers a guiding context in decision-making 129

domains. However, their images depicting envi- 130

ronments normally do not require significant high- 131

level perception. MVP-Bench systematically eval- 132

uates LVLMs’ multi-level visual perception, with 133

each image accompanied by high- and low-level 134

questions simultaneously. As perceptions related to 135

humans normally require significant perception at 136
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both levels (such as misinformation understanding137

or emotion recognition) (Peng et al., 2023; Thom-138

son et al., 2022), we construct image pairs con-139

taining humans to ensure that the cases can assess140

LVLMs’ multi-level perception.141

Synthetic Images. Recent advancements in im-142

age generation tools (Ramesh et al., 2021; Rom-143

bach et al., 2021) and image editing models144

(Brooks et al., 2023; Zhang et al., 2023) have led145

to synthetic datasets for different tasks, such as146

Whoops (Bitton-Guetta et al., 2023) and StableRep147

(Tian et al., 2024). In the process of utilizing text-148

to-image tools for generating synthetic images, a149

prompt aligned with the expected image content150

is essential. In previous works, the source of such151

prompts can be manually-crafted prompts (Bitton-152

Guetta et al., 2023), text annotations in existing153

datasets (Tian et al., 2024) or prompts generated154

by LLMs (Aboutalebi et al., 2024; Li et al., 2023;155

Wu et al., 2023a). In MVP-Bench, we generate156

manipulated images for constructing image pairs.157

To obtain a prompt tailored to each case while min-158

imizing human effort, we employ ChatGPT to gen-159

erate the prompts (cf. Section 4.1).160

3 MVP-Bench Evaluation Suite161

MVP-Bench comprises 530 {natural, manipulated}162

image pairs accompanied by questions at multiple163

perception levels. Using MVP-Bench, we diagnose164

LVLMs by investigating (1) the performance gap165

between high- and low-level visual perceptions and166

(2) the difference in visual understanding abilities167

on natural and manipulated images.168

3.1 Evaluation across Perception Levels169

We prioritize the perception of humans as high-170

level perception, e.g., misinformation understand-171

ing (Da et al., 2021) and emotion recognition (Hari172

and Kujala, 2009), where high-level perception is173

commonly engaged.174

We categorize high-level (Lh) perceptions of175

humans into five dimensions, including Behaviour,176

Role, Identity, Emotion, Scenario. Each dimension177

corresponds to several low-level (Ll) perception178

types. As shown in Figure 3 (a), certain low-level179

perceptions (e.g., attire such as a police uniform or180

group association with firefighters) can support the181

high-level perception (e.g., Role).182

We design Yes/No questions and Cross-Image183

questions at both levels. Constructed on the same184

set of images, the multi-level perception tasks en- 185

able us to diagnose the perception gap in LVLMs 186

across different levels. Specifically, we calculate 187

the accuracy on Yes/No questions based on the 188

correctness of each individual question–image pair 189

(represented as aAcc), while all multiple-choice 190

questions within MVP-Bench are evaluated with 191

Circular Strategy (Liu et al., 2023c) to alleviate the 192

model prediction bias from the option order. 193

3.2 Evaluation with Image Pairs 194

Each {natural, manipulated} image pair in MVP- 195

Bench conveys significantly different multi-level 196

perceptions. Specifically, the two images differ 197

only in one of the Ll perception categories (in Fig- 198

ure 3 (a)), leading to distinct Lh perceptions. To 199

mitigate the effect of the LVLMs’ biased tendency 200

to answer Yes/No questions (Liu et al., 2023a), we 201

examine if LVLMs can elicit different perceptions 202

given an image pair with the same question. We 203

further explore the performance gap in LVLMs on 204

natural and manipulated images in Section 5. 205

For Yes/No questions, we ask the same question 206

on pairwise image data. As the two images are 207

manipulated to convey different perceptions, they 208

have opposite corresponding ground truth answers. 209

We calculate qAcc and iAcc based on question- and 210

image-level accuracy, respectively, following (Liu 211

et al., 2023a). We design a holistic metric mAcc, 212

requiring answering all questions corresponding to 213

an image pair correctly. 214

For single-image multiple-choice questions, we 215

focus on model understanding of manipulated im- 216

ages as a more challenging task. We include the 217

answer to the natural image as a distractor to assess 218

the discriminability of LVLMs in discerning the dif- 219

ferences between the image pair. Additionally, we 220

leverage ChatGPT1 to generate three other options 221

aligned with the low-level clues in the manipulated 222

image to heighten our task difficulty. 223

4 MVP-Bench Construction 224

We now present our construction process of im- 225

age manipulation and the designs of corresponding 226

multi-level questions for MVP-Bench. 227

4.1 Construction Pipeline 228

We select images from the EMU dataset (Da et al., 229

2021) as natural images for constructing image 230

1We used gpt-3.5-turbo-1106.
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Behaviour-Background

To depict the woman as a security 

guard, her dress can be replaced 

with a security guard uniform.

Role-Clothes

To indicate that the woman is feeling 

uncomfortable, replace her laughing 

facial expression with a frown.

Emotion-Facial Expression

Prompt: A woman is 

conducting a scientific 

experiment in the lab.

Tool: Stable Diffusion

Prompt: A woman is wearing 

a security guard’s uniform.

Tool: Stable Diffusion

Prompt: Change the 

woman’s facial expression 

to a frown.

Tool: Instruct-Pix2Pix

High-Level Visual Perception

Cross-Image: How has the woman been changed?  Ans: Behaviour.

Yes/No Question: Is the woman engaging in a scientific experiment? 

MCQ: What is the behaviour of the woman? Ans: Attending a scien-

tific experiment.

Low-Level Visual Perception

Cross-Image: How has the image been modified? Ans: The back-

ground is substituted.

Yes/No Question: Is the background a lab setting?

Step 1: Idea Generation Step 2: Synthetic Image Generation

Step 3: Visual Question Generation

Manual Verification

To depict the woman as attending a 

scientific experiment, the party scene 

can be substituted with a lab setting. 

Figure 2: MVP-Bench three-step construction pipeline (best viewed in color). Step 1 uses three categories
(‘Behaviour-Background’, ‘Role-Clothes’, ‘Emotion-Facial Expression’) as examples to illustrate how high-level
perception guides the identification of low-level perception. Step 2 demonstrates three categories of manipulated
image generation: Overall Background Substitution, Partial Component Substitution, and Direct Alteration (from
left to right). Step 3 explains how to generate questions based on the ideas obtained in Step 1, with the same colour
indicating that the generated question is based on the corresponding part from the expected perception.

pairs. EMU focuses on visual misinformation, por-231

traying cases involving humans and complex so-232

cial scenes that require perceptions at both levels.233

Based on the natural image, we generate synthetic234

manipulations following one of the Ll categories.235

However, to alter manipulated images’ Lh per-236

ceptions in certain categories, it is challenging to237

constrain the manipulation applied exactly to a spe-238

cific Ll category without significant modification239

on other details. Besides, it is also hard to en-240

sure consistency between the image pairs and the241

questions. We propose a three-step benchmark con-242

struction pipeline to meet the two requirements.243

Step one: Idea Generation. We utilize ChatGPT244

to generate ideas on how to manipulate natural im-245

ages via Chain of Thoughts (CoT). Given an ini-246

tially determined Lh category, we prompt ChatGPT247

to identify a corresponding low-level perception248

to support it. For instance, in Figure 2, consider-249

ing the “Behaviour-Background Substitution” cate-250

gory, ChatGPT first generates an idea to change the251

woman’s behaviour from attending a party to en-252

gaging in an experiment. Under this guidance, the253

background of the manipulated image should be a254

laboratory environment. Specifically, we provide255

auxiliary information such as the description of the256

manipulated image, which is incorporated into the257

textual prompt for image generation in Step 2.258

To ensure coherence between the generated idea 259

and the subsequent visual editing, we fixate on a 260

specific subject at this initial step utilizing the vi- 261

sual grounding ability of Shikra (Chen et al., 2023). 262

Specifically, we employ Shikra to retrieve the co- 263

ordinates of a selected subject (Csub) and utilize it 264

to query low-level features (e.g., “What is the man 265

holding?”) from the image in the subsequent steps. 266

Step two: Manipulated Image Generation. We 267

define three categories of manipulated image gen- 268

eration based on the image-editing type: Partial 269

Component Substitution, Overall Background Sub- 270

stitution, and Direct Manipulation. 271

2.1 Partial Component Substitution. This refers 272

to manipulating an image by substituting an ob- 273

ject or a part of the main subject. The pipeline 274

utilizes Shikra to extract the target object’s co- 275

ordinates (Cobj), with Csub serving as a con- 276

straint. After masking Cobj as a blank, we apply 277

the Stable-Diffusion-Inpaint (Stacchio, 2023) as 278

a tool, using the edited image’s caption obtained 279

from step one as the prompt to generate a ma- 280

nipulated image. A set of defined Ll categories, 281

{B2, B3, B4, R2, I1, I2, I3, E1}, can be executed 282

in this process. 283

2.2 Overall Background Substitution. This repre- 284

sents generating a manipulated image by retaining 285

solely the main subject while replacing the entire 286
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Figure 3: MVP-Bench statistics. (a) shows 5 high-level (Lh) categories and 13 low-level (Ll) categories, where
the mapping relationship indicates that the low-level features can support certain high-level perceptions. (b) shows
the distribution of questions. Y/N, CI, MCQ denote Yes/No questions, cross-image questions, and single-image
multiple-choice questions respectively. (c) demonstrates the distribution of images with questions at different levels.

background. In these cases, a standard rectangle287

cannot exactly mask the subject, potentially re-288

maining unexpected elements and distorting the289

background generation. To address this limita-290

tion, we employ the Segment Anything Model (Kir-291

illov et al., 2023) to produce a set of detected ob-292

ject masks (M = {M1,M2, ...,Mn}) in irregular293

shapes for a given image. We identify a mask with294

the greatest overlap with Csub.295

mask = argmax
Mi∈M

Overlap(Mi, Csub) (1)296

Here, Overlap refers to a function that calculates297

the overlapping square between two regions. To298

enhance flexibility and increase the case difficulty,299

we randomly translate the location of Csub, rescale300

the Csub, and resize the entire mask. Finally, with301

the new mask and the manipulated image’s caption302

obtained from Step 1, we utilize Stable-Diffusion-303

Inpaint to generate a new image with a different304

background from the original natural image. This305

process can handle {B1, R1, S1}.306

2.3 Direct Alteration. This addresses situations307

where nothing can be substituted, yet some alter-308

ation is necessary, such as changing facial expres-309

sions. With the original natural image and the ma-310

nipulation instruction obtained from Step 1, we311

directly utilize the image-editing model Instruct-312

Pix2Pix (Brooks et al., 2023) to generate a manipu-313

lated image for {E2, S2}. However, since this pro-314

cess cannot focus on specific subjects, we mainly315

apply it to images containing a single person or 316

cases requiring overall manipulations. 317

Step three: Visual Question Generation. We 318

generate Yes/No questions, Single- and Cross- 319

Image multiple-choice questions using ChatGPT 320

based on the ideas generated in Step 1. Single- 321

Image questions focus on the discrepancy between 322

image pairs, while Cross-Image tasks focus on the 323

differences across each pair of images. To ensure 324

the quality of generated questions, two of this pa- 325

per’s authors manually verified all 3205 questions. 326

A question was retained only when both annotators 327

accepted it. Finally, 1872 questions are retained 328

within the MVP-Bench. While verifying Yes/No 329

questions, we focused on: (1) the quality of manip- 330

ulation and (2) the consistency between images and 331

ground truths. For multiple-choice questions, we 332

paid additional attention to cases where distractors 333

were not discrepant with the ground truth. We man- 334

ually adjusted these distractors and double-checked 335

the cases to ensure both annotators accepted them. 336

4.2 MVP-Bench Statistics 337

We retain 1105 high-level questions, including 338

460 Yes/No questions, 418 single-Image multiple- 339

choice questions (MCQ), and 227 Cross-Image 340

multiple-choice questions (CI). Additionally, we 341

have 767 low-level questions, comprising 540 342

Yes/No questions, and 227 CI questions (shown 343

in Figure 3). Out of 530 image pairs, 329 of them 344

are accompanied by questions at both high and low 345
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levels, while 193 pairs only feature an individual346

MCQ question at the high level.347

5 Experiments348

We use MVP-Bench to diagnose and compare the349

visual perception capabilities of LVLMs belonging350

to two categories: (1) Open-Source LVLMs includ-351

ing MiniCPM-V-2 (OpenBMB, 2024), DeepSeek-352

VL (Lu et al., 2024), MiniGPT4 (Zhu et al., 2023),353

mPLUG-Owl2 (Ye et al., 2023), InstructBLIP (Dai354

et al., 2023), and LLaVA-1.5 (Liu et al., 2023b);355

(2) Proprietary LVLMs including GPT-4V and356

GPT-4o. All the experiments are conducted with357

VLMEvalKit (Contributors, 2023) under the zero-358

shot setting for a fair comparison.359

5.1 Result Analysis360

As outlined in Section 3, we compare the perfor-361

mance of LVLMs at multiple perception levels (Ta-362

ble 1). We also investigate the performance varia-363

tion when given manipulated images in Table 2.364

Performance at Different Perception Levels.365

As shown in Table 1, both open- and closed-source366

models perform worse on high-level perception367

tasks than low-level ones, e.g., 55%, 52%, and368

56% compared to 69%, 67%, and 74% of qAcc369

on MiniCPM-V-2, LLaVA-1.5-13B, and GPT-4o,370

respectively. Specifically, we observe that closed-371

source models present a larger relative performance372

gap between high-level and low-level perception.373

For example, GPT-4o achieves an accuracy of 34%374

(relatively reduced by 53% from 74%) on cross-375

image MCQ, compared to 18% ( relatively reduced376

by 30% from 26%) of LLaVA-1.5-13B. This in-377

dicates that the performance gains from closed378

models mainly come from their superior low-level379

perceptions, yet they still encounter challenges in380

high-level tasks. We further discuss the potential381

cause of this observation in Section 5.2.382

Impact of Model Sizes. Small models can out-383

perform the larger ones in Table 1. Among open-384

source models, MiniCPM-V-2-3B and DeepSeek-385

VL-7B achieve the best performance on high-level386

and low-level tasks respectively. As MiniCPM-V-387

2 is aligned with fine-grained correctional human388

feedback, it shows excellent trustworthiness and389

reduced hallucination. This implies that LVLMs’390

trustworthiness may benefit their high-level visual391

perception. DeepSeek-VL demonstrates a strong392

capability of perceiving specific details with ad-393

ditional visual encoders for processing low-level394

features, indicating these features are crucial to 395

low-level visual perception. Besides, comparing 396

LLaVA and InstructBLIP with different sizes re- 397

veals that increasing parameters from 7B to 13B 398

does not notably enhance their visual perception at 399

either level. Therefore, to enhance LVLMs’ single- 400

image visual perception, focusing on their ability to 401

provide trustworthy answers and capture low-level 402

features is more effective than simply scaling up. 403

Analysis on the Cross-Image Task. Table 1 404

shows that closed-source models significantly sur- 405

pass open-source models on cross-image tasks, es- 406

pecially at low perception level. For instance, GPT- 407

4V and GPT-4o achieve accuracies of 45% and 408

74% respectively at the low level, significantly sur- 409

passing the accuracy of LLaVA-1.5-13B (26%). 410

Furthermore, this performance gap is larger than 411

that observed in single-image tasks. In the cross- 412

image task, GPT-4o outperforms LLaVA-1.5-13B 413

relatively by 93% and 185% on each of the two 414

levels separately, compared to just 8% and 12% in 415

single-image tasks. The significant gap indicates 416

open-source LVLMs’ insufficient contextual atten- 417

tion, due to a lack of cross-image training data. 418

Comparison between {natural, manipulated} 419

Images. As shown in Table 2, both open- and 420

closed-source models show inferior performance 421

on manipulated images compared to natural im- 422

ages. For example, MiniCPM-V-2, LLaVA-1.5- 423

13B, and GPT-4o achieve an iAcc of 69%, 59%, 424

and 77% on natural images, while exhibiting lower 425

iAcc of 54%, 56%, and 49% on manipulated im- 426

ages. We attribute this observation to the discrep- 427

ancy between the visual perception of manipu- 428

lated images and LVLMs’ training data. Besides, 429

closed-source models demonstrate a larger perfor- 430

mance gap across image pairs than open-source 431

models. The iAcc gap of GPT-4V and GPT-4o 432

is 40.3% and 28.4% separately, while LLaVA-1.5- 433

13B and MiniCPM-V-2 have gaps of only 2.96% 434

and 14.79%. One reason for this is the rigorous 435

manner of GPT-4V and GPT-4o in interpreting the 436

high-level semantics of visual content, which we 437

will discuss in Section 5.2. Besides, these models 438

equally scrutinize all the details with their prior 439

knowledge. This tendency to provide critical and 440

reasonable answers impedes better visual percep- 441

tion on manipulated images. 442

Yes/No v.s. MCQ GPT-4V and GPT-4o present 443

conflicting results on different tasks. Although 444
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Models
Single-Image Cross-Image

qAcc aAcc mAcc CircularEval VanillaEval

Ll Lh Lm Ll Lh Lm Lm Ll Lh Ll Lh

DeepSeek (1.3B) 63.33 53.04 58.60 81.48 75.87 78.90 28.40 19.38 18.94 40.97 29.07
MiniCPM-2 (3B) 68.52 55.22 62.40 84.07 76.30 80.50 34.91 29.51 11.45 43.61 31.72
DeepSeek (7B) 70.00 54.35 62.80 84.82 76.09 80.00 33.73 36.12 25.99 47.58 36.56
InstructBLIP (7B) 49.63 40.00 45.20 74.82 69.13 72.20 17.75 0.00 1.32 27.31 23.79
LLaVA-1.5 (7B) 68.89 51.74 61.00 84.45 75.44 80.30 31.36 20.26 14.10 39.21 26.87
MiniGPT4 (8.2B) 14.44 8.26 11.60 39.26 33.70 36.70 0.59 0.00 0.00 2.64 5.73
MiniGPT4-v2 (8.2B) 52.59 40.87 47.20 73.70 67.40 70.80 14.20 0.00 0.00 21.59 24.67
mPLUG-Owl2 (8.2B) 69.26 54.78 62.60 84.63 76.30 80.80 36.09 21.14 13.22 34.80 25.99
InstructBLIP (13B) 50.37 36.09 43.80 75.19 67.61 71.70 15.98 1.76 0.44 25.99 18.50
LLaVA-1.5 (13B) 66.67 52.17 60.00 83.34 76.09 80.00 28.40 25.99 18.06 41.85 32.60
GPT-4V 66.30 39.57 54.00 82.23 69.13 76.20 23.08 44.50 14.10 63.00 37.44
GPT-4o 74.44 56.09 66.00 86.85 76.09 81.90 39.05 74.01 34.80 87.22 51.54

Table 1: Results comparison across low-level (Ll), high-level (Lh), and multi-level (Lm) tasks. CircularEval and
VanillaEval refer to Circular and Direct evaluation for multiple-choice questions. We highlight the problematic
results (< 5%) and best performance across all models and on open-source models only. qAcc, aAcc, and mAcc
represent question-level, individual, and holistic accuracies, repectively.

Method
Yes/No MCQ

iAcc aAcc mAcc CircularEval VanillaEval

N M N+M N M N+M N+M N+M N+M
DeepSeek (1.3B) 60.95 44.38 52.66 83.20 74.60 78.90 28.40 43.78 62.44
MiniCPM-2 (3B) 68.64 53.85 61.24 85.20 75.80 80.50 34.91 44.74 62.20
DeepSeek (7B) 68.05 52.07 60.06 85.00 76.60 80.80 33.73 59.33 74.40
InstructBLIP (7B) 44.38 44.97 44.68 72.40 72.00 72.20 17.75 4.07 19.14
LLaVA-1.5 (7B) 64.50 52.66 58.58 83.20 77.40 80.30 31.36 57.18 71.29
MiniGPT4 (8.2B) 10.06 4.73 7.40 41.80 31.60 36.70 0.59 0.00 2.63
MiniGPT-v2 (8.2B) 53.85 31.95 42.90 79.60 62.00 70.80 14.20 1.91 29.43
mPLUG-Owl2 (8.2B) 66.27 54.44 60.36 84.20 77.40 80.80 36.09 50.72 67.70
InstructBLIP (13B) 41.42 46.15 43.79 70.60 72.80 71.70 15.98 3.83 11.96
LLaVA-1.5 (13B) 58.58 55.62 57.10 81.20 78.80 80.00 28.40 55.02 72.25
GPT-4V 71.07 30.77 50.92 87.80 65.98 76.20 23.08 59.81 72.25
GPT-4o 76.92 48.52 62.72 90.00 73.80 81.90 39.05 64.83 77.27

Table 2: Result comparison across natural (N) and manipulated (M) images. iAcc refers to the image-level accuracy.

both tasks are based on the manipulated images,445

two models perform poor on Yes/No task with an446

iAcc of 31% and 49%, while outperforming all447

open-sourced models on the MCQ task. From Ta-448

ble 2, we can witness that the results of MCQ and449

iAcc on natural images share the same trend, which450

suggests that closed-source models’ inferior per-451

formance on manipulated images is owing to the452

nature of Yes/No questions. As an open-ended453

generative task, these models tend to perform rig-454

orously and safely, while the MCQ task is less455

influenced by their rigorous manner. This is also456

a motivation for us to design both tasks for single-457

image perception.458

5.2 Discussion459

In this section, we present our qualitative analysis460

observations, investigating the poor performance461

of GPT-4V on Yes/No questions, the gap between462

open-source and closed-source models, and the463

deficiencies of current LVLMs. 464

Rigurous Behaviors of GPT-4V in High-Level 465

Perception Tasks. Although GPT-4V exhibits 466

the highest level of security among current LVLMs, 467

its rigorous manner in interpreting a scene may 468

hinder the straightforward perception of common 469

visual contents. Specifically, GPT-4V usually ap- 470

proves only what it can directly observe from the 471

image. It tends to refuse to interpret uncertain cases, 472

such as conducting high-level perception without 473

explicit visual clues. For example, as shown in Fig- 474

ure 4 (a), although GPT-4V accurately identifies 475

the woman’s attire as a doctor’s uniform at the low 476

perception level, it declines to provide the correct 477

high-level perception that the woman is a doctor, 478

as it cannot be directly observed in the image. This 479

problem has been mitigated in GPT-4o, as it gives 480

a correct answer. 481

To explore whether we can motivate GPT-4V to 482

integrate commonsense knowledge via tuning the 483
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High-Level Low-Level
DeepSeek-VL (7B) 54.35 70.00
DeepSeek-VL (7B)+VC 54.35 70.00

∆ 0.00 0.00
LLaVA-1.5 (7B) 51.74 68.89
LLaVA-1.5 (7B) + VC 53.48 69.26

∆ +1.74 +0.37
GPT-4V 39.57 66.30
GPT-4V+VC 43.91 64.81

∆ +4.34 −1.49
GPT-4o 56.09 74.44
GPT-4o+VC 58.70 75.19

∆ +2.61 +0.75

Table 3: The effect of adding the instruction into the
prompt on Yes/No questions. VC denotes adding the in-
struction encouraging LVLMs to use commonsense. ∆
denotes the change of qAcc after adding the instruction.

Question: Is the role of the woman a doctor?

Expected Answer: Yes.

GPT-4V: No, the role of the woman is not that of a doctor. This assumption 

is based on the context of her attire. Furthermore, the setting and her 

interactions also suggest a more informal or comedic scenario rather than an 

actual medical environment.

GPT-4o: Yes, the role of the woman appears to be a doctor. This inference is 

based on her attire, specifically the white lab coat she is wearing, which is 

commonly associated with medical professionals.

Is the object held by the 

old man a lightsaber?

Expected Answer: No.

GPT-4V: No.

LLaVA: Yes.

GPT-4o: No.

DeepSeek: Yes.

What’s the emotion of the man?

A. Playful and mischievous.

B. Disrespect and defiance.

C. Frustrated and exasperated.

D. Serious.

E. Rebellious and defiant.

Expected Answer: D

GPT-4V: D

LLaVA: D

GPT-4o: D

DeepSeek: C

Is the woman going to 

engage in criminal activities?

Expected Answer: Yes.

GPT-4V: No.

LLaVA: No.

GPT-4o: No.

DeepSeek: No.

Is the man casually eating with 

a group?

Expected Answer: Yes.

(a)

(b) (c)

(d)

GPT-4V: No. The man is partaking in the 

meal as part of an organized event.

GPT-4o: No. He is holding a plate of 

food and is sitting among people wearing 

military uniforms, possibly indicating a 

more formal or ceremonial setting.
(e)

Figure 4: Case study. We highlight the incorrect and
correct part of the answer.

prompt, we add an instruction as follows:484

You are a helpful visio-linguistic AI assistant485

who answers questions in short words or phrases486

on visual commonsense in the images.487

As shown in Table 3, we observe a significant488

performance improvement in high-level Yes/No489

tasks on both GPT-4V and GPT-4o, while the per-490

formance changes on open-source models such as491

DeepSeek-VL-7B and LLaVA-1.5-7B are negligi-492

ble. This implies that commonsense knowledge is493

essential to perform reasonable high-level percep-494

tions, and specific designs of prompting are impor-495

tant to elicit this commonsense reasoning ability496

from closed-source models.497

Gaps between Open- and Closed-source LVLMs498

in Recognizing Visual Details and Utilizing Com-499

monsense Knowledge. Although LLaVA-1.5-500

13B and DeepSeek-VL-7B can outperform GPT-4o501

on straightforward content like background (qAcc502

of 92%, 86% compared to 82%)2, they demon- 503

strate worse performance on the object association 504

perception requiring to recognize details (qAcc of 505

50%, 59% compared to 66%) and gesture percep- 506

tion requiring commonsense knowledge (qAcc of 507

37%, 32% compared to 59%). For instance, in Fig- 508

ure 4, LLaVA-1.5-13B and DeepSeek-7B respec- 509

tively fail to detect the gun held by the elder man 510

(b) and the emotion of the man (c), while GPT-4V 511

and GPT-4o successfully identify both. 512

Bias in LVLMs to Prioritize Dominant Com- 513

ponents. One hard case in MVP-Bench requires 514

LVLMs to comprehend an entire image based on an 515

inconspicuous object. In Figure 3 (d), all LVLMs 516

prioritize the shopping mall setting while overlook- 517

ing the gun held by the woman. We attribute this 518

to the data homogeneity of the training images, 519

i.e., most training data is constructed by real-world 520

images where a shopping mall closely correlates 521

to shopping activities, misguiding the models to 522

ignore the presence of the gun. 523

Bias in GPT-4V and GPT-4o to Perceive Scenes 524

as Staged Performance. GPT-4V and GPT-4o 525

tend to interpret occasional or dramatic scenes as 526

staged images, especially when the co-occurrence 527

frequency of visual elements is low based on com- 528

monsense knowledge. For example, in Figure 4 529

(e), the case depicts the president having a meal 530

with soldiers together, while GPT-4V and GPT- 531

4o regard this as a staged scene for an organized 532

event. This suggests the over-reliance on prior 533

commonsense knowledge of GPT-4V and GPT-4o, 534

potentially obstructing their generalizability to un- 535

derstand and interpret occasional scenes and their 536

inherent semantic meanings. 537

6 Conclusion 538

We introduce MVP-Bench, the first benchmark sys- 539

tematically evaluating LVLMs’ multi-level visual 540

perception. We diagnose 12 current LVLMs and 541

compare their various performance across percep- 542

tion levels and between natural-manipulated pairs. 543

Further analysis demonstrates these models’ de- 544

ficiency and the gap between closed- and open- 545

source models. We envision follow-up work to 546

enhance LVLMs’ ability to generate multi-level 547

visual perception consistent with visual content. 548

2Appendix 4 demonstrates models’ performance on differ-
ent categories of visual perceptions.
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Limitations549

While constructing MVP-Bench, we generate ma-550

nipulated images with Diffusion models. Although551

we manually filtered out the generated images not552

conveying a different perception compared to the553

source natural images, some still contain blur, in-554

consistencies, or distortions (e.g., three-armed per-555

sons or blur distorted faces), potentially affecting556

LVLMs’ understanding due to the introduced noise.557

Besides, MVP-Bench focuses human-related vi-558

sual perception to ensure each case necessitates559

multi-level understanding, potentially overlooking560

scenarios devoid of humans. In future work, we561

will refine and expand MVP-Bench further to en-562

hance image quality and topic coverage.563

Ethics Statement564

MVP-Bench contains violent content and celebrity565

information, which may cause harmful imitation566

or misinformation. To prevent the misuse of MVP-567

Bench, we will implement stringent access rules568

and consistently track follow-up works to ensure569

their research-only objectives.570

Besides, our MVP-Bench is constructed with the571

images from the EMU dataset as seeds. We have572

followed its access rules by filling in the form and573

obtaining permission from the authors.574
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A Cases of our definition of high- and low-level visual perception in MVP-Bench 759

We define 5 high-level categories and 13 low-level categories for visual perception in MVP-Bench. Here 760

are more cases from MVP-Bench for each category. 761

Image Pair

Image 1 Image 2

High-Level Questions

Yes/No Questions: 

Is the man walking down the street in Image 1 / Image 2? 

Please answer yes or no. 

Answer: Yes. / No.

Is the man dancing in a nightclub in Image 1 / Image 2?

Please answer yes or no.

Answer: No. / Yes.

Single-Image MCQ: 

What is the behaviour of the man?

A. The man is hosting a karaoke session.

B. The man is bartending behind the.

C. The man is dancing in a nightclub.

D. The man is walking down the street.

E. The man is performing as a DJ.

Answer with the option's letter of the most possible choice 

directly.

Answer: C

Low-Level Visual Perception

Yes/No Questions: 

Is the background a nightclub scene in Image 1 / Image 2?

Please answer yes or no.

Answer: Yes. / No.

Is the background a regular street in Image 1 / Image 2?

Please answer yes or no.

Answer: No. / Yes.

Category: Behaviour – Background

Manipulation: Substitute the background of a street scene 

with a nightclub scene.

Image 1 Image 2

Category: Behaviour – Movement

Manipulation: Altering the man’s movement from ordering 

to smashing the screen.

High-Level Questions

Yes/No Questions: 

Is the man aggressively smashing the screen in Image 1 / 

Image 2? Please answer yes or no. 

Answer: No. / Yes.

Is the man peacefully ordering in Image 1 / Image 2?

Please answer yes or no.

Answer: Yes. / No.

Single-Image MCQ: 

What is the behaviour of the man?

A. The man is aggressively smashing the screen.

B. The man is simply touching the screen.

C. The man is using a hammer to break the screen into 

pieces, venting his anger towards the device.

D. The man is frantically trying to unlock his phone or 

device by repeatedly tapping and swiping at the screen in 

a state of frustration.

E. The man is shouting at the screen and shaking it.

Answer with the option's letter of the most possible choice 

directly.

Answer: A

Low-Level Visual Perception

Yes/No Questions:

 

Is the raising his arms to smash the screen with his fist in 

Image 1 / Image 2? Please answer yes or no.

Answer: No. / Yes.

Figure 5: Cases for ‘Behaviour-Background’ and ‘Behaviour-Movement’ categories.
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Image Pair

Image 1 Image 2

High-Level Questions

Yes/No Questions: 

Is the man playing tennis in Image 1 / Image 2? 

Answer: Yes. / No.

Is the man engaging in criminal activities in Image 1 / 

Image 2? Answer: No. / Yes.

Single-Image MCQ: 

What is the behaviour of the man in Image 2?

A. The man is engaging in a terrorist attack.

B. The man is playing tennis.

C. The man is undergoing firearms training to maintain 

proficiency in handling his weapon.

D. The man is merchandising a gun.

E. The man is filming a scene for a action movie.

Answer: A

Cross-Image Questions: 

Which aspect of the man has been altered between the 

pair of images?

A. emotion B. behaviour C. identity D. role E. scenario

Answer: B

Low-Level Visual Perception
Yes/No Questions: 

Is the man holding a tennis racket in Image 1 / Image 2?

Answer: Yes. / No.

Is the holding a gun in Image 1 / Image 2?

Answer: No. / Yes.

Cross-Image Questions: 

How have the pair of images been modified?

A. Replace the object held by the main subject.

B. Introduce a group of people.

C. Change aesthetic features (including style and 

lightness).

D. Substitute the main subject with celebrities.

E. Change the main subject's facial expression.

Answer: A

Category: Behaviour – Object Association

Manipulation: Substitute the tennis racket in the man’s 

hand with a gun.

Image 1 Image 2

Category: Behaviour – Content

Manipulation: Altering the man’s movement from ordering 

to smashing the screen.

High-Level Questions

Yes/No Questions: 

Is the man watching a scientific video in Image 1 / 

Image 2? Please answer yes or no.

Answer: Yes. / No.

Is the man working on a report in Image 1 / Image 2?

Please answer yes or no.

Answer: No. / Yes.

Single-Image MCQ: 

What is the behaviour of the man?

A. The man is furiously shredding paper documents and 

deleting files on his computer. 

B. The man is nervously looking over his shoulder, as if 

paranoid that someone might be trying to sneak a peek 

at the confidential financial. 

C. The man is preparing for a financial report.

D. The man is frantically typing on the keyboard.

E. The man is working on a computer with rocket 

image.

Answer with the option's letter of the most possible 

choice directly.

Answer: A

Low-Level Visual Perception

Yes/No Questions:

 

Is the specific content on the computer screen a rocket 

image in Image 1 / Image 2? Please answer yes or no.

Answer: Yes. / No.

Is the specific content on the computer screen a tabular 

form in Image 1 / Image 2? Please answer yes or no.

Answer: No. / Yes.

Figure 6: Cases for ‘Behaviour-Object Association’ and ‘Behaviour-Content’ categories.

12



Image Pair

Image 1 Image 2

High-Level Questions

Low-Level Visual Perception
Yes/No Questions: 

Is the background a nightclub scene in Image 1 / Image 2? 

Please answer yes or no.

Answer: Yes. / No.

Is the background a regular street in Image 1 / Image 2?

Please answer yes or no.

Answer: No. / Yes.

Cross-Image Questions: 

How have the pair of images been modified?

A. Alter the main subject's movement.

B. Replace the content in the paper or sign.

C. Change the main subject's clothes.

D. Change aesthetic features.

E. Substitute the background. Answer: C

Category: Role-Attire

Manipulation: Substitute the man’s clothes from a suit to 

a shirt with black and white strips for convicts.

Image 1 Image 2

Category: Role – Group Association

Manipulation: Introducing a group firefighters into the 

image, and indicating the robot a member of them.

High-Level Questions

Yes/No Questions: 

Is robot a firefighter in Image 1 / Image 2? Please answer 

yes or no. 

Answer: No. / Yes.

Is the robot an escaper from a disaster in Image 1 / Image 

2? Please answer yes or no.

Answer: Yes. / No.

Single-Image MCQ: 

What is the role of the robot in Image 2?

A. The robot is a firefighter.

B. The man is a concerned citizen seeking help from the 

firefighters to rescue his cat stuck in a tree.

C. The man is a local reporter covering a story about the 

firefighters responding to a blaze in a nearby building.

D. The robot is engaging in criminal activities. 

E. The man is a city official coordinating with the 

firefighters to ensure the residents’ safety.

Answer with the option's letter from the given choices 

directly.

Answer: A

Cross-Image Questions: 

Which aspect of the robot has been altered between the 

pair of images?

A. emotion B. behaviour C. identity D. role E. scenario

Answer: D

Low-Level Visual Perception

Cross-Image Questions: 

How have the pair of images been modified?

A. Substitute the main subject’s face.

B. Introduce a group of people.

C. Introduce a virtual character.

D. Change aesthetic features (including style and 

lightness).

E. Change the main subject's facial expression.

Answer: B

Yes/No Questions: 

Is the man dressing as a decent gentleman in Image 1 / 

Image 2? Please answer yes or no. 

Answer: Yes. / No.

Is the man dressing as a convict in Image 1 / Image 2? 

Please answer yes or no.

Answer: No. / Yes.

Single-Image MCQ: 

What is the role of the man in Image 2?

A. The man is a real convict.

B. The man is an actor filming a scene for a movie or TV 

show, portraying a comical prison 

C. The man is a performer in a musical theater 

production, playing the role of a zany.

D. The man is a comedian using the prisoner outfit as part 

of his stand-up routine.

E. The man is a business executive.

Answer: A

Cross-Image Questions: 

Which aspect of the man has been altered between the 

pair of images?

A. emotion B. behaviour C. identity D. role E. scenario

Answer: D

Figure 7: Cases for ‘Role-Attire’ and ‘Role-Group Association’ categories.
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Image Pair

Image 1 Image 2

High-Level Questions

Yes/No Questions: 

Could the character in the image be perceived as 

adding a comical and mischievous element to what 

may otherwise seem like a serious situation in Image 1 

/ Image 2? 

Please answer yes or no. 

Answer: No. / Yes.

Single-Image MCQ: 

How does the presence of Daffy Duck alter the 

perception of the incident in Image 2?

A. The man is engaging in firearm training with Daffy 

Duck.

B. The woman is delighted to see Daffy Duck in the 

rural setting.

C. The man is involved in a serious police operation on 

the woman.

D. The man is naughty and playing a prank on the 

Daffy Duck.

E. The woman is assisting the man and Daffy Duck in a 

rescue mission.

Answer with the option's letter of the most possible 

choice directly.

Answer: D

Low-Level Visual Perception

Yes/No Questions: 

Is Duffy Duck shown in Image 1 / Image 2? 

Please answer yes or no.

Answer: No. / Yes.

Category: Role – Virtual Character

Manipulation: Introducing the virtual character Duffy 

Duck into the image.

Image 1 Image 2

Category: Identity – Physical Features

Manipulation: Substituting the adult in with mask with an 

infant.

High-Level Questions

Yes/No Questions: 

Does the Image 1 / Image 2 raise concerns about child 

endangerment or negligence? Please answer yes or no. 

Answer: No. / Yes.

Single-Image MCQ: 

What ethical concern can arise from Image 2?

A. Child safety in a hazardous situation.

B. Comfort and well-being of the child.

C. Environmental sustainability of firewalking.

D. Adherence to fire safety regulations for adults.

E. Proper footwear for firewalking performance.

Answer with the option's letter of the most possible choice 

directly.

Answer: A

Cross-Image Questions: 

Which aspect of the main subject has been altered 

between the pair of images?

A. emotion B. behaviour C. identity D. role E. scenario

Answer: C

Low-Level Visual Perception

Yes/No Questions:

Is the main subject in Image 1 / Image 2 a child? Please 

answer yes or no.

Answer: No. / Yes.

Cross-Image Questions: 

How have the pair of images been modified?

A. Substitute the background.

B. Change the appearance of the main subject.

C. Substitute the main subject with virtual character.

D. Change aesthetic features (including style and 

lightness).

E. Replace the content in the paper or sign.

Answer: B

Figure 8: Cases for ‘Role-Virtual Character’ and ‘Identity-Physical Feature’ categories.
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Image Pair

Image 1 Image 2

High-Level Questions

Yes/No Questions: 

Is Image 1 / Image 2 taken in the North Korean military? 

Please answer yes or no. 

Answer: No. / Yes.

Single-Image MCQ: 

What inference can be drawn about the man aside from 

Kim Jong-un in Image 2?

A. The man is promoting peace and unity.

B. The man is affiliated with a well-known dictator.

C. The man is a renowned chef.

D. The man is participating in a military ceremony.

E. The man is advocating for human rights.

Answer with the option's letter of the most possible 

choice directly.

Answer: D

Low-Level Visual Perception

Yes/No Questions: 

Is the celebrity in the given context Kim Jong-un, the 

leader of North Korea? Please answer yes or no.

Answer: No. / Yes.

Category: Identity - Celebrity

Manipulation: Substitute the U.S. president Trump with 

the leader of North Korea Kim Jong-un.

Image 1 Image 2

Category: Emotion - Gesture

Manipulation: Substituting the man’s ‘Wait’ gesture with 

a thumb-up.

High-Level Questions

Yes/No Questions: 

Is the man expressing encouragement in Image 1 / Image 

2? Please answer yes or no. 

Answer: No. / Yes.

Cross-Image Questions: 

Which aspect of the main subject has been altered 

between the pair of images?

A. emotion B. behaviour C. identity D. role E. scenario

Answer: A

Low-Level Visual Perception

Yes/No Questions:

 

Is the man giving a ‘wait’ gesture in Image 1 / Image 2? 

Please answer yes or no.

Answer: Yes. / No.

Is the man giving a thumb-up in Image 1 / Image 2? 

Please answer yes or no.

Answer: No. / Yes.

Cross-Image Questions:

How have the pair of images been modified?

A. Introduce a group of people.

B. Change the main subject's gesture.

C. Replace the content in the paper or sign.

D. Substitute the main subject with celebrities.

E. Change the main subject's facial expression.

Answer with the option's letter of the most possible 

choice directly.

Answer: B

Figure 9: Cases for ‘Identity-Celebrity’ and ‘Identity-Gesture’ categories.
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Image Pair

Image 1 Image 2

High-Level Questions

Yes/No Questions: 

Is the woman happy in Image 1 / Image 2? 

Please answer yes or no. 

Answer: Yes. / No.

Is the woman angry in Image 1 / Image 2?

Please answer yes or no.

Answer: No. / Yes.

Single-Image MCQ: 

What is the emotion of the woman in Image 2?

A. The woman is determined.

B. The woman is confused.

C. The woman is disappointed.

D. The woman is happy.

E. The woman is angry.

Answer with the option's letter from the given choices 

directly.

Answer: E

Low-Level Visual Perception

Yes/No Questions: 

Is the woman smiling in Image 1 / Image 2?

Please answer yes or no.

Answer: Yes. / No.

Is the woman scowling in Image 1 / Image 2?

Please answer yes or no.

Answer: No. / Yes.

Category: Emotion – Facial Expression

Manipulation: Alter the woman’s facial expression from 

smiling to scowling.

Image 1 Image 2

Category: Scenario - Background

Manipulation: Substituting the road background with a 

park setting. Keep the man’s behaviour unchanged.

High-Level Questions

Yes/No Questions: 

Is the man attending a peaceful protest in Image 1 / 

Image 2? Please answer yes or no. 

Answer: Yes. / Yes.

Is the man playing tai-chi in the park in Image 1 / Image 

2? Please answer yes or no.

Answer: No. / No.

Single-Image MCQ: 

What is The behaviour of the main subject?

A. The man is sketching a beautiful landscape scene on a 

canvas set up on an easel.

B. The man is acting non-violently and is encountering a 

dangerous situation.

C. The man is practicing tai chi, moving with slow, 

deliberate motions that flow harmoniously with the natural 

energy of the park.

D. The man is feeding a group of friendly squirrels that 

have gathered around him.

E. The man is peacefully meditating under a tree, exuding 

a sense of tranquility and serenity that resonates with the 

peaceful surroundings of the park.

Answer with the option's letter from the given choices 

directly.

Answer: B

Low-Level Visual Perception

Yes/No Questions:

Is the setting a road with soldiers and crowd in Image 1 / 

Image 2? Please answer yes or no.

Answer: Yes. / No.

Is the setting a peaceful park with trees and benches in 

Image 1 / Image 2? Please answer yes or no.

Answer: No. / Yes.

Figure 10: Cases for ‘Emotion-Facial Expression’ and ‘Scenario-Background’ categories.
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Image Pair

Image 1 Image 2

High-Level Questions

Yes/No Questions: 

Does Image 1 / Image 2 depict the man in a potentially 

mocking or derogatory manner? Please answer yes or 

no. 

Answer: No. / Yes.

Single-Image MCQ: 

What is the likely tone of the cartoon towards the man 

depicted in Image 2?

A. Idolizing

B. Disrespectful

C. Sympathetic

D. Supportive

E. Indifferent

Answer with the option's letter from the given choices 

directly.

Answer: B

Low-Level Visual Perception

Yes/No Questions: 

Is Image 1 / Image 2 a satirical cartoon?

Please answer yes or no.

Answer: No. / Yes.

Is Image 1 / Image 2 a realistic photo?

Please answer yes or no.

Answer: Yes. / No.

Category: Scenario – Aesthetic Features

Manipulation: Transform the image from a realistic photo 

into a comics style.

Figure 11: Cases for ‘Scenario-Aesthetic Feature’ category.
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B LVLMs’ pAcc on different categories of visual perceptions762

Method
Behaviour Role Identity Emotion Scenario

B1 B2 B3 B4 R1 R2 R3 I1 I2 E1 E2 S1 S2

MiniCPM-2 (3B) 86.36 55.36 42.22 56.10 75.68 70.18 65.00 57.69 45.45 31.58 62.75 84.62 75.00
DeepSeek (1.3B) 81.82 58.93 46.67 51.22 67.57 68.42 60.00 46.15 31.82 31.58 58.82 69.23 64.29
DeepSeek (7B) 86.36 53.57 44.44 63.41 75.68 73.68 60.00 57.69 45.45 28.95 58.82 92.31 75.00
MiniGPT4 (8.2B) 13.64 19.64 17.78 4.88 18.92 19.30 15.00 7.69 9.09 15.79 13.73 7.69 14.29
MiniGPT-v2 (8.2B) 68.18 53.57 44.44 29.27 62.16 59.65 60.00 34.62 36.36 26.32 23.53 53.85 50.00
InstructBLIP (7B) 74.24 57.14 28.89 36.59 51.35 47.37 70.00 34.62 50.00 15.79 25.49 76.92 35.71
InstructBLIP (13B) 69.70 41.07 31.11 31.71 32.43 59.65 60.00 42.31 40.91 23.68 33.33 61.54 35.71
LLaVA-1.5 (7B) 80.30 58.93 53.33 60.98 70.27 68.42 50.00 50.00 22.73 47.37 60.78 92.31 57.14
LLaVA-1.5 (13B) 92.42 50.00 51.11 51.22 62.16 71.93 70.00 46.15 50.00 36.84 50.98 69.23 60.71
GPT-4V 74.24 51.79 40.00 56.10 75.68 66.66 60.00 42.31 4.55 52.63 41.18 76.92 71.43
GPT-4o 81.82 66.07 51.11 60.98 72.97 71.93 80.00 65.38 34.78 59.46 51.92 83.33 92.86

Table 4: Models’ performance on different categories of visual perceptions. The denotions of different categories
are consistent with the definition in Figure 3 (a). We highlight the models with highest performance on each metric.
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