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Abstract

Since the introduction of ChatGPT and GPT-4,001
these models have been tested across a large002
number of tasks. Their adeptness across do-003
mains is evident, but their aptitude in playing004
games, and specifically their aptitude in the005
realm of poker has remained unexplored. Poker006
is a game that requires decision making under007
uncertainty and incomplete information. In this008
paper, we put ChatGPT and GPT-4 through the009
poker test and evaluate their poker skills. Our010
findings reveal that while both models display011
an advanced understanding of poker, encom-012
passing concepts like the valuation of starting013
hands, playing positions and other intricacies of014
game theory optimal (GTO) poker, both Chat-015
GPT and GPT-4 are NOT game theory optimal016
poker players.017

Profitable strategies in poker are evaluated in018
expectations over large samples. Through a se-019
ries of experiments, we first discover the char-020
acteristics of optimal prompts and model pa-021
rameters for playing poker with these models.022
Our observations then unveil the distinct play-023
ing personas of the two models. We first con-024
clude that GPT-4 is a more advanced poker025
player than ChatGPT. This exploration then026
sheds light on the divergent poker tactics of the027
two models: ChatGPT’s conservativeness jux-028
taposed against GPT-4’s aggression. In poker029
vernacular, when tasked to play GTO poker,030
ChatGPT plays like a nit, which means that it031
has a propensity to only engage with premium032
hands and folds a majority of hands. When sub-033
jected to the same directive, GPT-4 plays like034
a maniac, showcasing a loose and aggressive035
style of play. Both strategies, although rela-036
tively advanced, are not game theory optimal.037

1 Introduction038

ChatGPT (Ouyang et al., 2022; OpenAI, 2022) and039

GPT-4 (OpenAI, 2023) are immensely powerful040

language models, capable of previously unimag-041

inable tasks. These LLMs go beyond language042

Figure 1: A 9-player poker table with the positions
named. The order of action in the pre-flop betting round
is from UTG to BB.

understanding tasks and are able to do mathemat- 043

ics (Frieder et al., 2023) and reasoning (Liu et al., 044

2023), competitively passing bar exams for becom- 045

ing a board certified lawyer (Bommarito II and 046

Katz, 2022; Katz et al., 2023), and are able to un- 047

derstand human emotions (Elyoseph et al., 2023) 048

among other things. Playing games require a com- 049

bination of many such skills, which makes it an 050

interesting setting to test the capabilities of these 051

models. While much attention has been given to 052

analysing the capabilities of large language mod- 053

els (LLMs) on different language understanding 054

and reasoning tasks, evaluating their abilities in 055

game play is currently understudied. Poker is one 056

such complex game that requires a combination 057

of skills including mathematical analysis, reason- 058

ing, strategic decision making and understanding 059

human behavior and human psychology. Game 060

theory and exploitative decision making based on 061

opponent behavior are at the heart of the game. In 062

this paper, we put ChatGPT and GPT-4 to the test 063

and evaluate their ability to play the game of poker. 064

Poker is a popular card game that is played in 065

various forms throughout the world. The game 066

consists of multiple rounds, where players receive 067

private information in the form of their own cards, 068

and public information is gradually revealed in the 069

form of shared cards, known as the community 070

cards. Players make decisions based on their cur- 071
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Figure 2: GTO pre-flop strategy in Raise First In spots (Little). The red color shows raised hand, green show limped
hands, and white shows folded hands.

rent hand strength, possible future outcomes, and072

inferred information about opponents’ hands based073

on their actions and style of play. This makes poker074

a fascinating instance of incomplete information075

game (Harsanyi, 1995). While some efforts to-076

wards evaluating LLMs in playing games have re-077

cently begun (Tsai et al., 2023)(Akata et al., 2023),078

it still remains a rather unexplored dimension. To079

the best of our knowledge, this paper is the first080

instance of evaluating LLMs at playing incomplete081

information games. Poker is an extremely technical082

game using game theory solvers to dictate decision083

making (Friedman, 1971; Billings et al., 2003).084

The most popular variant of poker is called Texas085

No-Limit Hold’em (NLH) that epitomizes the chal-086

lenge of decision-making under uncertainty and087

incomplete information. There are four different088

rounds of betting that happen in Texas NLH after089

the cards are dealt (appendix A.1). In this paper,090

we study the first round of betting, known as the091

pre-flop round. Decisions in poker are deemed prof-092

itable in expectation over a large sample size and093

cannot be evaluated in isolation. Professional poker094

players use game theory solvers to come up with095

profitable strategies in poker, called game theory096

optimal (GTO) strategies. Thus, evaluating poker097

playing capabilities of LLMs requires an under-098

standing of both a technical understanding of GTO099

poker and LLMs.100

In this paper, we study the pre-flop decisions 101

made by ChatGPT and GPT-4 in a 9-player Texas 102

No-limit Hold’em poker game, when the model is 103

the first to act in the game. The three main factors 104

determining the betting in this round are the private 105

cards held by the player, the position at which the 106

player is playing at, and previous pre-flop bets if 107

any by other players. Position in poker refers to 108

the order in which a player acts pre-flop. We go 109

into more detail about positions in poker in a later 110

sections. While LLMs like ChatGPT and GPT-4 111

were trained on a large amount of internet data, they 112

were not trained to specifically play poker. Thus 113

the ability to play poker, especially GTO poker, 114

cannot be taken for granted. Our paper, to the best 115

of our knowledge, is the first work studying the use 116

of LLMs for playing poker. 117

Our findings reveal that both ChatGPT and GPT- 118

4 have an advanced understanding of the game of 119

poker, where they understands concepts like posi- 120

tion and starting hand ranges (apendix A.1). Yet, 121

both ChatGPT and GPT-4 are not game the- 122

ory optimal. ChatGPT is less advanced at playing 123

poker when compared to GPT-4 and tends to play 124

conservatively - folding most hands and only play- 125

ing with premium hands. GPT-4 on the other hand 126

is an overaggressive player and raises a larger than 127

optimal number of hands. 128
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2 A Crash Course in No-Limit Hold’em129

Poker130

In this paper, we ask ChatGPT and GPT-4 to make131

pre-flop decisions in a 9-player NLH poker game.132

Figure 1 shows the pre-flop setting in a 9-player133

Texas NLH game. The pre-flop round is the first134

betting round in a NLH game which happens right135

after the private cards are dealt to the players. In136

a 9 player scenario, the first two positions to act -137

the small blind (SB) and big blind (BB) have to put138

in the chips without seeing their cards. The first139

person to act voluntarily in the pre-flop scenario140

is the player after the big blind, called the under-141

the-gun (UTG) player. The players next to act after142

the UTG player are called UTG+1 (pronounced143

as under-the-gun-plus-one) and UTG+2. The next144

positions are usually middle positions. The posi-145

tion to act after UTG+2 is called the Lojack (LJ),146

followed by Hijack (HJ), Cutoff (CO) and the But-147

ton (B). Position is a very important factor while148

making any decision in poker (appendix A.1).149

In this paper, we study the first step in the pre-150

flop betting scenario called the raise-first-in (RFI).151

In this scenario, the player is the first to put chips in152

the pot. This can happen either if a player is first to153

act (UTG) or if all players before the current player154

have decided not to play (have folded). Thus, the155

players usually choose from one of the following156

basic actions in the RFI scenario - call or to equal157

the previous bet (also known as limp in pre-flop158

round), raise or to bet more chips than the bet159

made by a previous player, or fold or to give up160

a claim to the and discontinuing in the hand. We161

refer the reader to appendix A.1 for a more detailed162

introduction to the game of poker.163

2.1 Poker Charts164

Strategies in poker are represented using poker165

charts. Poker charts, also known as starting hand166

charts, are tools designed to guide players in their167

decision-making process, especially during the pre-168

flop stage of a NLH poker game. These charts pro-169

vide a visual representation of the potential strength170

of each two-card starting hand, and often suggest171

an optimal course of action (such as fold, limp, or172

raise) depending on a player’s position at the ta-173

ble. The game-theory-optimal RFI pre-flop charts174

(Little) for different positions are shown in Figure175

2. Poker chart to poker players are what periodic176

tables are to chemists. All poker players remember177

many such poker charts by heart to avoid needing178

computational solvers (which are never allowed in 179

live games) and yet be able to make game-theory 180

optimal decisions. 181

These poker charts are arranged in a 13 by 13 182

matrix. This is a compressed representation of 183

1326 possible starting hands that a player can have 184

(poker is played with a deck of 52 cards, with the 185

cards divided into 4 suits of 13 cards each). The 186

suited cards form the upper diagonal matrix of the 187

poker charts, depicted by ’s’, and the unsuited start- 188

ing cards are denoted by ’o’ in the lower diagonal 189

matrix of the poker charts (‘o’ stands for off-suite). 190

The diagonal elements contain two starting cards 191

with the same number, called pocket pairs. For a 192

more comprehensive explanation of poker charts, 193

we refer the reader to appendix A.1.2. 194

2.2 GTO Pre-flop Strategy 195

Poker charts shown in figure 2 contains game the- 196

ory optimal RFI pre-flop decisions for different 197

positions. The RFI condition assumes that all play- 198

ers before the current player have folded or the 199

current player is the first to act. Some very easy 200

to observe patterns for GTO pre-flop play is that 201

UTG player folds most hands. As can be seen in 202

figure 2, UTG player folds approximately 90% of 203

their hands, whereas a player on the button posi- 204

tion only folds 50% of their hands. This shows that 205

one should only play a very restricted set of hands 206

from early positions and can increase their range of 207

cards from later positions. The second immediate 208

observation is that GTO poker does not recommend 209

that you limp (except at small blind position). That 210

means that in general, the GTO strategy pre-flop is 211

to either raise, or fold. 212

The minimum bet in the game is a pre-decided 213

quantity that is usually fixed for the duration of 214

the entire game (considering standard cash games). 215

Coincidentally, the amount of the minimum bet 216

is also called big blind (BB). For example, if the 217

minimum amount you can bet at a table is 3$, then 218

1 BB = 3$.The GTO raise amount is usually con- 219

sidered to be 3 BB, which in this example would 220

be equal to 9$. To clarify for the readers, big blind 221

is a term used both for a position in poker and the 222

minimum amount that can be bet in a game, and is 223

disambiguated by the context. 224

3 ChatGPT Playing Poker 225

We now move on to first have ChatGPT (gpt-3.5- 226

turbo) play poker. We specifically analyse Chat- 227
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Figure 3: ChatGPT’s pre-flop strategy in Raise First in spots. The red color hands show raised hands, green color
shows limped hands and yellow shows folded hands. This decision matrix is for short-type and ranked user prompt.

Figure 4: ChatGPT’s pre-flop strategy in Raise-First-in using the short user prompt and ranked order of card
presentation. Here, ChatGPT is specifically asked to play GTO poker.

GPT’s decision making in the RFI pre-flop step.228

The first step in this process is to choose the right229

prompts to get ChatGPT to play poker. We ex-230

periment with different types of prompts. In the231

sections that follow, we go through the different232

prompts tried, our rationale for them and what we233

learnt about how to play poker with ChatGPT.234

3.1 Basic System Prompt235

After a lot of experimentation based on analysing236

model responses, we use the following system237

prompt to describe the RFI pre-flop setting to Chat-238

GPT:239

You are playing a 9 player Texas No-limit Holdem240
poker game. You will be provided with your241
position at the table and the hand you’re holding.242
Please provide your pre-flop decision.243

244
Assume you are the first to act and every-245
one before you has folded, thus your decisions246

can be one of fold, raise or limp. If you are 247
placing a bet, please specify your best size in 248
terms of big blinds. 249

250
Provide your decision without any expla- 251
nation in the following format: DECISION(Raise, 252
Fold, Limp), N BB (if placing a bet, replace N by 253
bet amount) 254

The above system prompt was carefully selected 255

after trying many different prompts. The criteria 256

for selecting the prompt was firstly, being able to 257

appropriately describe the scenario of the game, 258

and secondly, having ChatGPT generate output in 259

the desired format. The first line in the prompt 260

describes the game ChatGPT is playing, which is a 261

9-player Texas no-limit Holdem poker. ChatGPT 262

is then provided with information about the RFI 263

scenario, where it is asked to assume that everyone 264

before it has folded and it is the first to act in the 265

hand. To further aid ChatGPT in making decisions, 266
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Figure 5: ChatGPT action percentage as a function of position. Action options that ChatGPT has are raise, fold and
limp. The positions on the x-axis are ordered in order of action on the table.

Figure 6: GPT-4 action percentage as a function of position. ‘GPT-4 short’ is the standard GPT-4 model with
short-type and ranked format prompting.

we specify the options it has in such a scenario,267

which is either to fold, raise or limp. Finally, Chat-268

GPT is asked to provide its decision in a specific269

format as described in the prompt.270

3.1.1 User Prompts271

The information about the cards and positions is272

provided as a user prompt. We experimented with273

two ways of providing the user prompt. In the first274

settings (called ‘verbose’), we expand the name275

of cards and the suit information. In the second276

type of user prompt (called ‘short’), we shorten the277

card names and the suit information to one letter.278

An example user prompt for both settings is shown279

below:280

• Verbose : UTG A,K suited281

• Short : UTG AKs282

Our rationale for using the two types of user283

prompts was to describe the private cards as clearly284

as possible. The verbose-type user prompt de-285

scribes the current hands more elaborately, and286

we expect the model to perform better with this287

user prompt. The short-type prompt on the other288

hand is a more concise representation of the pri-289

vate card information, although it is the standard290

way of talking about hands in the poker community.291

All poker charts available online, including the one292

shown in figure 2, use this notation. The ‘s’ stands293

for suited hands whereas the ‘o’ stands for offsuit 294

hands. 295

Another variable in choosing the correct prompt 296

was the order in which the cards were presented 297

to ChatGPT. One possible way to present starting 298

hands was to always present the highest ranked of 299

the two cards (Ace being the highest) first and the 300

smaller ranked card second. Thus, if the private 301

cards for a player are Ace and King, it will be writ- 302

ten as AK in the ranked prompts and as KA in the 303

unranked prompts. We will discuss the effects of 304

these different kinds of prompting in a later section. 305

3.2 Analysing ChatGPT’s Decision Matrix 306

Based on the above system prompt and two types 307

of user prompts, we try to recreate the RFI pre-flop 308

decision charts as shown in figure 2 for ChatGPT. 309

The aim is to understand ChatGPT’s decision mak- 310

ing in this situation and consequently its adeptness 311

in playing poker. With the given system and user 312

prompts, we ask ChatGPT to make a decision for 313

each hand combination on the pre-flop charts at 314

every position. Each positions has 169 possible 315

hands (13 times 13), and there are 8 positions in 316

total, leading to 1352 unique queries. We perform 317

these experiments for three values of temperature 318

(0.2, 0.7, 1.0) and two values of top-p (0.95, 1), 319

thus leading to 6 experiments for each of the ways 320

of prompting. We prompt the model 10 times for 321
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each hand, and choose the most common pre-flop322

decision made by the model to counteract errors323

due to sampling based generation. We find that324

temperature = 0.2 and top-p = 0.95 produces the325

most robust results which are closest to GTO re-326

sults. In this section, we only show results for327

temperature = 0.2 and top-p = 0.95. The chosen328

values of temperature lead to generation of most329

probable answer (Holtzman et al., 2019; Radford330

et al., 2019; Brown et al., 2020), thus showing331

that most probable answer is more GTO than332

sampling based generation for poker.333

ChatGPT’s pre-flop decision matrices for the334

short and ranked prompt are shown in figure 3.335

Since this is our first look at ChatGPT playing336

poker, it is useful to highlight some non-trivial337

and yet fundamental observations about ChatGPT338

playing poker. We want to remind the readers that339

ChatGPT is not trained to play poker, but just to340

predict the next word from a huge corpus of inter-341

net text (Radford et al., 2018, 2019; Brown et al.,342

2020). The internet is full of information about343

poker, including multiple lessons and poker charts344

describing game theory optimal (GTO) poker, and345

a lot of discussions about hands and how to play346

them on online forums. Any knowledge that these347

models have about the game of poker would be im-348

plicitly learnt through these sources. With the vast349

amount of knowledge that these models have, its350

expected for these models to know about the game351

of poker; but being able to play the game optimally352

cannot be assumed.353

Observation 1 - ChatGPT Understands Poker354

at and advanced level. While ChatGPT’s profi-355

ciency at poker is debatable, there is no doubt that356

ChatGPT understands poker at a fundamental level.357

An easy way to see this is to look at the poker358

charts produced by ChatGPT (figure 3). At every359

position, ChatGPT always raises with pocket Aces360

(AA), which is the best starting hand in poker, and361

always folds 27 offsuit (27o), which is the worst362

starting hand in poker. It follows similar patterns363

of raising and folding with the few other top and364

worst starting hands in poker. While understanding365

of rules and relative winning potential of starting366

hands comes at early stages of playing, understand-367

ing the importance of position is a more advanced368

concept. As discussed earlier, the GTO way to369

play pre-flop is to play fewer hands from earlier370

positions, and to play a larger percentage of hands371

from later positions. We can clearly see this pattern372

being followed in the ChatGPT pre-flop charts, as 373

show in figures 3. We can also see this in figure 5, 374

where the fold percentage decreases as ChatGPT 375

plays from later positions. 376

Observation 2 - There is a Correct way to ask 377

ChatGPT to play Poker: There is a right way 378

and a wrong way to ask ChatGPT to make pre-flop 379

decisions. The pre-flop cards should be provided in 380

a short-type writing, like AKo or AKs rather than 381

writing their more verbose forms. Similarly, writ- 382

ing the higher ranked card first is even more crucial 383

to get more GTO-like decisions. For example, ask- 384

ing ChatGPT to predict A4s vs 4As will lead to 385

completely different decision matrices. This can 386

be seen in figure 9 and figure 10. While we see a 387

minor drop in performance with verbose prompts 388

(figure 9), unranked prompts lead to extremeley 389

non-GTO and erratic style of playing (figure 10), 390

where the model folds premium hands like AQs. 391

3.3 GTO System Prompt 392

The above analysis shows ChatGPT has a deeper 393

understanding of poker than a beginner. If we look 394

at the decision matrices of ChatGPT, we do find 395

hints of a game theory optimal decision making. 396

Since we’re comparing ChatGPT’s game with a 397

GTO game, why not ask ChatGPT to play GTO 398

poker? By doing this, we will also be able to find 399

if ChatGPT knows how to play GTO poker and 400

change its strategy when specifically asked to play 401

GTO poker. To do this, we change the previous 402

system prompt to explicitly ask ChatGPT to make 403

GTO decisions. To do this, we modify the system 404

prompt as follows: 405

You are playing a 9 player Texas No-limit Holdem 406
poker game. You will be provided with your 407
position at the table and the hand you’re holding. 408
Please provide your pre-flop decision based on 409
game theory optimal (GTO) poker. 410

411
Assume you are the first to act and every- 412
one before you has folded, thus your decisions 413
can be one of fold, raise or limp. If you are 414
placing a bet, please specify your best size in 415
terms of big blinds. 416

417
Provide your decision without any expla- 418
nation in the following format: DECISION(Raise, 419
Fold, Limp), N BB (if placing a bet, replace N by 420
bet amount) 421

The above prompt follows the same template 422

as before with an additional line asking ChatGPT 423

to make GTO decisions. We continue to use tem- 424

perature = 0.2 and top-p = 0.95. We also use our 425

learnings from the previous analysis, and use the 426
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Figure 7: GPT-4’s pre-flop strategy in Raise First in spots. This decision matrix is for short user prompt, with the
unranked order of card presentation.

‘correct’ way to ask ChatGPT to play poker. That is,427

we provide hand information in a short-type user428

prompt where the hands presented are ranked.429

3.3.1 ChatGPT GTO Decision Matrix430

Analysis431

ChatGPT decision matrix when asked to make432

GTO pre-flop RFI decisions is show in Figure 4.433

One immediate thing to observe is that the number434

of limps goes down by a significant amount when435

ChatGPT is asked to make GTO decisions. This436

can also be seen in Figure 5, where the limp per-437

centage of ChatGPT’s GTO decisions is very close438

to zero. The number of hands ChatGPT raises also439

increases, which is also seen in Figure 5.440

Observation 3 - ChatGPT Understands GTO441

Poker, although its not GTO. As we ask ChatGPT442

to make game theory optimal decisions, the kinds443

of decisions made by ChatGPT start to resemble444

GTO poker decisions a lot more. ChatGPT almost445

halves its limping range and raises a lot more hands,446

thus becoming more aggressive player than when447

not prompted to make GTO decisions. Being ag-448

gressive is always more profitable in poker than449

limping passively, although ChatGPT still seems to450

have a few limps in its range. Additionally, Chat-451

GPT raises with some weird hands, like K7s from452

the Lojack positions and plays and raises way fewer453

hands, especially from the button, thus deviating454

from GTO poker. Ideally, we want all three playing455

curves of ChatGPT in figure 5 to be as close to456

GTO as possible (black dotted line). While it gets457

closer to GTO for limping by folding junk hands,458

it is not true for the action of raising. This style of459

play indicates that ChatGPT might fall into a cat-460

egory of a player called Nit. Nit is a term used in 461

poker terminology to describe players who are very 462

tight and conservative. Being a Nit is not a prof- 463

itable style of playing poker since this playing style 464

can lead to missed opportunities, predictability, and 465

vulnerability to aggressive opponents. 466

4 GPT-4 Playing Poker 467

Next we have GPT-4 play poker and analyse it’s 468

style of play. We use the two system prompts de- 469

scribed in the above sections - basic prompt and 470

GTO prompt. We also use the short-type user 471

prompt to provide hand information in a ranked 472

manner where the higher ranked card is provided 473

first. We also use a temperature = 0.2 and top-p 474

= 0.95. Because of the higher querying cost, we 475

query GPT-4 five times for each hand and present 476

the majority decision on the decision matrices. 477

The RFI pre-flop decision matrices of GPT-4 478

are shown in figures 7 and 8. We see that GPT-4 479

too has a deep understanding of the game of poker 480

and more advanced poker concepts like position. 481

One striking observation in both basic and GTO 482

prompts is that there are absolutely no limps in 483

the pre-flop range of GPT-4. We also see that the 484

decision charts of basic and GTO prompt are very 485

similar except at later positions like the Button or 486

Small Blind. This indicates that GPT-4 is naturally 487

a more GTO player than ChatGPT, as it limps less, 488

raises more and plays a larger number of hands 489

compared to GTO ChatGPT without even being 490

prompted to be game theory optimal. 491

Observation 4 - GPT-4 is more aggressive 492

than ChatGPT. The first reason for this observa- 493

tion is the fact that GPT-4 never limps. This itself 494
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Figure 8: GPT-4’s pre-flop strategy in Raise First in spots for short user prompt, with the unranked order of card
presentation. Here, GPT-4 is specifically asked to play GTO poker

makes it a more aggressive player as compared to495

ChatGPT. Additionally, as seen in Figure 6, GPT-4496

even with the basic prompt raises way more hands497

than GTO ChatGPT. GPT-4 also plays a larger num-498

ber of hands compared to GTO ChatGPT, and gets499

even more aggressive when asked to be GTO, as500

seen in Figure 6. Not limping, raising when being501

involved in the pot and playing a larger number of502

hands are signs of a more aggressive player.503

Observation 5 - GPT-4 still not GTO. GPT-4504

starts of playing close to GTO from early positions,505

although from later positions, it becomes really506

loose and aggressive. Starting from the Lojack po-507

sition, GPT-4 raises more hands than game theory508

optimal, ending up raising 90% of the hands from509

the Button when asked to be GTO. GPT-4’s aggres-510

sion is almost similar to a player type called ma-511

niac in poker. A maniac in poker refers to a highly512

aggressive player who raises with a wide range of513

hands pre-flop, avoids limping, and exhibits un-514

predictable and unconventional play. While be-515

ing aggressive in poker is generally profitable, be-516

ing overly aggressive is usually not a profitable517

strategy because it can lead to high variance in re-518

turns, unpredictable play, and potential losses due519

to overly aggressive and non-strategic betting. Al-520

though GPT-4 might be a more advanced player521

when compared to ChatGPT, it is still not GTO.522

5 Conclusion523

We studied the ability of ChatGPT and GPT-4 to524

play the game of poker. We do this using by testing525

their playing style against game theory optimal way526

of playing poker. Through our experiments, we find527

that both ChatGPT and GPT-4 have an advanced528

understanding of the game of poker. They don’t just 529

understand the rules of poker but also the intricacies 530

of better and worse starting hands. Both models 531

also understand the concept of position in poker 532

and tend to play differently based on their position 533

on the poker table. Yet, both those models are not 534

game theory optimal 535

Both models also seem to have an understand- 536

ing of what playing game theory optimal poker 537

means, although both models have a different re- 538

action when asked to play GTO. When asked to 539

play GTO, ChatGPT removes a large number of 540

limps and raises a larger portion of hands that it 541

plays, thus becoming more aggressive. Addition- 542

ally, ChatGPT also starts playing fewer number of 543

hands. Thus, for ChatGPT, playing GTO means to 544

become tighter and more aggressive. GPT-4 is al- 545

ready an aggressive player and in order to become 546

GTO, it neeeds to become tighter. Yet, when asked 547

to play GTO, GPT-4 raises an even larger number 548

of hands, mostly from the later positions. Thus for 549

GPT-4, playing GTO means to be playing more ag- 550

gressively, which is the opposite of what it needs to 551

do. This almost points to the fact that these models 552

are unaware of their own playing tendencies. 553

It is interesting to see that these two models have 554

exactly opposite tendencies which prevent them 555

from being game theory optimal. ChatGPT plays a 556

tight and conservative game, and limps some of its 557

weaker hands. Thus, ChatGPT is not game theory 558

optimal because it is less aggressive. GPT-4 on the 559

other hand does not limp at all and raises all the 560

hands it plays, yet it seems to be raising a lot more 561

hands than necessary. Thus, GPT-4 is not game 562

theory optimal because it is overly aggressive. 563
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6 Limitations564

As pointed out in different points of the paper,565

we analyse ChatGPT and GPT-4’s decisions when566

playing poker in the raise-first-in scenario of the567

pre-flop betting round, which is the first decision568

making point in poker. Hence, our analysis of the569

poker playing abilities of these LLMs are just based570

on the first decision point in poker, which is the571

easiest to evaluate both computationally and con-572

ceptually. Just doing this analysis required as to573

make hundreds of thousands queries to OpenAI574

APIs.575

Pre-flop scenarios are also the simplest to get576

right when playing GTO poker, so there is abso-577

lutely no reason to expect ChatGPT or GPT-4 to578

become more GTO in later decisions points of the579

game. In fact, current deviation from GTO poker580

suggests that these models will only get worse,581

since all future decision making points in poker are582

dependent on the previous decision and the errors583

propagate.584
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A Appendix655

A.1 Poker Primer656

The most popular variant of poker is called Texas657

No-Limit Hold’em (NLH) that epitomizes the chal-658

lenge of decision-making under uncertainty and659

incomplete information. In this variant, each player660

is dealt two private cards, and five community cards661

are dealt (not all at once) face-up on the board vis-662

ible to everyone. There are four different rounds663

of betting that happen in Texas NLH as explained664

below:665

• Pre-Flop : This round of betting happens right666

after the players see their two private cards.667

Players have to choose from a few choices in668

poker including betting, folding, raising etc.669

The different kinds of decisions made in NLH670

poker are discussed later in the paper.671

• Post-Flop : Once the pre-flop betting round672

finishes, three community cards are dealt face-673

up at the table visible to everyone. The event674

of dealing of the first three cards in NLH is675

called the flop. One round of betting happens676

right after the first three community cards are677

dealt, called the post-flop betting round.678

• Post-Turn : After the post-flop betting round,679

a fourth community card is dealt, again face-680

up and visible to everyone, called the turn681

card. Another round of betting happens after682

the dealing of the turn card.683

• Post-River : After post-turn betting round,684

the fifth and final community card is dealt,685

also face-up and visible to everyone. The final686

card is called the river card which is followed687

by the final round of betting.688

A.1.1 The Pre-Flop Setting in No-Limit689

Hold’em Poker690

In this paper, we ask ChatGPT and GPT-4 to make691

pre-flop decisions in a 9-player NLH poker game.692

Figure 1 shows the pre-flop setting in a 9-player693

Texas NLH game. The pre-flop round is the first694

betting round in the game which happens right after695

the private cards are dealt to the players. As part696

of standard poker rules, two players have to put697

a specific amount of money on the table without698

seeing their private cards. These players are called699

the blinds. The player called the small blind puts700

in half of the minimum bet that can be made in the701

game. The player called the big blind has to put 702

an amount equal to the minimum bet that can be 703

made in the game. The minimum bet in the game is 704

a pre-decided quantity that is usually fixed for the 705

duration of the entire game (considering standard 706

cash games). Coincidentally, the amount of the 707

minimum bet is also called big blind (BB). For 708

example, if the minimum amount you can bet at a 709

table is 3$, then 1 BB = 3$. A common starting 710

bet in poker is 3 BB, which in this example would 711

be equal to 9$. To clarify for the readers, big blind 712

is a term used both for a position in poker and the 713

minimum amount that can be bet in a game, and is 714

disambiguated by the context. We will be using the 715

abbreviation BB to specifically refer to the amount 716

of minimum bet and will never refer to the position 717

by these abbreviations. 718

Since the small blind and big blind have to put in 719

the chips without seeing their cards, the first person 720

to act in the pre-flop scenario is the player after the 721

big blind called the under-the-gun (UTG) player. 722

The players next to act after the UTG player are 723

called UTG+1 (pronounced as under-the-gun-plus- 724

one) and UTG+2. The next positions are usually 725

middle positions. In a 9 player scenario, the posi- 726

tion to act after UTG+2 is called the Lojack (LJ), 727

followed by Hijack (HJ), Cutoff (CO) and the But- 728

ton (B). Position is a very important factor while 729

making any decision in poker. These positions can 730

be seen in figure 1. 731

In this paper, we study the first step in the pre- 732

flop betting scenario called the raise-first-in (RFI). 733

In this scenario, the player is the first to put chips in 734

the pot. This can happen either if a player is first to 735

act (UTG) or if all players before the current player 736

have decided not to play (have folded). Thus, the 737

players usually choose from one of the following 738

basic actions in the RFI scenario: 739

• Bet: The act of placing a wager into the pot 740

during a betting round. In poker, the term bet 741

is specifically referred to the scenario when no 742

previous player has wagered chips in the ongo- 743

ing round, then the first player to wager chips 744

is said to have bet. UTG player is the first to 745

bet in the pre-flop round since the blinds do 746

not place a voluntary bet. 747

• Call: The action of matching the bet made 748

by a previous player is called a call. In the 749

specific scenario of RFI, if a player matches 750

the 1BB bet made by the big blind, then this 751

calling action is referred to as a limp. 752
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• Raise: Betting more chips than the bet made753

by a previous player called a raise. If a player754

raises, other players must either match the755

increased bet (call), raise it further, or fold.756

• Fold: Choosing not to match a bet or a raise757

and therefore giving up any claim on the pot758

is called folding. A player who folds is out of759

action for the remainder of the hand.760

In the RFI pre-flop setting, the only possible761

actions a player can take are Limp, Raise or Fold.762

A.1.2 Poker Charts763

Strategies in poker are represented using poker764

charts. Poker charts, also known as starting hand765

charts, are tools designed to guide players in their766

decision-making process, especially during the pre-767

flop stage of a NLH poker game. These charts pro-768

vide a visual representation of the potential strength769

of each two-card starting hand, and often suggest770

an optimal course of action (such as fold, limp, or771

raise) depending on a player’s position at the ta-772

ble. Position is crucial in poker as it determines773

the order of play, and having later position often774

provides a strategic advantage. The game-theory-775

optimal RFI pre-flop charts for different positions776

are shown in Figure 2. Note that there is a different777

decision matrix for every starting position, and in778

general, the earlier the position, the fewer hands779

are played. Poker chart to poker players are what780

periodic tables are to chemists. All poker players781

remember many such poker charts by heart to avoid782

needing computational solvers (which are never al-783

lowed in live games) and yet make game-theory784

optimal decisions.785

These poker charts are arranged in a square of786

13 by 13. This is a compressed representation of787

1326 possible starting hands that a player can have788

(poker is played with a deck of 52 cards, with the789

cards divided into 4 suits of 13 cards each). Each790

starting hand can either be suited, which means791

that both cards belong to the same suit. For the pur-792

poses of a starting hand, Ace-King of Diamonds793

is equivalent to Ace-King of Hearts. The only rel-794

evant information here is that the cards have the795

same suit. Similarly, one combination of suits, ex-796

ample Spade-Hearts, is in no way different from797

another combination of suits like Club-Diamond.798

Hence, the only relevant information is that both799

cards have different suits. Therefore, apart from the800

numbers of the two cards, the only other relevant801

information that needs to be considered for making802

pre-flop decisions is whether the pair of cards are 803

suited or unsuited. The suited cards form the upper 804

diagonal matrix of the poker charts, depicted by ’s’, 805

and the unsuited starting cards are denoted by ’o’ 806

in the lower diagonal matrix of the poker charts, 807

with the diagonal elements containing two cards 808

with the same number, called pocket pairs. 809
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Figure 9: ChatGPT’s pre-flop strategy in Raise First in spots. The red color hands show raised hands, green color
shows limped hands and yellow shows folded hands. This decision matrix is for verbose user prompt.

Figure 10: ChatGPT’s pre-flop strategy in Raise First in spots. The red color hands show raised hands, green
color shows limped hands and yellow shows folded hands. This decision matrix is for short user prompt, with the
unranked order of card presentation.
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