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Abstract

Recent advances in large language models001
(LLMs) have enabled social simulation through002
multi-agent systems. Prior efforts focus on003
agent societies created from scratch, assigning004
agents with newly defined personas. However,005
simulating established fictional worlds and006
characters remain largely underexplored,007
despite its significant practical value. In008
this paper, we introduce BOOKWORLD, a009
comprehensive system for constructing and010
simulating book-based multi-agent societies.011
BOOKWORLD’s design covers comprehensive012
real-world intricacies, including diverse and013
dynamic characters, fictional worldviews,014
geographical constraints and changes, e.t.c.015
BOOKWORLD enables diverse applications016
including story generation, interactive games017
and social simulation, offering novel ways018
to extend and explore beloved fictional019
works. Through extensive experiments,020
we demonstrate that BOOKWORLD gen-021
erates creative, high-quality stories while022
maintaining fidelity to the source books,023
surpassing previous methods with a win rate of024
75.36%. The code of this paper can be found at:025
https://anonymous.4open.science/r/BookWorld-026
1DC5/027

1 Introduction028

“Now we know that we are living our lives029

in a book .”030

“If what you say is true, I’m going to run031

away from the book and go my own way.”032

– Sophie’s World, by Jostein Gaarder.033

Characters in fictional works, once established,034

should take on a life of their own, beyond the035

manipulation of their authors. Bringing fictional036

characters and worlds into life has long capti-037

vated the imagination of fiction enthusiasts. Lever-038

aging recent advances in large language models039

(LLMs), we can now craft interactive artificial so-040

ciety for characters in books through multi-agent041
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Figure 1: A preview of BOOKWORLD. Characters lo-
cated at the same place may interact with each other
based on their goals and other factors. The map is rep-
resented in a discrete form, and characters can spend a
specified number of turns to move to adjacent locations.

systems (Park et al., 2023), which simulate social 042

interactions of humans, facilitating diverse applica- 043

tions such as interactive games (Wu et al., 2024), 044

social simulations (Zhou et al., 2023) and story 045

creation (Han et al., 2024; Chen et al., 2024). 046

Previous efforts primarily focus on creating 047

agent societies from scratch, where agent personas 048

are newly defined by brief descriptions or demo- 049

graphic traits, including: 1) social simulations that 050

study agents’ social behaviors, ranging from speci- 051

fied scenarios such as debates (Chan et al., 2023) 052

and strategic games (Wang et al., 2023a) to open- 053

ended society simulation (Park et al., 2023; Dai 054

et al., 2024); and 2) task-oriented multi-agent sys- 055

tems, such as collaborative coding (Huang et al., 056

2023) and story generation (Han et al., 2024), 057

where agents are specialized for different subtasks. 058

However, agent societies simulating established 059

fictional worlds remain underexplored. 060

In this work, we propose BOOKWORLD, a com- 061

prehensive system for book-based multi-agent so- 062

cieties, which simulates story progression in fic- 063

tional worlds and facilitates story creation. BOOK- 064

WORLD extracts character data and background 065

knowledge from source books, and constructs a 066

multi-agent system using these data, comprising 067

1

https://anonymous.4open.science/r/BookWorld-1DC5/
https://anonymous.4open.science/r/BookWorld-1DC5/
https://anonymous.4open.science/r/BookWorld-1DC5/


role agents for the characters and a world agent068

for simulation control. The simulation progresses069

through individual scenes, where role agents of070

involved characters engage in various interactions071

such as working, communicating and trading. They072

continuously update their memories, status, and073

goals. The world agent orchestrates the simula-074

tion by managing system workflow, maintaining075

global status, providing environmental feedback,076

e.t.c. When the simulation ends, its histories weave077

together the stories, which are then polished by078

LLMs into cohesive, novel-style narratives. Our079

system also supports human intervention, i.e., con-080

trolling the simulation via user-specified plots or081

scripts.082

In addition, we systematically collect worldview083

data from books. As fictional works often contain084

various fantastical background elements, we extract085

comprehensive worldview data to enrich BOOK-086

WORLD, including social norms, cultural contexts,087

and terminology explanations. These data enable088

agents in BOOKWORLD to act appropriately under089

corresponding worldviews.090

The main contributions of this work are as fol-091

lows:092

• To the best of our knowledge, this work pre-093

sents the first study of book-based agent soci-094

eties for fictional world simulation. Such sim-095

ulation allows character-driven storytelling,096

thus facilitating creative story generation.097

• We introduce BOOKWORLD, a comprehen-098

sive framework for constructing and simulat-099

ing book-based agent societies, covering sys-100

tematic methodologies for data preparation,101

simulation, and rephrasing.102

• We evaluate BOOKWORLD through compre-103

hensive quantitative and qualitative analyses.104

The results demonstrate that BOOKWORLD105

generates high-quality narratives while main-106

taining fidelity to the source materials, outper-107

forming previous methods in 75.36% cases.108

2 Related Work109

2.1 Multi-agent System110

World Simulation Multi-agent systems for111

world simulation are developed to explore social112

dynamics in real-world applications. Such sim-113

ulations could test social science theories within114

a small scope (Chuang et al., 2024) or populate115

virtual spaces and communities with large-scale 116

realistic social phenomena. 117

Park et al. (2023) develops generative agents 118

within a Sims-like interactive sandbox environment, 119

enabling users to engage with a small community 120

of 25 agents through natural language interactions. 121

Project Sid (AL et al., 2024) deploys nearly a thou- 122

sand agents with distinct personalities in Minecraft, 123

establishing an "AI civilization" with complex hu- 124

man social activities such as trading and elections. 125

Yang et al. (2024) develops OASIS, a large-scale 126

social media simulation framework capable of or- 127

chestrating interactions among millions of agents. 128

Story Generation Some works have made the 129

efforts to leverage multi-agent systems for story 130

generation (Chen et al., 2024; Han et al., 2024). In 131

these works, stories are generated by writing and 132

expanding pre-defined outlines through construct- 133

ing author (or director), editor, and actor agents to 134

collaboratively solve the story generation task. 135

While these works demonstrate significant po- 136

tential in world simulations and story generation, 137

there remains limited exploration of book-based 138

virtual environment construction and its applica- 139

tion to story creation. 140

2.2 Automated Story Writing 141

Early research methods emphasize algorithm plan- 142

ning based on character traits and social con- 143

straints (Meehan, 1977; Lebowitz, 1984). With 144

the rise of neural networks, research has gradu- 145

ally shifted towards data-driven machine learning 146

methods (Yao et al., 2019; Goldfarb-Tarrant et al., 147

2020). 148

The advent of large language models has sig- 149

nificantly transformed the landscape of automated 150

story writing (Yuan et al., 2022). Most contempo- 151

rary approaches employ a top-down methodology, 152

generating narratives from the perspective of the 153

writer or director, first creating high-level story out- 154

lines and then incrementally developing detailed 155

content to enhance the overall quality of the nar- 156

rative generation. While some approaches rely on 157

a single large language model (Mirowski et al., 158

2023), others leverage multi-agent architectures 159

to generate stories (Han et al., 2024; Chen et al., 160

2024). 161

However, experimental results show that these 162

approaches still lag behind human professional 163

writers in intrinsic creativity and textual complex- 164

ity (Tian et al., 2024), often generating stories that 165
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Figure 2: The complete pipeline of BOOKWORLD simulation. The framework starts from initializing the agents,
then the agents interact across scenes.

lack suspense and tension and tend to produce166

homogenized, creatively lacking content (Gómez-167

Rodríguez and Williams, 2023; Ismayilzada et al.,168

2024).169

3 BOOKWORLD170

In this section, we elaborate on the design of BOOK-171

WORLD. The primary motive of BOOKWORLD is172

to build a believable interactive environment for173

simulation based on available information, which174

includes two key objectives:175

• Enhance the immersion of the constructed en-176

vironment;177

• Strengthen character autonomy within the en-178

vironment while maintaining fidelity to their179

personality and experiences.180

To achieve these objectives, we concentrate on181

data extraction and the design of agent interactions.182

Our data extraction process transforms original text183

into structured data, which forms the foundation for184

building our agents. In addition, we innovatively185

develop a specialized method to collect worldview186

details, ensuring adherence to global norms. Char-187

acters in the virtual world are granted substantial188

freedom. They can explore their environment, in-189

teract with other characters, and respond to various190

stimuli. A dynamic memory mechanism allows191

them to reflect on their experiences throughout sim- 192

ulations, all while preserving character fidelity and 193

consistency. 194

3.1 Overview 195

The overall pipeline of simulation is illustrated in 196

Figure 2. 197

Data Preparation Before the simulation starts, 198

we extract character and worldview data from 199

source materials, used for book-to-system construc- 200

tion. The extraction method is detailed in §3.4. 201

Simulation The simulation begins by initializ- 202

ing role agents and the world agent, loading char- 203

acter profiles, the map, the worldview and other 204

necessary information. Each character establishes 205

long-term motivations representing fundamental as- 206

pirations, such as defending their country. Details 207

about the agents are introduced in §3.2. 208

Upon completing initialization, the simulation 209

phase commences. Referring to dramatic the- 210

ory (McKee, 1999), we define the minimal nar- 211

rative unit as a scene to preserve narrative integrity 212

and coherence. A scene is a bounded segment, 213

analogous to a chapter in novels. The simulation 214

continues for a user-specified number of scenes. 215

Scenes retain modular independence, and they col- 216

lectively compose an integral, cohesive narrative. 217
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Within each scene, a selected group of role218

agents take turns playing as the initiator, making219

interactions with others or the environment based220

on their goals. Detailed scene arrangements are221

described in §3.3.222

When the current scene ends, characters can223

travel to different locations. Those who are al-224

ready traveling will reach their destination after225

a specified number of scenes have passed. The226

world agent tracks the progress of the current scene227

through updating events, and then selects charac-228

ters for the next scene based on historical records.229

Rephrasing After the simulation ends, we col-230

lect the simulation records and apply LLMs to231

rephrase the records into the final, novel-style232

story.233

3.2 Architecture234

Our approach empowers characters to act within235

a spatially and culturally grounded virtual world,236

enabling stories to emerge naturally from their in-237

teractions. To achieve this, we introduce two core238

components: role agents and world agent. These239

components are designed to work together, bridg-240

ing individual character motivations with global241

environmental constraints, thereby ensuring both242

narrative creativity and logical coherence.243

3.2.1 Role Agents244

Role agents are the core of BOOKWORLD. They245

are able to make actions based on their intrinsic246

traits and exhibit complex social behaviors, form-247

ing individual motivations and memories during248

the simulation.249

Attributes Role attributes contain fundamental250

traits essential for agent construction. These at-251

tributes are categorized into static and dynamic252

types:253

• Static Attributes Static attributes include in-254

herent characteristics such as gender, age, ap-255

pearance, and personality. These attributes,256

specified in character profiles, remain con-257

stant throughout the simulation to maintain258

character consistency.259

• Dynamic Attributes Dynamic attributes260

mainly include goals, states and memories.261

Initialized at the beginning, these attributes262

evolve with story progression, enabling dy-263

namic character development.264

Right, Mr. Lorry. (Nods firmly) I'll see to it at once. [A journey 
to France, eh? Best keep me eyes peeled for any 
disturbances.] (Jerry marches off towards Tellson's Bank to 
ensure everything is ready.)

Figure 3: An example of role action di. Thoughts are
enclosed in [ ]. Actions are enclosed in ( ). The charac-
ter’s dialogue is presented without any framing.

Actions Character actions constitute the majority 265

of story progression. Instead of relying on a fixed 266

action space, our system utilizes natural language 267

to describe action details, enabling open-domain 268

behaviors. 269

Actions are either proactive or reactive. During 270

their turn as an initiator, characters proactively plan 271

and execute actions based on their goals, states, and 272

information about others. When designated as ac- 273

tion targets, characters should respond accordingly. 274

The actions that the initiator can take are classi- 275

fied into the following types based on the interac- 276

tion targets: 277

• Character Interaction Initiators can en- 278

gage with characters either individually or in 279

groups. Accessible characters include main 280

characters and non-player characters (NPCs). 281

NPCs, such as street vendors, are charac- 282

ters that are not assigned specific role agents. 283

When an NPC is approached, the system cre- 284

ates a temporary, memoryless NPC agent to 285

manage the interaction. 286

• Environmental Interaction Initiators can per- 287

form actions involving the environment to 288

gather information or complete tasks, such 289

as investigating the surrounding area. 290

• No Interaction If not specifying a target for 291

interaction, initiators can engage in solitary 292

activities, such as reading. 293

Memory To support long-term simulation, we 294

design a long and short-term memory mechanism 295

following generative agents (Park et al., 2023). 296

• Short-Term Memory (STM) STM stores 297

recent events and complete dialogue details 298

⟨..., di−1, di⟩ up to a capacity limit, allowing 299

for immediate responses in current scenarios. 300

• Long-Term Memory (LTM) LTM stores con- 301

densed summaries of memories exceeding the 302

STM limit. When STM reaches capacity, 303

older memories are abstracted to LTM (e.g. 304
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mi = summarize(di)) and stored, available305

for retrieval when needed.306

3.2.2 World Agent307

The world agent serves as an indispensable com-308

ponent of this system, handling all tasks beyond309

character-to-character interactions, including envi-310

ronmental management and story outline process-311

ing.312

Attributes The world agent primarily requires a313

basic worldview. It refers to a fundamental descrip-314

tion of the virtual world, encompassing its primary315

characteristics and core settings. This overview316

provides agents with a basic framework for rapid317

comprehension of the world’s essential features.318

Actions The world agent maintains the virtual en-319

vironment and primarily responds to actions taken320

by character agents. Its functionalities include:321

• Environmental Responses When character322

agents interact with the environment, the323

world agent generates outcomes based on the324

worldview settings and relevant information325

of the current location. For example, if a char-326

acter attempts to break through a door, the ac-327

tion is more likely to succeed in a common vil-328

lage setting but may fail in a heavily guarded329

castle.330

• Event Generation and Updates The world331

agent manages global events within the sys-332

tem. While stories are driven by conflicts, role333

agents operating without guidance may lose334

clear goals and exhibit repetitive behaviors.335

Therefore, generating stimulating events sig-336

nificantly enhances the story’s appeal. When337

event stimulation is required by user settings,338

the World Agent generates conflict-rich events339

based on background settings and updates340

them according to the characters’ real-time341

actions.342

3.2.3 Map343

BOOKWORLD implements a discrete map to in-344

troduce spatial relationships in the environment.345

The map equips natural language descriptions for346

key locations and a weighted undirected graph for347

distances between locations.348

Location Profiles Each location has a unique349

name, a brief description (appearance, atmosphere,350

history), and optional detailed information (local351

customs, special items).352

Distance Network Distances between locations 353

are represented through a weighted undirected 354

graph. Characters can move between adjacent loca- 355

tions or traverse longer paths by consuming speci- 356

fied time units. In BOOKWORLD we specify one 357

scene as a time unit. 358

3.3 Simulation Implementation 359

Scene and Settlement Prior to each scene’s com- 360

mencement, the world agent selects participating 361

characters who must share a common location, en- 362

suring narrative focus and interaction coherence. 363

Each scene comprises multiple rounds, where 364

characters have several action opportunities as the 365

initiator. Rather than following a fixed sequence, 366

the world agent dynamically determines the initia- 367

tor based on character states, and narrative devel- 368

opment requirements. During his/her round, the 369

initiator makes the plan and action based on his/her 370

objective and current situation. The available ac- 371

tion types are explained in §3.2.1. 372

The system evaluates scene completion through 373

the action records. Upon scene conclusion, charac- 374

ters may opt to move to another location. The world 375

agent updates current events based on recent devel- 376

opments, and in script mode, provides guidance for 377

the next narrative phase. Movement calculations 378

are performed for traveling characters, with those 379

completing their designated travel rounds arriving 380

at their destinations. 381

Controllable Story Generating Based on practi- 382

cal requirements, users may wish to either observe 383

characters’ spontaneous actions or maintain direct 384

control over the storyline. To accommodate these 385

diverse needs, this system implements two opera- 386

tional modes with distinct feedback mechanisms: 387

Free Mode and Script Mode. 388

Script Mode incorporates user-defined scripts 389

to guide character actions, generating detailed be- 390

haviors while adhering to the script outline. At 391

the start of the simulation, the system split given 392

script into critical acts ⟨act1, act2, . . .⟩. Within 393

the simulation, the system checks the progress and 394

makes instructions to role agents based on current 395

acti, maintaining the narrative consistency with 396

each session. 397

In Free Mode, characters have complete au- 398

tonomy, acting based on their established settings 399

and characteristics. Users can also set initial inci- 400

dents, enhancing the drama and characters’ engage- 401

ment. Events update in real-time with simulation 402
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progress.403

3.4 Data Preparation404

General Information Extraction We provide an405

automatic extraction method based on incremen-406

tal updating inspired by Yuan et al. (2024). The407

original text is first segmented into chunks. Tar-408

get characters are allocated with an initial profile.409

Then, we traverse through chunks and recursively410

update the character information, including char-411

acter profiles and relationships with others. This412

information is finally organized into structured data413

used for agent construction.414

We conduct information extraction from six Chi-415

nese works and ten English works, producing a416

total of 453 presets. The presets mainly include417

the outline and the information about the present418

characters of a certain act in the book.419

Enriching BOOKWORLD with Worldview Data420

Novels, especially fictions, often contain implicit,421

unstructured knowledge that is not presented in a422

uniform format but can be inferred from the con-423

text (Wang et al., 2023b). For instance, in the world424

of Harry Potter, ordinary people should be unaware425

of the existence of wizards. Any violations of estab-426

lished settings during the simulation would disrupt427

the narrative immersion of the experience. There-428

fore, a comprehensive database of the target work’s429

worldview elements is essential.430

We propose a term-based extraction method to431

consolidate related settings. During simulation,432

these settings are incorporated into the prompts as433

references if certain terms are mentioned or the con-434

text is strongly related to specific settings, thereby435

enhancing the environmental immersion and main-436

taining consistent world-building throughout the437

simulation.438

Each extracted setting contains four attributes:439

• Term The object of description (e.g., “Invisi-440

bility Cloak”, “White Walkers”). Terms may 441

be empty strings when describing general so- 442

cial atmospheres or universal facts within the 443

fictional world. 444

• Nature The category of the setting. This 445

might include “artifact”, “social norm”. 446

• Detail Comprehensive textual description of 447

the setting. For a specific term, the detail 448

describes its characteristics. 449

• Source The chapter where the setting is ex- 450

tracted, enabling distinction between different 451

timelines within the work. 452

We extract information in four steps. The pro- 453

cedure is illustrated in Figure 4. First, we segment 454

chapters into manageable chunks for processing. 455

Next, we analyze each chunk to extract relevant 456

worldview knowledge by equipping LLMs to iden- 457

tify elements in the chunk as well as their natures 458

and details. Then, we filter these elements to re- 459

move character actions and common-sense infor- 460

mation that could hinder the simulation. Finally, 461

we cluster and consolidate similar records, elimi- 462

nating redundancy while retaining crucial details. 463

Each element is tagged with its source chapter, fa- 464

cilitating both verification and timeline control in 465

subsequent applications. We have collected 9912 466

settings from the same source materials mentioned 467

above, 44.8% in Chinese and 55.2% in English. 468

Details about extracted settings are presented in 469

Appendix B. 470

4 Experiments 471

In this section, we evaluate the effectiveness of 472

BOOKWORLD via story generation. We focus on 473

the quality of the generated stories and conduct 474

extensive experiments. 475

4.1 Evaluation Metrics 476

Since giving a concrete score for a story is quite a 477

difficult task even for human evaluators, we adopt 478

pairwise comparison across multiple dimensions 479

between the stories generated by different meth- 480

ods following previous work (Chen et al., 2024). 481

Within this framework, outputs from any two meth- 482

ods undergo paired comparison, with LLMs deter- 483

mining superior performance. 484

We conduct experiments and evaluations for two 485

scenarios: story generation with a given outline 486

and without an outline. The two scenarios require 487
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Model Method with script without script
An. CF. IS. WQ. SQ. An. CF. IS. WQ. Cr.

close-sourced models

gpt-4o-mini
BW vs Direct. 75.3 84.1 95.6 91.2 86.9 91.3 73.9 98.5 91.3 87.0

vs HW 69.5 73.9 82.6 65.2 60.8 56.5 60.9 91.3 78.3 73.9

gemini-2
BW vs Direct. 93.5 82.6 87.0 95.7 84.8 95.6 95.7 100.0 98.5 89.8

vs HW 89.1 65.2 89.1 97.8 60.9 94.2 87.0 97.1 100.0 97.1

qwen-plus
BW vs Direct. 87.0 73.9 91.3 87.0 73.9 95.7 82.6 87.0 95.7 91.3

vs HW 82.6 56.5 89.1 82.6 45.7 82.6 69.6 100.0 91.3 95.7

open-source models

deepseek-v3
BW vs Direct. 80.8 88.5 97.1 88.5 73.1 91.3 91.3 100.0 95.7 95.7

vs HW 76.9 80.8 92.3 92.3 53.8 82.6 87.0 95.7 95.7 91.3

Llama-3.3-70B
BW vs Direct. 46.2 50.7 52.2 69.2 42.3 34.6 42.3 53.8 34.6 47.8

vs HW 26.9 42.3 53.8 39.1 46.2 46.2 49.2 50.7 69.2 42.3

qwen2.5-72B
BW vs Direct. 60.9 47.8 56.5 56.5 34.8 61.5 65.4 84.6 96.2 61.5

vs HW 62.3 52.2 69.6 73.9 39.1 65.4 61.5 88.5 96.2 69.2

Table 1: The win rate (%) of BOOKWORLD (BW) against baseline methods. Direct. and HW denote direct
generation and HoLLMwood respectively.

Function An. CF. IS. WQ. SQ.

with script
w vs w/o Scene 84.1 63.7 88.4 86.9 76.8
w vs w/o Env. 55.3 60.5 81.6 71.1 52.6
w vs w/o Set. 50.7 47.8 76.8 58.0 54.7

Function An. CF. IS. WQ. Cr.

without script
w vs w/o Scene 87.0 60.9 97.1 92.7 73.9
w vs w/o Env. 48.5 56.5 94.2 82.6 52.2
w vs w/o Set. 52.2 43.5 73.9 44.8 56.5

Table 2: The win rate (%) from the ablation study, Com-
paring BOOKWORLD with full functionality against
versions without specific functions, where Env. refers
to environment response and Set. refers to the settings
extracted from the book.

different evaluation dimensions. For the former, we488

assess Storyline Quality (SQ.), which measures489

the system’s adherence to the given outline. For490

the latter, we calculate Creativity (Cr.), evaluating491

whether the system can produce innovative and re-492

freshing new stories. Additionally, there are four493

general evaluation metrics that apply generally to494

both scenarios, making a total of five metrics as-495

sessed in each type of experiment:496

Anthropomorphism (An): The effectiveness497

of attributing human characteristics to non-human498

entities while preserving their original nature.499

Character Fidelity (CF): The consistency of500

characters’ behaviors and actions with their estab-501

lished traits and backgrounds.502

Immersion and Setting (IS): The ability to cre-503

ate a convincing and engaging story world through504

environmental and atmospheric details. 505

Writing Quality (WQ): The technical execu- 506

tion of writing mechanics and style that serves the 507

narrative. 508

4.2 Experiment Setup 509

Baselines We compare stories generated via three 510

methods: 1) Direct generation, which directly 511

prompts LLMs with all the processed book data, 2) 512

HoLLMwood (Chen et al., 2024), utilizes LLMs 513

to replicate the human story-writing process. The 514

writer agent refines and breaks down the outline 515

based on the editor agent’s feedback, while the 516

actor agents adopt character roles to flesh out the 517

story. and 3) BOOKWORLD. 518

Models For simulation, we adopt both open- 519

sourced models and close-sourced models as the 520

base model for role agents and the world agent. 521

During the experiments, we keep the number of 522

dialogue turns consistent across methods. Each 523

experiment simulates 2 to 4 scenes, averaging a 524

total of 4,230 words. The final results are evaluated 525

using gpt-4o-2024-08-06. 526

4.3 Evaluation Results 527

Table 1 illustrates the win rates of BOOKWORLD 528

against two baseline methods across five evaluation 529

metrics. BOOKWORLD consistently outperforms 530

the direct generation baseline across all evaluated 531

metrics and models, with particularly strong per- 532

formance in Immersion. Against HoLLMwood, 533

while BOOKWORLD retains superiority in Immer- 534
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Enviroment and NPC Responses
Type Enviroment NPC
World Agent (Characters broke the seal) As they stood transfixed, the mist before

them slowly parted like a ethereal curtain, unveiling a sight that
stole their breath away. There, nestled in the heart of the...

(As Tellson’s Bank Manager) With a steadfast nod, the bank man-
ager acknowledged Mr. Lorry’s request. Understanding the
gravity of the situation, he made a swift motion to gather the nece-..

Memories and States help maintain Context Consistency
Reference Memory State
Role Agent (Arya possesses memories of the Red Wedding.) [Jaime’s words

sent a shockwave through her heart, yet hatred continued to burn
like wildfire within her.] Arya clenched her jaw tightly and said...

(State: Unconscious) Bran Stark’s consciousness floated in the
darkness, where distant voices echoed beyond his reach, leaving
his attempts to respond trapped in the void.

Settings provide necessary background knowledge
Reference without settings with settings
BOOKWORLD Somewhere on Solaris, the ocean rippled gently under the moon-

light, like a veil of silver gossamer. The air was thick with unknown
whispers, as if dreams from the abyss had found their voice.

(Solaris is a planet orbiting two suns, one red and one blue.) The
ocean undulated like a living entity under the strange radiance of
the twin suns. In the interplay of red and blue celestial light...

Convert Simulation Records to Novel-style Stories
Stage Simulation Records of BOOKWORLD Novel-Style Story
BOOKWORLD Jarvis Lorry: "Jerry, I need you to ensure that all necessary...

Jerry Cruncher: "Right, Mr. Lorry. (Nods firmly) I’ll see to it.
Jarvis Lorry: "With a steadfast nod, the bank manager...

In the bustling heart of London, within the well-worn walls of
Tellson’s Bank, Mr. Lorry sat in quiet contemplation, his mind
occupied with thoughts...

Table 3: Some examples of intermediate outputs in BOOKWORLD. The red text is used to indicate situations where
the BOOKWORLD output does not meet expectations, while the green text represents the correct output.

sion and Character Fidelity, it faces challenges in535

Storyline Quality and Writing Quality.536

On most models, BOOKWORLD demonstrates537

significant advantages over baseline approaches.538

However, when using Llama-3.3-70B, BOOK-539

WORLD underperforms direct generation and HW540

in certain dimensions. This performance gap can541

be attributed to two factors. First, multi-agent sim-542

ulation is inherently more complex than direct gen-543

eration, requiring advanced capabilities in handling544

structured outputs and following complicated in-545

structions. Second, our experiments partially in-546

volve Chinese data, which is not an advantage of547

Llama-3.3-70B.548

4.4 Ablation Study549

we conducted an ablation study and compara-550

tive analysis on the primary features of BOOK-551

WORLD. Using gpt-4o-mini-2024-07-18 as the552

base model for the agents, adopting same presets553

with § 4.3, we compared the output quality of554

BOOKWORLD with and without specific features555

enabled, calculating the win rate for each dimen-556

sion. The final results are presented in the Table 2.557

The results are basically in line with expec-558

tations. Removing environmental output signifi-559

cantly affect the sense of immersion, which in turn560

reduced writing quality, but it did not have much561

impact on the quality of the storyline. On the other562

hand, disabling the Scene mode results in a decline563

in quality across all dimensions, with the most sig-564

nificant impact on the storyline.565

4.5 Discussion 566

We display some interesting examples of BOOK- 567

WORLD outputs in Table 3. In most cases, BOOK- 568

WORLD can process information correctly, yield- 569

ing appropriate results when the agents interact 570

with the environment and initiate interactions. The 571

system has the capability to maintain and utilize 572

long-term memories and states. We also demon- 573

strated the impact of introducing worldview set- 574

tings. Prior to incorporating these settings, the 575

model generated environment responses based on 576

real-world common sense, leading to descriptions 577

such as “moonlight” and “silver”, which are incon- 578

sistent with the worldview of Solaris. 579

5 Conclusion 580

In this paper, we presented BOOKWORLD, a com- 581

prehensive system that transforms static literary 582

works into dynamic, interactive environments. Our 583

approach differs from previous work by focusing 584

specifically on reproducing the unique worldviews, 585

geographical settings, and interpersonal dynamics 586

that make these literary works compelling. Ex- 587

periment results show that BOOKWORLD success- 588

fully creates high-quality narratives by building 589

immersive book-based societies. Our approach 590

demonstrates high scalability and broad applica- 591

bility across various scenarios. We hope this re- 592

search will further advance the development of 593

multi-agent technologies and character simulation 594

techniques. 595
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Limitations596

To prioritize generalizability and openness, BOOK-597

WORLD adopts a highly simplified representation598

of interactive environments. This trade-off leads to599

reduced performance compared to systems specif-600

ically designed for particular works or scenarios.601

For example, it is nearly impossible to complete a602

full game of Werewolf (a social deduction game)603

in BOOKWORLD.604

Additionally, current research in role-playing605

technology predominantly focuses on one-on-one606

chat between users and characters, with limited at-607

tention to characters’ decision-making processes608

in realistic environments. This research gap results609

in characters exhibiting indecisive behaviors when610

faced with complex situations. Addressing this lim-611

itation requires further advancement in role-playing612

technology, particularly in enhancing characters’613

capabilities in complex, multi-agent scenarios.614

Ethics Statement615

In this paper, we introduce BOOKWORLD. The de-616

velopment and use of BOOKWORLD are guided by617

ethical principles to ensure responsible and benefi-618

cial outcomes. We extracted sample data using six619

Chinese novels and ten English novels, primarily620

conducting experiments with data extracted from621

the A Song of Ice and Fire series. We affirm that622

our research is conducted for academic and non-623

commercial purposes only. The use of these texts624

is solely for the development and evaluation of our625

models in natural language processing tasks, aimed626

at advancing scientific knowledge in the field.627

Use of Human Annotations In our research, we628

conducted a comparative analysis of human and629

LLM evaluation results to validate the reliability630

of LLM evaluators. Our human annotators were631

university students with deep familiarity with the632

source novels. To ensure ethical research practices,633

we provided compensation well above local min-634

imum wage standards and maintained full trans-635

parency regarding the purpose and application of636

their annotations. We obtained informed consent637

from all participants for the use of their contribu-638

tions in our research. Throughout the process, we639

prioritized the protection of annotators’ privacy640

rights, maintaining strict confidentiality protocols641

to create an ethical and respectful research environ-642

ment.643

Risk Our method is used to build a book-based 644

interactive society. Firstly, it is constrained by lim- 645

itations; it may not fully capture the complexities 646

of human interactions and narrative depth inherent 647

in traditional storytelling. Secondly, this method 648

could potentially be misused for unintended pur- 649

poses, such as generating misleading or harmful 650

content, which raises ethical concerns around its 651

application and necessitates careful oversight and 652

regulation. 653

We encourage the responsible use of BOOK- 654

WORLD for educational, entertainment, and cre- 655

ative purposes while discouraging any harmful or 656

malicious activities. 657
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A Consistency with Human Evaluation780

To validate the reliability of our model-based evalu-781

ation approach, we conduct a comprehensive agree-782

ment analysis between model assessments and hu-783

man assessments. We recruit 5 human annotators784

(Fans of the corresponding work) to evaluate the785

outputs from our proposed method and the baseline786

approach across five dimensions.787

For each comparison, both human annotators788

and our model are asked to indicate which method789

performs better on each dimension. To ensure790

evaluation quality, we randomly sample Y pairs791

of outputs from both methods for assessment. To792

quantify the agreement between model and human793

judgments, we employ Cohen’s Kappa coefficient794

(κ), a metric for measuring inter-rater reliability795

while accounting for chance agreement.

An. CF. IS. WQ. SQ.
κ 0.786 0.688 0.637 0.781 0.731

Table 4: The Cohen’s Kappa between human evaluation
and model evaluation.

796
The Cohen’s Kappa coefficients between our797

model’s judgments and human evaluations are pre-798

sented in Table 4. The results indicate that there799

is a high level of consistency between human eval-800

uation and machine evaluation, and the results of801

machine evaluation are sufficient to reflect the ac-802

tual effectiveness of the method.803

B Dataset Details804

We adopt the extraction method on a diverse cor-805

pus of 16 novels, comprising 10 English and 6806

Chinese works. The experiment yields a total of807

9,142 setting entries, with 4,449 entries extracted808

from Chinese novels and 4,693 from English nov-809

els. The sources and relevant information are listed810

in Table 5 We display some example settings from811

our dataset in Table 6.812

C Retrieval Augemented Role-Playing813

Agent814

The construction of role agents aims to optimize815

the output a of a query q directed to the agent816

A(R,M), where R refers to character information817

and M means base model. In this research, we818

follow the method introduced in ChatHaruhi (Li819

et al., 2023). This involves leveraging three key820

sources:821

Character Profile (profile) A concise descrip- 822

tion of the character, including their appearance, 823

personality traits, and background. Due to its 824

brevity, the entire profile can be retained and in- 825

cluded in the model’s input without modification. 826

Original Text Excerpts (text) A set of character- 827

related excerpts from the source material, typically 828

represented as a list {t1, t2, . . . , tn} (e.g., all the di- 829

alogues of a certain character in the original work). 830

The total volume of text is often too large to be 831

fully input into the model. 832

Historical Records (memory) As the simula- 833

tion progresses, character agents continuously gen- 834

erate new action records {m1,m2, . . . ,mk}. 835

For memory and text, a vector similarity-based 836

retrieval method is employed to identify the top 837

k relevant records. The retrieval mechanisms are 838

similar. Consider the retrieval of text, each excerpt 839

ti is encoded into a fixed-length vector vi using a 840

pre-trained text embedding model, and the vectors 841

are stored in a vector database. When a query q 842

is issued, it is similarly transformed into a vector 843

representation vq using the same embedding model. 844

The similarity between q and each text excerpt ti is 845

then computed using the cosine similarity metric: 846

similarity(q, ti) = cos(vq, vi) =
vq · vi
|vq||vi|

. 847

Based on the computed similarity scores, the top 848

k most similar excerpts are selected as references 849

for role-playing: 850

{ti1 , ti2 , . . . , tik} = argmax
i∈{1,2,...,N}

similarity(q, vi). 851

The final prompt for the role-playing agent con- 852

sists of four components: the system’s role-playing 853

instructions, the profile, the retrieved memory 854

{mi1 ,mi2 , . . . ,mik}, and the retrieved text ex- 855

cerpts {ti1 , ti2 , . . . , tik}. This prompt is then fed 856

into the language model M , which generates the 857

response a for the given query q. 858

D Prompt Demostration 859

We provide the details of the prompt templates of 860

BOOKWORLD in this section. 861
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Title Language #Settings #Chapters #Words

Dracula en 1113 107 165453
Othello en 275 6 98558
The Adventures of Tom Sawyer en 753 47 81971
Paradise Lost en 936 27 270030
A Study in Scarlet (Sherlock Holmes,
#1)

en 155 20 67440

Alice’s Adventures in Wonderland -
Through the Looking-Glass

en 169 46 199252

Around the World in Eighty Days en 334 49 110435
Don Quixote en 121 138 823174
Treasure Island en 299 63 82327
Uncle Tom’s Cabin en 538 57 387799
A Song of Ice and Fire (Part) zh 252 56 300628
Three-Body zh 1684 62 876196
Ball Lightning zh 322 36 180658
The True Story of Ah Q zh 56 11 70856
The Deer and the Cauldron zh 1816 55 1243532
Solaris zh 319 18 144972

Table 5: The detailed information about extracted worldview settings.

Term Nature Detail Source

Abyss location The abyss serves as a gulf between heaven and hell,
embodying the separation of these two realms.

7_Book_2

Altar ritual site The practice of placing altars for deities beside altars
for the God of monotheistic faiths, indicating a clash
of religious beliefs.", "A raised structure used for of-
ferings and sacrifices, often associated with worship
and remembrance of divine encounters.

5_Book_1,
21_Book_11

Bellerophon character Bellerophon is a figure representing the conse-
quences of hubris, as he attempted to ascend to
heaven but faced dire repercussions for his ambition.

15_Book_7

Bridge of Hell construction A monumental bridge is constructed over the Abyss,
symbolizing the connection between Hell and the
earthly realm, allowing for the passage of entities
between these worlds.

19_Book_10

Empyrean realm The highest and most divine part of the universe,
often associated with the presence of the divine and
ultimate reality.

9_Book_3

First Fruits ritual The presentation of the first harvest to the divine is
a sacred act, symbolizing gratitude and the acknowl-
edgment of a higher power’s role in agriculture.

22_Book_11

Table 6: Some examples of settings, extracted from Paradise Lost.
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Role Agent Prompt for Planning
You are {role_name}. Your nickname is {nickname}. Based on your goal and other provided information, you need to take the
next action.

## Action History
{history}

## Your profile
{profile}

{world_description}

## Your goal
{goal}

## Your status
{status}

## Other characters with you; currently, you can only interact with them
{other_roles_info}

## Roleplaying Requirements
1. **Output Format:** Your output, "detail," can include **thoughts**, **speech**, or **actions**, each occurring 0 to 1 time.
Use [] to indicate thoughts, which are invisible to others. Use () to indicate actions, such as “(silence)” or “(smile),” which are
visible to others. Speech needs no indication and is visible to others.
- Note that **actions** must use your third-person form, nickname, as the subject.
- For speech, refer to the speaking habits outlined in: references.

2. **Roleplay {nickname}:** Imitate his/her language, personality, emotions, thought processes, and behavior. Plan your
responses based on their identity, background, and knowledge. Exhibit appropriate emotions and incorporate subtext and
emotional depth. Strive to act like a realistic, emotionally rich person.
The dialogue should be engaging, advance the plot, and reveal the character’s emotions, intentions, or conflicts.
Maintain a natural flow in conversations; for instance, if the prior dialogue involves another character, **avoid repeating that
character’s name**.
- You may reference the relevant world-building context: knowledges.

3. **Concise Output:** Each paragraph of thoughts, speech, or actions should typically not exceed 40 words.

4. **Substance:** Ensure your responses are meaningful, create tension, resolve issues, or introduce dramatic twists.

5. **Avoid Repetition:** Avoid repeating information from the dialogue history, and refrain from vague or generic responses.
Do not “prepare,” “ask for opinions,” or “confirm”; instead, act immediately and draw conclusions.

Return the response following JSON format. It should be parsable using eval(). **Don’t include “‘json**. Avoid using single
quotes ” for keys and values, use double quotes.

Output Fields:
’action’: Represents the action, expressed as a single verb.
’interact_type’: ’role’, ’environment’, ’npc’, or ’no’. Indicates the interaction target of your action.
- ’role’: Specifies interaction with one or more characters.
- If ’single’, you are interacting with a single character (e.g., action: dialogue).
- If ’multi’, you are interacting with multiple characters.
- ’environment’: Indicates interaction with the environment (e.g., action: investigate, destroy).
- ’npc’: Refers to interaction with a non-character in the list (e.g., action: shop).
- ’no’: Indicates no interaction is required.
’target_role_codes’: list of str. If ’interact_type’ is ’single’ or ’multi’, it represents the list of target character codes, e.g.,
["John-zh", "Sam-zh"]. For ’single’, this list should have exactly one element.
’target_npc_name’: str. If ’interact_type’ is ’npc’, this represents the target NPC name, e.g., "shopkeeper."
’visible_role_codes’: list of str. You can limit the visibility of your action details to specific group members. This list should
include ’target_role_codes’.
’detail’: str. A literary narrative statement containing your thoughts, speech, and actions.

Table 7: Planning prompt for role agent.
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World Agent Prompt for Environmental Interaction
You are an Enviroment model, responsible for generating environmental information. Character {role_name} is attempting to
take action {action} at {location}.

Based on the following information, generate a literary description that details the process and outcome of the action, including
environmental details and emotional nuances, as if from a narrative novel. Avoid using any system prompts or mechanical
language. Return a string.

## Action Details
{action_detail}

## Location Details
{location_description}

## Worldview Details
{world_description}

## Additional Information
{references}

## Response Requirements
1. The action may fail, but avoid making the action ineffective. Try to provide new clues or environmental descriptions.

2. Use a third-person perspective.

3. Keep the output concise, within 100 words. You serve as the Enviroment model, responding to the character’s current action,
not performing any actions for the character.

4. The output should not include the original text from the action detail but should seamlessly follow the action details,
maintaining the flow of the plot.

Table 8: Prompt of making environment response for the world agent.
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