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ABSTRACT

Recently, large language models (LLMs) have made remarkable progress, with
multilingual capability emerging as a core foundational strengths. However, the
internal mechanisms by which these models perform translation remain incom-
pletely understood. In this paper, we elucidate the relationship between the at-
tention mechanism in LLMs and their translation abilities. We find that certain
attention heads, which we term token alignment heads, are specifically responsi-
ble for mapping tokens from the source language to the target language during
inference. Through a systematic investigation across various models, we confirm
that these token alignment heads exhibit several key characteristics: (1) Univer-
sality: They are present in all LLMs we studied. (2) Sparsity: They constitute
only a small fraction of all attention heads. (3) Consistency: The set of token
alignment heads activated by the model shows strong consistency across different
language pairs. (4) Causality: Interventionally removing these heads leads to a
sharp decline in the model’s translation performance, while randomly removing
non-token alignment heads has little impact on translation ability. (5) Functional
Specificity: Ablating token alignment heads disproportionately harms translation
but has a varied impact on other multilingual tasks. We also traced the formation
of token alignment heads during pre-training, revealing an evolutionary path of
rapid proliferation, stabilization, and eventual pruning. Furthermore we leverage
these token alignment heads to filter multilingual training data, and our experi-
ments show that these data could enhance translation capabilities of the models.

1 INTRODUCTION

Recently released Large Language Models (LLMs) (Comanici et al., 2025 |OpenAl, 2025} |An-
thropic, 2025} [Liu et al., 2024} |Yang et al.| [2025) have demonstrated remarkable multilingual ca-
pabilities, showing significant improvements in both the complexity of multilingual tasks they can
handle and the range of languages they support. Multilingual proficiency has now become an essen-
tial foundational ability for state-of-the-art LLMs. Among these capabilities, translation is particu-
larly crucial, as it not only represents a key application but also underpins the overall multilingual
performance of these models. A deeper understanding of the underlying mechanisms of translation
in LLMs is therefore vital, not only for a comprehensive view of their inner workings but also for
providing valuable insights to guide the development of superior multilingual training strategies, in
terms of both model architecture and data selection.

A growing body of research has begun to demystify how LLMs process multilingual information
(Artetxe et al., |2020; Lindsey et al., 2025} [Datta et al., [2020; [Chang et al.l 2022). Several recent
works have explored the internal mechanics of multilingualism in LLMs. For instance, |[Zhao et al.
(2024) found that LLMs often initially process queries by converting multilingual inputs into an
English-centric representation before solving tasks. Similarly, [Schut et al.[(2025) revealed that these
models tend to make decisions and reason within an English-dominated semantic space. These
findings underscore the hypothesis that an internal translation process is a core component of LLM
multilingualism, highlighting the importance of understanding these translation mechanisms to fur-
ther elucidate their broader multilingual capabilities.

Prior research (Michel et al., 2019; Vig & Belinkov, 2019} |[Finlayson et al., 2021; [Elhage et al.,
2021a) into the attention mechanism has established the functional specialization of individual
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Response By Llama-3.1-8B:

Translate this sentence from English to Simplified Chinese

Sentence: "We now have 4-month-old mice that are non-diabetic that used to be diabetic," he added.
Answer: "BAIEAER4TAANER, EIMNRAIRREREN, AETBRMERAET .. " fhsbFiE

Response By top 30 token alignment heads pruned Llama-3.1-8B:

Translate this sentence from English to Simplified Chinese

Sentence: "We now have 4-month-old mice that are non-diabetic that used to be diabetic," he added.
Answer: "We now have 4-month-old mice that are non-diabetic that used to be diabetic," he added.

Response By 30 random heads pruned Llama-3.1-8B:

Translate this sentence from English to Simplified Chinese

Sentence: "We now have 4-month-old mice that are non-diabetic that used to be diabetic," he added.
Answer: "BAIEAEFATAANER, EMNNRAIREREN, AETBRBERET . " fhsb7iE

Figure 1: An example of token alignment head pruning in Llama-3.1-8B. The top panel shows the
correct translation generated by the original model. The middle panel demonstrates that after the top
30 token alignment heads are pruned, the model loses its ability to translate and reverts to copying
the English source text, while its basic copy-paste functionality is preserved. In contrast, the bottom
panel shows that pruning 30 random non-token alignment heads (control) has no impact on the
translation output.

heads. Early work on Transformer (Vaswani et al., 2023) models for machine translation showed
that many attention heads were redundant and could be pruned with minimal impact on performance
(Voita et al., [2019; [Kovaleva et al., 2019). Subsequent studies, such as Kim et al.|(2021)); Ma et al.
(2021)); Zhang et al.[(20235)), have investigated the role of attention heads in translation by measur-
ing their impact on translation metrics. These studies identified certain attention heads as critical
for translation and noted that the sets of important heads are highly similar across different language
pairs. However, these approaches often have limitations. They frequently rely on task-specific evalu-
ation metrics, are typically conducted on smaller or single models, and their methods for identifying
important heads can be opaque. Crucially, they often stop at identifying which heads are important,
without fully explaining how these heads mechanistically contribute to the translation process.

Unlike previous work that measures head importance based on downstream benchmark perfor-
mance, our approach shifts the focus to identifying the underlying mechanism. Inspired by the
discovery of other functionally specialized circuits in LLMs, such as “induction heads” that imple-
ment in-context learning (Olsson et al.|[2022) and “retrieval heads’ designed for knowledge retrieval
(Wu et al.| 2025a), we hypothesized that a similar specialization must exist for translation. We
posited that beyond attention heads performing generic copy-paste behaviors, there must be a set of
heads specifically responsible for the core translation task: mapping tokens from a source language
to their corresponding tokens in a target language. We term these attention heads, characterized
by their direct cross-lingual token alignment behavior which can be regarded as a form of word
alignment(Brown et al., [1993} |Och & Ney, 2003)), “token alignment heads”. Figure E] provides an
illustration of this functional specialization: when we ablate the top 30 token alignment heads from
a Llama-3.1-8B model (Grattafiori et al., 2024), its translation capability collapses. Crucially, the
model does not simply fail; it reverts to a more basic copy-paste behavior, reproducing the English
input verbatim. This demonstrates that the model’s general ability to copy tokens remains intact,
and that the ablated heads perform a specific, non-copying function of cross-lingual mapping.

In this work, we conduct a systematic investigation across a series of LLMs to validate the exis-
tence and properties of token alignment heads. We reveal that token alignment heads play a pivotal
role in the translation capabilities of LLMs, thereby uncovering the relationship between translation
mechanisms and attention. We further identify and validate several key characteristics of these to-
ken alignment heads: (1) Universality: All large models we studied possess such token alignment
heads; (2) Sparsity: Only a small subset of attention heads function as token alignment heads; (3)
Consistency: The token alignment heads activated by the model when translating different language
pairs exhibit strong consistency. (4) Causality: Ablating these token alignment heads through causal
intervention leads to a significant drop in translation performance, whereas removing a random
equivalent number of non-token alignment heads has little impact. (5) Functional Specificity: Ab-
lating token alignment heads disproportionately harms translation but has a varied impact on other
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multilingual tasks, suggesting the funcional specificity of token alignment heads. Furthermore, we
investigate the formation process of token alignment heads by analyzing the entire pre-training life-
cycle of a model. Our analysis reveals a distinct developmental trajectory in three phases: an initial
rapid proliferation of token alignment heads that coincides with the acquisition of translation ability,
followed by a period where the core set of heads stabilizes, and finally a long phase of consolidation
and pruning. This discovery provides insight into how specialized circuits emerge and are optimized
during large-scale training.

We further substantiate these findings through a practical application. We introduce TRater, an al-
gorithm that leverages token alignment heads to score multilingual training data based on its impor-
tance to the translation mechanism. Our experiments reveal that a small fraction of data identified by
TRater is responsible for the model’s final translation proficiency. This result provides evidence for
the causal role of token alignment heads. The discovery that a core capability like translation is gov-
erned by a sparse and functionally specialized circuit provides a concrete target for future research.
Ultimately, these insights pave the way for more efficient and robust multilingual systems, enabling
targeted architectural innovations, data curation strategies guided by mechanistic understanding.

2 DETECTING TOKEN ALIGNMENT HEAD

In this section, we introduce the algorithm for detecting token alignment heads. Since the model
involves cross-lingual token alignment during the translation process, we first need to identify the
mapping relationship between tokens from the source language to the target language. Then, we
define a metric called the translation score to recognize attention heads that implement the model’s
translation mechanism. The translation score measures the frequency with which an attention head
maps tokens from the source language to the target language. If an attention head exhibits a relatively
high translation score, it indicates that this attention head frequently performs cross-lingual token
alignment when processing different translation texts. Such attention heads are what we refer to as
token alignment heads.

2.1 TOKEN ALIGNMENT ANNOTATION

Since existing token alignment tools do not cover all languages, we utilize OpenAI’s GPT-4.1 model
to annotate token alignments in translation texts. Specifically, we require the large language model
to identify the corresponding source language token for each target language token and provide a
confidence score for each token alignment. To ensure the accuracy of the annotations, we only retain
token alignments with a confidence score greater than 0.9. If no corresponding source token exists, it
is marked as None. Figure 2 shows an example of token alignment results from English to Chinese.

source

text EN : This is the  largest temple that I have  ever seen .

text

et gy xR k% R @ BKMm ¥

token
alignment

EN : This is I ever seen  seen largest temple temple

Figure 2: A token alignment example from English text to Chinese text

2.2 TRANSLATION SCORE

In the decoding process of translation, we define the translation score as the frequency of valid token
alignments by attention heads. Specifically, during the greedy decoding process, let the currently
generated token be ¢, and let the attention score of the attention head be denoted as w &€ RIX, 1If
token ¢ has a corresponding source token s with position idx as sjqx, and the attention head assigns
the highest attention score probability to the source token s, then we consider that the attention head

has successfully completed a language-pair token alignment. Formally, we have: w,, = max(w).

Let g5, denote the number of valid language-pair token alignments performed by attention head h,
and let m be the total number of target tokens that have a corresponding valid source token. Then,
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the translation score of attention head A is defined as:

TS, = I (1)
m

2.3 TOKEN ALIGNMENT HEAD DETECTION

To empirically identify token alignment heads, we compute the Translation Score for every attention
head in the model using the dev split of the FLORES-101 dataset (Goyal et al [2021). For each of
the approximately 900 source-target sentence pairs in a given language direction, we calculate the
TS for all heads. The final score for each head is the average TS computed across all examples in that
language pair. An attention head is then classified as a token alignment head if its final Translation
Score exceeds a predefined threshold of 0.1.

3 BASIC PROPERTIES OF TOKEN ALIGNMENT HEADS

In this section, we characterize the fundamental properties of the identified token alignment heads.
To ensure the robustness and generalizability of our findings, our analysis spans a diverse set of
open-source models. This selection covers a range of parameter sizes (1.7B to 30B), architec-
tures (dense and Mixture-of-Experts (Jacobs et all, [1991)), and training stages (pre-trained and
instruction-tuned). The models include Llama-3.1-8B, Mistra1-7B—Instruct-V0.ﬂ Mistral-7B-v0.3
2023), Qwen2.5-7B (Qwen et al [2025)), Qwen3-1.7B, and Qwen3-30B
2025).

3.1 UNIVERSALITY AND SPARSITY

Llama-3.1-8B Mistral-7B-Instruct-v0.3 Mistral-7B-v0.3
0.1-1 0.1-1 0.1-1

=0 4s.4%
=0 50.1%
o 545%

32 x 32 heads 32 x 32 heads 32 x 32 heads

Qwen3-1.7B Qwen2.5-7B Qwen3-30B-A3B

0.1-1 0.1-1 0.1-1

28 x 16 heads 28 x 28 heads 48 x 32 heads

Figure 3: Translation score distribution for different models. According to the different translation
scores, the model’s attention heads are divided into three categories: token alignment heads (red),
infrequently activated heads (blue), and heads with near-zero activation (light blue). All models
studied have token alignment heads, and the proportion of token alignment heads is relatively small.
Most of the heads are either not activated or are activated at a low frequency.

Our analysis first reveals two fundamental properties: universality and sparsity. As illustrated in
Figure[3] token alignment heads (defined as having a translation score > 0.1) are present in every
model we examined, irrespective of its size, architecture, or training stage. This confirms that they
are a universal, emergent feature of multilingual LLMs.

Concurrently, token alignment heads are exceptionally sparse. They constitute less than 8% of the
total attention heads in all models, and as few as 3% in Mistral-7B-v0.3. Additionally, infrequently

'https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.3
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activated heads during the translation process account for nearly 50%. The remaining attention
heads, which are almost never activated, account for between 36% and 55%.

We next analyze the positional distribution of these heads within the model architecture. Figure []
shows a consistent pattern: token alignment heads are predominantly concentrated in the middle
layers of the models. In contrast, the earliest and latest layers contain very few token alignment
heads. This aligns with the broader understanding of Transformer architectures, where initial layers
are thought to handle surface-level feature extraction and final layers are responsible for structuring
the output.

Llama-3.1-8B Mistral-7B-Instruct-v0.3 Mistral-7B-v0.3
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Figure 4: Positional distribution of translation scores in different models. Each heatmap visualizes
the translation score distribution. The color intensity corresponds to the translation score, with
warmer colors (red/orange) indicating higher scores and cooler colors (blue) indicating lower scores.

3.2 LANGUAGE CONSISTENCY

Translation Head Sets Similarity 1.00

en2zh 0905 0905 0905 | 0818 0818 | 0905 XYM 0818

en2ja 0818 0818 0818 [LRECMNEEN 0818

en2de 1.000 | 1.000 | 1.000 0905 0905 1.000

095
0667 | 0.739

090

en2fr- 1.000 | 1.000 | 1.000 0905 ' 0.905 1.000
085

en2ar. 1.000 | 1.000 | 1.000 0905 0905 1.000
080
en2nl 0905 | 0905 0905 1.000 1000  0.905

en2ms 0905 | 0,905 0905 1.000 1000  0.905

dezes JENT 1000 1.000 0905 | 1.000 L070

0.667

0.667

de2ja- 0.667

£ 0.600

jazko JLISEH 0.739

en2zh enja en2fr enzar en2nl en2ms de2es de2ja jazko

Figure 5: Jaccard similarity matrix of token alignment head sets across various language pairs. The
axes list ten different language pairs. The token alignment heads between different language-pairs
are very similar, most of the similarity scores are above 0.9.

To investigate the consistency of token alignment heads in the model across different language
pairs, we selected the following language pairs: English-Chinese (en2zh), English-Japanese (en2ja),
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English-German (en2de), English-French (en2fr), English-Arabic (en2ar), English-Dutch (en2nl),
English-Malay (en2ms), German-Spanish (de2es), German-Japanese (de2ja), and Japanese-Korean
(ja2ko). These pairs cover a variety of linguistic families. Without loss of generality, we focus this
analysis on the Llama-3.1-8B model. For each language pair, we selected the top 20 token alignment
heads to form its translation set. Then we compute the pairwise similarity between these sets using

the Jaccard index: \S 7]
N

Si = 2

img SUT| (2)

As shown in Figure [5] the similarities between all language pairs are relatively high, with Jaccard
similarity scores consistently exceeding 0.8 for most pairs, and never dropping below 0.6. This
indicates that a largely invariant set of attention heads is responsible for translation across diverse
linguistic families, demonstrating the strong cross-lingual generalizability of token alignment heads.

4 FORMATION PROCESS OF TOKEN ALIGNMENT HEADS

This section investigates the formation process of token alignment heads during the model’s pre-
training lifecycle. To trace their development, we trained an 8B parameter model, architecturally
identical to Llama-2 model (Touvron et al.l [2023)), from scratch. The model was trained for a total
of 15 trillion tokens. The specific composition of the dataset and the hyperparameters for train-
ing are detailed in Appendix To understand the formation process of token alignment heads,
we analyzed model checkpoints at multiple intervals throughout training to map the evolutionary

trajectory of token alignment heads.
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(b) The distribution of all attention heads by activ-
ity level. The proportion of inactive heads (TS =0,
light blue line) starts at a low point but steadily in-
creases throughout training, reaching over 60% by
the final step. Conversely, the proportion of low-
activity heads (dark blue line) begins as the domi-
nant group but consistently decreases over time.

(a) The ratio of token alignment heads rises sharply
in the early training stages, reaching a peak of ap-
proximately 8% at 8k step. Following this peak,
the proportion drops and stabilizes around 5% be-
tween 10k and 64k steps. Subsequently, it enters a
long phase of gradual decline, settling at 2.6% by
the end of training.

Figure 6: The evolutionary trajectory of token alignment heads during training

Phase 1: Rapid Proliferation (Early Training Stage, 0-8k steps). In the initial stages of training,
as shown in Figure the proportion of token alignment heads experiences a rapid proliferation,
growing from zero to its peak. This period of rapid circuit formation coincides directly with the
steepest gains in the model’s translation performance, where the FLORES chrF++ metric surged
from 12.58 to 45.77. This suggests that the initial acquisition of translation ability is contingent on
the rapid emergence of these specialized heads.

Phase 2: Set Stabilization (Early-to-Mid Training Stage, 10k-64k steps). From 10k to 64k steps,
the proportion of token alignment heads stabilized around 5%, and the core set of these heads be-
comes remarkably stable. To quantify this, we define a conditional overlap ratio metrics which
measures the overlap between the token alignment head set at any given step (A) and the final refer-

ence set at the end of training (B):
|AN B| 3)

B
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As shown in Figure [/] from approximately 8k steps onward, conditional overlap ratio remains con-
sistently high. This indicates that the token alignment heads formed rapidly in the early stage of
training are largely maintained throughout the subsequent training process.

Phase 3: Consolidation and Pruning (Mid-to-Late Training Stage, 64k-952k steps). In this longest
phase of training, we observe a gradual decline in the overall proportion of token alignment heads,
which settles at 2.6% (Figure . Given that the core set of heads remains stable (Phase 2),
this decline implies that heads with weaker or more redundant translation capabilities are being
“pruned”’—their translation scores fall below the threshold as the network refines its functions.

We hypothesize this pruning is part of a broader network-wide optimization towards increased spar-
sity and computational efficiency. This is corroborated by the shifting distribution of head activity
shown in Figure As training progresses, the proportion of completely inactive heads steadily
increases, reaching 61.7% by the end. This happens at the expense of low-to-moderately active token
alignment heads. In essence, the model learns to solve the translation task not by using more heads,
but by relying more heavily on a smaller, more efficient, and highly specialized set of circuits, while
deactivating others. This process of over-producing and then refining specialized circuits appears to
be a key mechanism in the development of efficient neural networks.

Conditional Overlap Ratio Change

1.0{ —*— Conditional Overlap Ratio

Conditional Overlap Ratio with final step (%)

Train Step

Figure 7: Stability of the token alignment head set over time. The conditional overlap ratio exhibits
a steep and rapid increase during the initial training phase, rising from zero to nearly 0.9 at 8k step.
From this point onward, the overlap remains consistently high, fluctuating but generally staying
above 0.8 and approaching 1.0 by the end of training.

5 INFLUENCE ON DOWNSTREAM TASKS

In this section, we investigate the impact of token alignment heads on downstream benchmarks.
First, we analyze the influence of token alignment heads on the model’s translation performance
to demonstrate their causality. Here, we select the FLORES101 benchmark to evaluate the model’s
translation performance. Next, we examine the impact of token alignment heads on the model’s gen-
eral multilingual capabilities. We evaluate the following benchmarks: translated Hellaswag (Zellers
etal[2019), ARC-Easy and ARC-Challenge (Clark et al., 2018) which are detailed in Appendix|[A.2]
XWinograd (Tikhonov & Ryabinin, [2021)), XStoryCloze (Mostafazadeh et al., |2016), XNLI (Con-
neau et al.,2018)), XCOPA (Ponti et al.,[2020), and a localized multilingual variant of the MMML
test set denoted as XMMLU which includes JMMLUEL CMMLU (Li et al., 2024), AMMLLﬂ In-
doMMLU (Koto et al., [2023), and VML We study the influence of token alignment heads by
mask those token alignment heads.

https://huggingface.co/datasets/openai/MMMLU
*https://huggingface.co/datasets/nlp-waseda/JMMLU
‘nttps://huggingface.co/datasets/Hennara/ammlu
Shttps://vmlu.ai
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5.1 TRANSLATION CAPACITY

In this subsection, we investigate the impact of token alignment heads on the translation performance
of Llama-3.1-8B, Mistral-7B-v0.3, Qwen2.5-7B, Qwen3-1.7B, and Qwen3-30B using the FLORES-
101 benchmark. We compare translation metrics before and after masking token alignment heads,
as well as after masking random non-token alignment heads. To clearly illustrate the effects, we
report the difference between the metrics of the masked models and those of the baseline models
(without masking). Figure [I2] presents the changes in BLEU and chrF++ scores. Masking token
alignment heads leads to substantial declines in both metrics, with the largest drops exceeding 17
points for BLEU and 25 points for chrF++. In contrast, masking random heads has only a minimal
effect. These results demonstrate that token alignment heads have a direct and significant influence
on the models’ translation capabilities, a property we refer to as the causality of token alignment
heads.

BLEU chrF++

nce from Baseline Model
'

—— Uama-3.1-88

Metric Differe:
| |

Figure 8: Impact of masking token alignment heads versus random heads on FLORES benchmark
scores. Masking token alignment heads leads to a significantly larger performance drop compared
to masking random heads

5.2 MULTILINGUAL CAPACITY

We then investigate the impact of ablating token alignment heads on a broader suite of multilingual
benchmarks. From the results presented in Figure[9] we observe a clear hierarchy of dependency on
token alignment heads. Benchmarks such as Hellaswag ML, ARC_C_ML, and ARC_E_ML exhibit
a significant performance drop (up to 10 points), which is consistently larger than the drop from
ablating random heads. This suggests that these tasks, while not pure translation, partially rely on
the cross-lingual mapping capabilities provided by token alignment heads. This functional overlap
may stem from translation artifacts in their data creation process or a genuine need for cross-lingual
conceptual alignment to solve the tasks.

In contrast, for other benchmarks like XNLI and XCOPA, token alignment heads demonstrate weak
causality, as their ablation often results in a smaller performance drop than that of random ablation.
This indicates that these tasks depend on different multilingual mechanisms within the model, likely
operating at a higher semantic level that does not require the token-level mapping performed by
token alignment heads. These findings suggest that token alignment heads provide a foundational
cross-lingual alignment capability that various downstream tasks leverage to different degrees.

5.3 TOKEN ALIGNMENT HEAD AS DATA RATER

To further probe the relationship between token alignment heads and multilingual data, we introduce
TRater, a data-filtering algorithm. TRater leverages token alignment heads to score data samples
based on their importance to the translation mechanism. We compute the score of sample x as

follows: )
SCOI'C(:ZZ) = E Z (L(amaskv 177) - L(97 177)) (4)

where L denotes the token level cross entropy loss, 6 denotes the original model parameters, 6,5k
represents the model parameters after masking the top 20 token alignment heads, ¢ is the token
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Figure 9: Performance (Accuracy) change across multilingual benchmarks when masking token
alignment heads versus random heads. Tasks like Hellaswag_ ML and ARC_ML show substantial
drops when token alignment heads are ablated, while others such as XNLI and XCOPA are less
affected, reflecting varying degrees of reliance on cross-lingual alignment.

index in z, and m is the total number of tokens. This score quantifies the performance degradation
on a sample when token alignment heads are removed, with higher scores indicating greater reliance
on these heads.We conduct experiments on the 1.5B model, training on a total of 1T tokens. The
dataset comprises 700B tokens of English web data and 300B tokens of multilingual web data.
Using the TRater algorithm, we score the 300B multilingual data, and we select the top 1.3% for
each language. We design the following two experiments to validate the impact of the selected data:

Remove: From the baseline multilingual datas, we exclude the selected data. To maintain the data
proportions unchanged, we increase the volume of the remaining data per language. And we ensure
no additional duplicates compared to the baseline.

Enhance: The selected data is triplicated, while the remaining data is proportionally down-sampled
to preserve the overall language distribution.

Table 1: Performance of baseline, remove, and enhance settings across multiple metrics.

Model flores_chrF++ MMMLU Hellaswag ML ARC.C.ML ARCEML XWinograd XStoryCloze XNLI XCOPA XMMLU

baseline 43.87 26.89 44.88 31.40 53.97 75.70 58.40 41.94 62.88 30.71
remove 41.33 26.58 44.69 31.37 54.54 73.63 58.15 42.10  63.20 30.84
enhance 46.68 26.71 44.95 31.54 54.94 74.33 58.44 4172 63.70 30.88

The experimental results are presented in Table[I] From the table, we observe that the data filtered by
token alignment heads is crucial for the model’s translation capabilities: the Remove setup exhibits a
noticeable decline in translation performance compared to the baseline, whereas the Enhance setup
shows a observable improvement.

However, the impact of this selected data on other multilingual benchmarks is less pronounced than
its effect on FLORES. This can be attributed to two main factors. Firstly, the performance change
observed in FLORES due to the selected data (about 2-3 points) is substantially smaller than the
drops seen when ablating token alignment heads (over 10 points). Consequently, any impact on
other multilingual benchmarks becomes less perceptible. Secondly, while the function of token
alignment heads is partially leveraged by some non-translation tasks, these benchmarks only require
the model to possess a foundational translation capability. Once this sufficient baseline is estab-
lished, further increasing the proportion of translation-centric data yields diminishing returns for the
model’s general multilingual performance. Indeed, a qualitative analysis confirms the selected data
is highly translation-specific, consisting predominantly of bilingual corpora. Several representative
examples are detailed in Appendix [A3]
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6 RELATED WORK

A substantial body of work exists on understanding the internal mechanisms of large language mod-
els. Based on the granularity of analysis, we broadly categorize these studies into three main areas:
semantic space, neuron-level mechanisms, and head-level mechanisms.

6.1 SEMANTIC SPACE

Prior works (Wendler et al., [2024; |Schut et al., [2025; [Zhao et al., [2024; [Wu et al., [2025b}; |Harrasse
et al.l 2025) study the geometry of multilingual representations and often concludes that models
“think in English” or in a shared latent semantic space in middle layers. These works explain where
multilingual information lives and how information exists (English or Language-Agnostic Space).
Our results are complementary: we identify token alignment heads concentrated in similar middle
layers and show that they implement token-level cross-lingual alignment, routing the aligned source
token’s representation into the target position.

6.2 NEURON-LEVEL MECHANISMS

Utilizing causal mediation analysis across a diverse range of in-context learning (ICL) tasks, [Todd
et al.| (2024) identified a key mechanism termed “function vectors”, which trigger the model to exe-
cute specific procedural tasks. Similarly, Wang et al.[(2024) employed causal mediation procedures
to locate attention heads pivotal for machine translation, leveraging these heads to construct trans-
lation vectors that mitigate language mismatch errors. In contrast, our work shifts focus from the
task-triggering level to the token-execution level. We find that token alignment heads facilitate the
actual cross-lingual alignment. Analogously, if the function vector acts as the “master switch” ac-
tivating the translation mode, the token alignment heads are the vital machinery carrying out the
translation itself.

From the perspective of languages, some studies (Liu et al.,[2025; Zhao et al.,2024)) pinpoint neurons
that are specialized for encoding language identity and language-specific features and shows that
ablating or fine-tuning them selectively affects particular languages. This explains which subcircuits
are responsible for “being in language X”. In contrast, we operate at the head level and focus on the
cross-lingual alignment step, i.e., how information moves between languages during translation.

6.3 HEAD-LEVEL MECHANISMS

Works on induction heads, retrieval heads, and circuits (Elhage et al.,[2021bj Olsson et al., 2022 Wu
et al.,[2025a; Bricken et al.|[2024; Zhang et al.|[2024) shows that a small number of specialized heads
can explain non-trivial capabilities such as in-context learning or long-context retrieval. Recent work
(Liu et al.| 2025 Zhang et al., 2025) identifies language heads or translation-related heads by ranking
heads via their impact on downstream loss, perplexity, or logits on specific benchmarks, sometimes
using path patching. Our approach is closely related but uses a different identification signal: we
define Token Aligenment Heads (TAH) using alignment-based translation score—heads are selected
because they consistently link target tokens to their externally aligned source tokens, independent of
any particular evaluation task. Masking experiments are then used only as a causal validation step.
This makes our notion of specialization explicitly lexical and cross-lingual.

7 CONCLUSION

In this paper, we identified a special class of attention heads responsible for mapping source lan-
guage tokens to target language tokens during translation. We experimentally confirmed that these
heads are universal, consistent, and have a direct causal effect on the model’s translation capabilities.
We also uncovered their evolutionary process during pre-training, which involves rapid formation,
stabilization, and pruning. More importantly, We found that a tiny fraction of critical data filterd by
token alignment heads, proves decisive for translation performance but its impact on other multilin-
gual tasks is less pronounced. This finding suggests that translation operates as a separable module
within LLMs. Our work pave the way for more efficient and robust multilingual systems, enabling
targeted architectural innovations, data curation strategies guided by mechanistic understanding.
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A APPENDIX

A.1 TRAINING SETTING

In Section [Z_f], We use AdamW (Loshchilov & Hutter, [2019) optimizer to train a 8B dense model
with a structure identical to Llama-2 model [Touvron et al.|(2023). The training dataset, totaling 15
trillion tokens, comprises English and multilingual data sourced from cleaned and filtered ccwarc,
along with open-source resources including Wikipedia, books, academic papers, mathematics, code,
and parallel corpora. The hyperparameters were set as follows: learning rate (Ir) = 3.6 x 1074,
global batch size (gbs) = 4096, sequence length = 4096, weight decay = 0.1. We employed a co-
sine learning rate scheduler that decayed to 0.1 of the peak learning rate. For our analysis, we se-
lected model checkpoints at 2,000, 4,000, 6,000, 8,000, 12,000, 16,000, 64,000, 128,000, 256,000,
384,000, 448,000, and 952,000 steps (near the end of training).

In Section [5.3] we trained the 1.5B model using the AdamW optimizer with the following hyper-
parameters: global batch size (gbs) = 4096, sequence length = 4096, weight decay = 0.1, learning
rate (Ir) = 5.0 x 104, and with Ir cosine decay to 5.0 x 1075, the multilingual web data includes
a total of 17 languages, specifically including German, Spanish, French, Indonesian, Thai, Korean,
Vietnamese, Arabic, Turkish, Italian, Malay, Chinese, Portuguese, Japanese, Dutch, Russian and
Filipino. The proportion of different languages is determined by the method in|Guo et al.[(2025).

A.2 TRANSLATED BENCHMARK
For evaluating Hellaswag_ ML, ARC_C_ML and ARC_E_ML, we use the MuBench dataset (Han
et al.| 2025). The evaluation covers 18 languages represented in our training data, namely: English,

German, Spanish, French, Indonesian, Thai, Korean, Vietnamese, Arabic, Turkish, Italian, Malay,
Chinese, Portuguese, Japanese, Dutch, Russian and Filipino.

A.3 TEXT CASES FOR TRATER

Table 2: Text cases filtered by TRater for German, French and Spanish.

Language Example

Zwischen zwei Seen, die unterschiedlicher kaum sein konnen, liegt
Wandlitz. Der Wandlitzsee, bebaut, kaum zugénglich mit unzéhligen
Wassergrundstiicken, der Liebnitzsee, frei zugénglich, Badestelle,
Féhre zur Insel und Naherholungsgebiet im Buchenwald... Wandlitz
is located between two lakes that could hardly be more different. The
Wandlitzsee, built-up, hardly accessible with countless water proper-
ties, the Liebnitzsee, freely accessible, bathing area, ferry to the island
and local recreation area in the beech forest...

German

Bruno Houssin, designer francais et professeur a 1’école de design de
Nantes. Diplomé de 1’école Boulle de Paris, en Architecture intérieure

French et Design en 1986... Bruno Houssin, French designer and teacher at the
Nantes School of Design. Graduated from the Boulle school of Paris,
in Interior Architecture and Design in 1986...

Las placas tecténicas son como grandes balsas que se reparten por
toda la corteza del planeta. Unas son de caricter continental, otras
de caricter ocednico, contando las primeras con un espesor mayor que

Spanish el de las segundas... Le tremblement de terre en Haiti est partie de
I’ensemble de la libération des tensions accumulées a 1’occasion du
mouvement des plaques tectoniques dans les Caraibes et en Amérique
du Nord...
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Table 3: Text cases filtered by TRater for Italian, Portuguese, Chinese and Dutch.

Language Example

Dorothy Bhawl ¢ un artista autodidatta interessato al mondo contem-
poraneo, soprattutto alla realta che appartiene e avvolge questa epoca:
quello della comunicazione, social network, spiritualita e grottesco con

Italian un sentimento di odi et amo... Dorothy Bhawl is a self-taught artist in-
terested in the contemporary world, especially in the reality that belongs
and envelops this era: that of communication, social networks, spiritu-
ality and grotesque with a feeling of hatred and love...

André Rigatti Centro Universitdrio Maria Antonia USP Sempre
préximas a suas bordas, as pinturas de André Rigatti possuem pequenas
aberturas, por onde se deixa ver o processo que da origem a trabalhos de
textura matérica mais ou menos acentuada, resultados da sobreposi¢@o

Portuguese de diversas camadas de tinta, aplicadas cada uma seguindo uma direcao
diferente do pincel... Always close to its edges, André Rigatti’s paint-
ings have small openings, where you can see the process that gives rise
to more or less accentuated texture work, results of the overlapping of
several layers of paint, applied each following a direction...

)E'\ji TGI8 )%“)\rlﬁiﬁﬂjz HBEWEGRN 7%, CFHR
e, BRBRAE. Kd, BMAKEA, XNER . HIEERAREZ
¥, {ﬁﬁﬂ%ﬁ?‘ BFRH—H, KRS Eig—8ik, HEDR
REREFIAK 2 K'E Z o AREPI DL —BRTU BRI b, Ti% e -
WA —IR, Fri iz, 2Rk, WIDI—FiigHmE, M=%

Chinese SEANAR... TS FHZIAREN R HEE, %ﬁﬁ)\ﬁ&ﬁjﬁ%ﬂ‘% KHE
ARG A TR R 2, LLUE B4 Fh 5 #0 2 RE AR ED A o r“
VEIEU AOCEREETE, ANE T s - 7% A REZI A
7. FHEGRRONE. S EHRE T, KRB EE
g@if@iﬁ PR, B LAY - R ARG — KR

m ...

Kees Blom (Apeldoorn, 1968) komt uit een artistieke familie. Zijn
vader had al een passie voor de schilderkunst maar pas zoon Kees
lukt het om de stap naar zelfstandig kunstschilder te zetten...Kees Blom
(Apeldoorn, 1968) comes from an artistic family. While his father al-
ready had a passion for painting, son Kees succeeds in taking the step
to become an independent painter...

Dutch

A.4 CASE STUDY FOR TOKEN ALIGNMENT HEADS PRUNING

To clarify the role of Token Alignment Heads (TAHs), we conducted a systematic and detailed anal-
ysis of the model’s performance on translation tasks when TAHs are masked (specifically focusing
on cases where the model translated correctly before masking TAHs but failed to do so afterwards).
We observed that the failure modes resulting from masking THs can be broadly categorized into
three types:

1. No Translation (46%) The model fails to generate the target language and merely repeats the
source text content. As illustrated in Figure 10, masking the Token Alignment Heads completely
disables the model’s word alignment capability for certain queries, preventing the generation of
target language output.

2. Missing Details (36%) The translated output lacks specific details found in the source text. In
these instances, the model’s word alignment capability is partially compromised. While the model
can still generate text in the target language, it fails to correctly map certain source information to
the target output. This results in the omission of key details, leading to incomplete or imprecise
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Translate this sentence from English to Simplified Chinese

Sentence: In late 2017, Siminoff appeared on shopping television channel QVC.

[No Heads Pruned] Answer: 20174E5K, FHAVAR I Y B AREQVC L.

[30 Token Alignment Heads Pruned] Answer: In late 2017, Siminoff appeared on shopping television channel QVC.
[30 Random Heads Pruned] Answer: 7£20174FH 28R, Siminoff H BIAE Y R ARARIEQVC L.

Sentence: One antibody cocktail, ZMapp, initially showed promise in the field, but formal studies indicated it had less benefit than

sought in preventing death.

?[I;B‘f I;ETSS Pruned] Answer: —FiHiAIREY), ZMapp, BATEESMERHARYE, BEXHRRIE LB ESERT

Uil o

[30 Token Alignment Heads Pruned] Answer: One antibody cocktail, ZMapp, showed promise in the field, but formal studies

indicated it had less benefit than sought in preventing death.

g%;{;glg%njmads Pruned] Answer: —FpfLAIRAY), ZMapp, BHMEESMRAMAE, HIEXPIFRRY, EHBUEHBIE
4 /N,

Sentence: Scientists say this animal's plumage was chestnut-brown on top with a pale or carotenoid-colored underside.

[No Heads Pruned] Answer: RI225KUL, XM PE LREEE, THRREGRE/A,

[30 Token Alignment Heads Pruned] Answer: Scientists say this animal's plumage was chestnut-brown on top with a pale or
carotenoid-colored underside.

[30 Random Heads Pruned] Answer: BI2EZATHE, IXFNZh4I )P B R AR 6 TR (2 0 €2 IE0E.

Figure 10: No Translation cases for masking token alignment heads. For the queries shown in the
figure, after masking the token alignment heads, the model no longer outputs content related to the
target language, but simply repeats the source text.

translations. Figure 11 presents three such cases, where the text highlighted in green represents the
details omitted by the model.

3. Hallucination (18%) The translated output contains content that is completely absent from the
source text. This is likely because, without token alignment capabilities, the model cannot directly
associate source tokens with target tokens. Consequently, it resorts to generating content in the target
language space that is only loosely or tangentially related to the source tokens. Figure 12 displays
three examples of this category, where the text highlighted in red indicates output generated by the
model that is entirely unrelated to the source text.

Translate this sentence from English to Simplified Chinese
Sentence: Like some other experts, he is skeptical about whether diabetes can be cured, noting that these findings have no relevance
to people who already have Type 1 diabetes.

[g% I};ﬁg}zmad] Answer: fFIHAl & R—HE, IHRFEEGIAA , TRHX RPN B2 B TR R
bl gl IS, °

[30 Token Alignment Heads Pruned] Answer: Atk 3% 6% BIXIIRLE 24 THIRRIANEA H 258,

[30 Random Heads Pruned] Answer: FIHABTZR—F, MXTHEIRAGREGIAR , IR R I T2 A 10
FRIFH N B AT SL.

Sentence: This not only confirms that at least some dinosaurs had feathers, a theory already widespread, but provides details fossils
generally cannot, such as color and three-dimensional arrangement.
[No Heads Pruned] Answer: XR{UIESE T 2 — &R RAHPE, —MEES ZRAENENS, THRET
. WBERM=YEHES.
é?]();l‘;)ﬁk:;lﬂAlignment Heads Pruned] Answer: XAUIESE T EF—MRRAPE, T EBIESE TXFHBHBIEHPE
N SRS .
[30 Random Heads Pruned] Answer: X R{UIESE T 2 S04 HE—X—HIRE L) it —i LRt T
. B ER =g

Sentence: During his trip, Iwasaki ran into trouble on many occasions.

[No Heads Pruned] Answer: 7EAtjiRA T3 [H], BB T RERRE .
[30 Token Alignment Heads Pruned] Answer: ZEMUiRITHEREF, fiBE THREHM.
[30 Random Heads Pruned] Answer: 7ERIT3HI], BE) TRE BRI

Figure 11: Cases of Missing Details for masking token alignment heads. For the queries shown
in the figure, after masking the token alignment heads, the model is still able to generate target
language content. However, because some cross-lingual token alignment capabilities are missing,
the model loses certain details present in the source text.
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Translate this sentence from English to Simplified Chinese
Sentence: During the 1976 selections he advised Carter on foreign policy, then served as National Security Advisor (NSA) from 1977
to 1981, succeeding Henry Kissinger.
%10 %egg;;runed] Answer: 19764F3E20IIE], MM REHRHEENY, 19774E R 198 14FHTER LW (NSA) , B
1] - .
[30 Token Alignment Heads Pruned] Answer: 19764F, RAEFIEEE LGN, MAHEESH, ARRERptE.
[30 Random Heads Pruned] Answer: 19764FE2¢[R], ftoh-RAEREGEIRME TAMCEORENL, 19774F 2 19814F 0], fiHfE
ERZEFE (NSA) , BEFH - BFEH%.

Sentence: The vehicle itself was taken away from the scene of the accident at approximately 1200 GMT on the same day.
[No Heads Pruned] Answer: ZEHiASEHBIAPE, MIEIRLZYKTFI2A.

[30 Token Alignment Heads Pruned] Answer: % Z-3ES# & AL G924 1120078 HLDAANY HEJT

[30 Random Heads Pruned] Answer: =i SR OIUARHEE, WNRIAKAR L K TFI2.

Sentence: Several large television screens were installed in various places in Rome to let the people watch the ceremony.
[No Heads Pruned] Answer: % i Py 45-4b %3 7L LR, IEATTWAEGK.

[30 Token Alignment Heads Pruned] Answer: £ 5, AfTA[ATEF S HOF BRI H .

[30 Random Heads Pruned] Answer: % D225 THN KBRS, SEAMTIAENE.

Figure 12: Hallucination cases for masking token alignment heads. For the queries shown in the
figure, after masking the token alignment heads, the model exhibits hallucinations, specifically gen-
erating output that contains information not present in the source text.

A.5 BASIC PROPERTIES OF TOKEN ALIGNMENT HEADS ACROSS COMPREHENSIVE MODEL
FAMILIES

To provide a more thorough and comprehensive evaluation of Token Alignment Heads, we con-
ducted experiments across four well-established multilingual LLM families: Llama3, Qwen3, Mis-
tral, and Gemma2. Our experimental design ensures broad coverage by including models of varying
scales within each family: small (1B/2B parameters), medium (8B/9B parameters), and large (over
13B parameters). Where applicable, we evaluate the instruction-tuned (Instruct) variants. Addition-
ally, for families that feature Mixture-of-Experts (MoE) architectures, our study includes a specific
analysis of these models.

Llama-3.2-1B Llama-3.2-1B-Instruct Qwen3-1.7B
0.1-1 0.1-1 0.1-1

0-0.1

55.3%

59.8% =0
=0
16 x 32 heads 16 x 32 heads 28 x 16 heads
Qwen3-1.7B-Base Gemma?2-2b Gemma2-2b-Instruct
0.1-1 0.1-1 0.1-1

28 x 16 heads 26 x 8 heads 26 x 8 heads

Figure 13: Translation score distribution for small size group models.
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Llama-3.1-8B Mistral-7B-v0.3 Qwen3-8B-Base Gemma2-9b
0.11 0.11 011 0.1
3] =0
31.8% =0
=0 501%
o 545% 0-0.1
0-0.1
32 x 32 heads 32 x 32 heads 36 x 32 heads 42 x 16 heads
Llama-3.1-8B-Instruct Mistral-7B-Instruct-v0.3 Qwen3-8B Gemma2-9b-Instruct
011 011 011 011
=0 45.4%
=0 50.2%
0-0.1
32 x 32 heads 32 x 32 heads 36 x 32 heads 42 x 16 heads

Figure 14: Translation score distribution for medium size group models.

Mixtral-8x7B-v0.1 Gemma2-9b Qwen3-14B-Base Qwen3-32B
0.11 0.1-1 0.11 011
2,
=0 ase%
0-0.1
0-0.1
32 x 32 heads 46 x 32 heads 40 x 40 heads 64 x 64 heads
Mixtral-8x7B-Instruct-v0.1 Gemmaz2-9b-Instruct Qwen3-14B Qwen3-30B-A3B
0.11 0.11 0.1-1 011
3
=0 =0
40.9%
0-0.1
32 x 32 heads 46 x 32 heads 40 x 40 heads 48 x 32 heads

Figure 15: Translation score distribution for large size group models.

Llama-3.2-1B Llama-3.2-1B-Instruct
0 [ | -
2 | | | n |
| |
4
6 .r. n 0.4-1.0
| |
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[0}
T 0.1-0.4
H 0 5 10 15 20 25 30
z
- Qwen3-1.7B Qwen3-1.7B-Base 2-2b 2-2b- ruct
o o o
0-0.1
5 5 5
-—
o 10 10 r- —
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Head Ids

Figure 16: Positional distribution of translation scores in small size group models.

For clarity in presenting our experimental findings, we have organized the models into three distinct
groups according to their scale: small, medium, and large. (The Mixtral-8x7B model is classified
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within the medium-scale group, as its quantity of attention heads is analogous to that of other models
in this tier.) Our initial analysis focuses on demonstrating the basic characteristics of Token Align-
ment Heads. As illustrated in Figure [I3] Figure [14]and Figure [T5] Token Alignment Heads are
a pervasive phenomenon, consistently identified across all models under investigation—irrespective
of model scale, architecture (dense versus MoE), or training paradigm (Base versus Instruct). Cru-
cially, these heads universally demonstrate the property of sparsity. Additionally, Figure [I6] Figure
[T7]and Figure [I8]illustrates the positional distribution of token alignment heads across these mod-
els. The general distribution pattern observed aligns with the description provided in the main body
of the paper.

Llama-3.1-8B Mistral-7B-v0.3
o w o —w

Qwen3-8B-Base Gemma2-9b
3

0.4-1.0

0.10.4

:

L

e T .
L L,

Qwen3-8B

Layer Ids

Figure 17: Positional distribution of translation scores in medium size group models.

Mixtral-8x7B-v0.1 Gemma2-9b Qwen3-14B-Base Qwen3-32B
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Figure 18: Positional distribution of translation scores in large size group models.
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A.6 DOWNSTREAM TASKS INFLUENCE ACROSS COMPREHENSIVE MODEL FAMILIES

In this section, we present the impact of token alignment heads on downstream task performance,
analyzed on a group-by-group basis. To better evaluate translation performance, we supplement the
BLEU and chrF++ metrics from the main text with two additional metrics: BLEURT and COMET.

As can be seen, the experimental conclusions are consistent with those in the main text. As illus-
trated in Figure [T9] Figure [20|and Figure 2T} for BLEURT and COMET, masking token alignment
heads leads to a significant drop in scores, whereas masking random heads results in only a mini-
mal decrease. This demonstrates the causal role of token alignment heads in translation capability.
For Hellaswag ML, ARC_C_ML, and ARC_E_ML, masking token alignment heads causes a larger
performance drop than masking random heads, but the overall magnitude of the decrease is far less
pronounced than that for the translation metrics. This suggests that these metrics rely to some extent
on token alignment capabilities. In contrast, for metrics like XWinograd and XNLI, performance
after masking token alignment heads can be better than after masking random heads, indicating that
these metrics prioritize other model abilities, such as reasoning, over translation capability.

BLEU chrF++ BLEURT COMET

nce from Baseline Model

Metric Differer

Masking K Heads

Figure 19: Performance change across downstream benchmarks for small size group models when
masking token alignment heads versus random heads.
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BLEU chrF++ BLEURT COMET

O R [
ARC C ML ARC E ML

Metric Difference from Baseline Model

T m w®
XStoryCloze

3 T w % % & ® T [ R S TR N 3 T W © @
Masking K Heads

Figure 20: Performance change across downstream benchmarks for medium size group models
when masking token alignment heads versus random heads.

BLEU chrF++ BLEURT COMET

Metric Difference from Baseline Model

Masking K Heads

Figure 21: Performance change across downstream benchmarks for large size group models when
masking token alignment heads versus random heads.

A.7 THE ROLE OF TOKEN ALIGNMENT HEADS ON MULTILINGUAL TASKS

In this section, we showcase the utility of Token Alignment Heads on multilingual tasks through a
series of case studies. To elucidate their performance characteristics under varying conditions, we
analyze two distinct scenarios: the Hellaswag_ML task, which is moderately dependent on Token
Alignment Heads, and the XNLI/XWinograd tasks, where the dependency is substantially weaker.
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The Role of Token Alignment Heads in Hellaswag_FR \

‘We need to choose the best ending for the context text.
context_text: Ceci est un tutoriel sur comment allumer un feu de camp. Il montre le feu de camp qui briile sur le sol. il .
endings:

A: zeigt den Schornstein des Hauses.

B: zeigt, wie man ein paar drumherum legen kann, um etwas Licht zu haben.

C: beginnt mit den Dingen, die man fiir den Anfang braucht.

D: zeigt, wie man das Feuer halt und den Topf ein wenig darauf stellt, um das Propangas aufzufangen.

Key Word For Task: tutoriel , feu de camp, briile

Qeﬂ?}—BOB—A?:B Attention Heads Translation Score: L40-H14 = 0.26 L16-H28 =0.22 L26-H2=0.126 L28-H14= O.y

Layer 40, Head 14

Attention Weight

Layer 16, Head 28
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Layer 26, Head 2
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P R i L S B R R R R E EE EE R EE R R
C e et un tutoriel sucomm.al umer un feu decamp . | mont ™ e feu decampau br G le sur e s I mont 12 comm.vouspour.. an piac.quel. ns suto..pour aveir n peu de .
Token

Figure 22: French Hellaswag case. The notation L40-H14 indicates Layer 40, Head 14, where ”L”
stands for Layer and ”"H” stands for Head. In this French Hellaswag case, L40-H14, L16-H28,
L26-H2 and L28-H14 have translation scores greater than 0.1, identifying them as token alignment
heads. We observe that all token alignment heads here can attend to the key tokens.
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The Role of Token Alignment Heads in Hellaswag_DE \

‘We need to choose the best ending for the context text.
context_text: Dies ist eine Anleitung, wie man ein Lagerfeuer entfacht. Sie zeigt das brennende Lagerfeuer auf dem Boden. sie.
endings:

A: zeigt den Schornstein des Hauses.

B: zeigt, wie man ein paar drumherum legen kann, um etwas Licht zu haben.

C: beginnt mit den Dingen, die man fiir den Anfang braucht.

D: zeigt, wie man das Feuer hélt und den Topf ein wenig darauf stellt, um das Propangas aufzufangen.

Key Word For Task: tutoriel , feu de camp, briile

@-SOB-ASB Attention Heads Translation Score: L30-H4 =0.175 L30-H11=0.127 L40-H14=0.262 L26-H2=0.126
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Figure 23: German Hellaswag case. The notation L30-H4 indicates Layer 30, Head 4, where ”L”
stands for Layer and ”"H” stands for Head. In this German Hellaswag case, L30-H4, L30-H1, L40-
H14 and L26-H2 have translation scores greater than 0.1, identifying them as token alignment heads.
We observe that all token alignment heads here can attend to the key tokens.
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The Role of Token Alignment Heads in XNLI_FR

We need to decide whether A and B are entailment, contradiction or neutral.

A: Premi¢rement , nous avons appliqué trois fonctions alternatives ( c-R ) pour estimer ' incidence prématurée de la mortalité .
B: Aucune fonction cr n' a été appliquée a I' incidence .

Key Word For Task: appliqué, Aucune , appliqué

Qwen3-30B-A3B Attention Heads Translation Score: L15-H14=0.155  L10-H29=10.127  L24-H23=0 L29-H5=0
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Figure 24: French XNLI case. The notation L15-H14 indicates Layer 15, Head 14, where ”L” stands
for Layer and "H” stands for Head. In this French XNLI case, Both L15-H14 and L10-H29 have
translation scores greater than 0.1, identifying them as token alignment heads, whereas 1.24-H23
and L29-HS5 are not. We observe that the token alignment heads tend to have attention weights
close to zero on key tokens, as seen with L15-H14 and L10-H29 in the figure. In contrast, heads
with relatively high attention weights on key tokens, such as L24-H23 and L29-HS, have very low
translation scores.
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The Role of Token Alignment Heads in XNLI_DE

We need to decide whether A and B are entailment, contradiction or neutral.
A: Sieh mal , das ist nicht so schlimm ein paar Stunden .

B: Ich mag es nicht , zu warten , nicht mal fiir 10 Minuten .

Key Word For Task: schlimm, Stunden, mag es nicht, Minuten

Qwen3-30B-A3B Attention Heads Translation Score: L13-H17=0.115 L10-H29=0.127 L0-H29=0.01 L1-H13 =0.005
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Figure 25: German XNLI case. The notation L13-H17 indicates Layer 13, Head 17, where ”L”
stands for Layer and ”H” stands for Head. In this German XNLI case, Both L13-H17 and L10-H29
have translation scores greater than 0.1, identifying them as token alignment heads, whereas LO-
H29 and L1-H13 are not. We observe that the token alignment heads tend to have attention weights
close to zero on key tokens, as seen with L13-H17 and L10-H29 in the figure. In contrast, heads

with relatively high attention weights on key tokens, such as LO-H29 and L1-H13, have very low
translation scores.
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The Role of Token Alignment Heads in XWinograd_RU

Based on the context, we need to fill in the blank with the correct subject.

context: KyGok He HOMEIAETCs B KOPHUHCBEIH 1eMO/1a1, TIOTOMY YTO _ CTHIIKOM MJICHBKiA.
1. Ky6ok.

2. yemoziaH.

Key Word For Task: sevoan
\ Quen3-30B-A3B Attention Heads Translation Score: L27-HI7=0244  [22H2=0.187  LIGHI8=0 LIGH21-0
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Figure 26: Russian XWinograd case. The notation L27-H17 indicates Layer 27, Head 17, where
”L” stands for Layer and ”H” stands for Head. In this Russian XWinograd case, Both L27-H17 and
L22-H2 have translation scores greater than 0.1, identifying them as token alignment heads, whereas
L16-H18 and L16-H21 are not. We observe that the token alignment heads tend to have attention
weights close to zero on key tokens, as seen with L27-H17 and L22-H2 in the figure. In contrast,
heads with relatively high attention weights on key tokens, such as L16-H18 and L16-H21, have
very low translation scores.
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The Role of Token Alignment Heads in XWinograd_FR

Based on the context, we need to fill in the blank with the correct subject.
context: Claire a frappé a la porte de Sylvie, mais _ n'a pas répondu.

1. Claire.

2. Sylvie.

Key Word For Task: Sylvie
Qwen3-30B-A3B Attention Heads Translation Score: L13-H18 =0.24  L22-H2=0.187  L45-H29=0
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Figure 27: French XWinograd case. The notation L13-H18 indicates Layer 13, Head 18, where
”L” stands for Layer and "H” stands for Head. In this French XWinograd case, Both L13-H18
and L22-H2 have translation scores greater than 0.1, identifying them as token alignment heads,
whereas L45-H29 is not. We observe that the token alignment heads tend to have attention weights
close to zero on key tokens, as seen with L13-H18 and L22-H2 in the figure. In contrast, heads with
relatively high attention weights on key tokens, such as L40-H14, have very low translation scores.
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A.8 LANGUAGE CONSISTENCY ACROSS 20 LANGUAGE PAIRS

Translation Head Sets Similarity 10
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Figure 28: Jaccard similarity matrix of token alignment head sets across 20 language pairs. Here,
we broadly categorize the selected language pairs into four groups: en2others (en2zh, en2ja, en2de,
en2fr, en2ar, en2nl, en2es), others2en (zh2en, ja2en, ar2en, de2en, fr2en, nl2en, es2en), de2ja/es/ko,
and ja2de/es/ko. It is observable that the similarity among the en2others pairs is high, whereas the
others2en group and the other language pairs generally exhibit lower similarity.
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