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Abstract

In safety-critical robotic tasks, potential failures must be reduced, and multiple
constraints must be met, such as avoiding collisions, limiting energy consumption,
and maintaining balance. Thus, applying safe reinforcement learning (RL) in such
robotic tasks requires to handle multiple constraints and use risk-averse constraints
rather than risk-neutral constraints. To this end, we propose a trust region-based
safe RL algorithm for multiple constraints called a safe distributional actor-critic
(SDAC). Our main contributions are as follows: 1) introducing a gradient
integration method to manage infeasibility issues in multi-constrained problems,
ensuring theoretical convergence, and 2) developing a TD()\) target distribution
to estimate risk-averse constraints with low biases. We evaluate SDAC through
extensive experiments involving multi- and single-constrained robotic tasks.
While maintaining high scores, SDAC shows 1.93 times fewer steps to satisfy all
constraints in multi-constrained tasks and 1.78 times fewer constraint violations
in single-constrained tasks compared to safe RL baselines. Code is available at:
https://github.com/rllab-snu/Safe-Distributional-Actor-Critic.

1 Introduction

Deep reinforcement learning (RL) enables reliable control of complex robots [Merel et al., 2020} |[Peng
et al., 2021, Rudin et al.;|2022]. In order to successfully apply RL to real-world systems, it is essential
to design a proper reward function which reflects safety guidelines, such as collision avoidance and
limited energy consumption, as well as the goal of the given task. However, finding the reward
function that considers all such factors involves a cumbersome and time-consuming process since
RL algorithms must be repeatedly performed to verify the results of the designed reward function.
Instead, safe RL, which handles safety guidelines as constraints, is an appropriate solution. A safe
RL problem can be formulated using a constrained Markov decision process [Altmanl|[1999], where
not only the reward but also cost functions are defined to provide the safety guideline signals. By
defining constraints using expectation or risk measures of the sum of costs, safe RL aims to maximize
returns while satisfying the constraints. Under the safe RL framework, the training process becomes
straightforward since there is no need to search for a reward that reflects the safety guidelines.

While various safe RL algorithms have been proposed to deal with the safety guidelines, their
applicability to general robotic applications remains limited due to the insufficiency in 1) handling
multiple constraints and 2) minimizing failures, such as robot breakdowns after collisions. First, many
safety-critical applications require multiple constraints, such as maintaining distance from obstacles,
limiting operational space, and preventing falls. Lagrange-based safe RL methods [Yang et al., 2021}
Zhang and Weng| 2022/ |Bai et al.l 2022]], which convert a safe RL problem into a dual problem and
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update the policy and Lagrange multipliers, are commonly used to solve these multi-constrained
problems. However, the Lagrangian methods are difficult to guarantee satisfying constraints during
training theoretically, and the training process can be unstable due to the multipliers [Stooke et al.|
2020]. To this end, trust region-based methods [Yang et al.| 2020, Kim and Ohl 2022a]], which can
ensure to improve returns while satisfying the constraints under tabular settings [|Achiam et al.l 2017]],
have been proposed as an alternative to stabilize the training process. Still, trust region-based methods
have a critical issue. Depending on the initial policy settings, there can be an infeasible starting case,
meaning that no policy within the trust region satisfies constraints. To address this issue, we can
sequentially select a violated constraint and update the policy to reduce the selected constraint [ Xu
et al.| 2021]]. However, this can be inefficient as only one constraint is considered per update. It will
be better to handle multiple constraints at once, but it is a remaining problem to find a policy gradient
that reflects several constraints and guarantees to reach a feasible policy set.

Secondly, as RL settings are inherently stochastic, employing risk-neutral measures like expectation
to define constraints can lead to frequent failures. Hence, it is crucial to define constraints using
risk measures, such as conditional value at risk (CVaR), as they can reduce the potential for massive
cost returns by emphasizing tail distributions [Yang et al.,|2021, [Kim and Oh} |2022a]. In safe RL,
critics are used to estimate the constraint values. Especially, to estimate constraints based on risk
measures, it is required to use distributional critics [Dabney et al., [2018b]], which can be trained
using the distributional Bellman update [Bellemare et al.,|2017]. However, the Bellman update only
considers the one-step temporal difference, which can induce a large bias. The estimation bias makes
it difficult for critics to judge the policy, which can lead to the policy becoming overly conservative
or risky, as shown in Section[5.3] In particular, when there are multiple constraints, the likelihood of
deriving incorrect policy gradients due to estimation errors grows exponentially. Therefore, there is a
need for a method that can train distributional critics with low biases.

In this paper, we propose a trust region-based safe RL algorithm called a safe distributional actor-critic
(SDAC), designed to effectively manage multiple constraints and estimate risk-averse constraints with
low biases. First, to handle the infeasible starting case by considering all constraints simultaneously,
we propose a gradient integration method that projects unsafe policies into a feasible policy set by
solving a quadratic program (QP) consisting of gradients of all constraints. It guarantees to obtain a
feasible policy within a finite time under mild technical assumptions, and we experimentally show
that it can restore the policy more stably than the existing method [Xu et al., [2021]]. Furthermore,
by updating the policy using the trust region method with the integrated gradient, our approach
makes the training process more stable than the Lagrangian method, as demonstrated in Section[5.2]
Second, to train critics to estimate constraints with low biases, we propose a TD(\) target distribution
which can adjust the bias-variance trade-off. The target distribution is obtained by merging the
quantile regression losses [[Dabney et al., 2018b] of multi-step distributions and extracting a unified
distribution from the loss. The unified distribution is then projected onto a quantile distribution set
in a memory-efficient manner. We experimentally show that the target distribution can trade off the
bias-variance of the constraint estimations (see Section[5.3).

We conduct extensive experiments with multi-constrained locomotion tasks and single-constrained
Safety Gym tasks [Ray et al.,[2019]] to evaluate the proposed method. In the locomotion tasks, SDAC
shows 1.93 times fewer steps to satisfy all constraints than the second-best baselines. In the Safety
Gym tasks, the proposed method shows 1.78 times fewer constraint violations than the second-best
methods while achieving high returns when using risk-averse constraints. As a result, it is shown that
the proposed method can efficiently handle multiple constraints using the gradient integration method
and effectively lower the constraint violations using the low-biased distributional critics.

2 Background

Constrained Markov Decision Processes. We formulate the safe RL problem using constrained
Markov decision processes (CMDPs) [Altman, [1999]. A CMDP is defined as (S, A4, P, R, C . k.,
p, ), where S is a state space, A is an action space, P : S x A x S — [0,1] is a transition
model, R : S x A x S+ Ris areward function, Cre1,... xy : S X A X S = Ry are cost
functions, p : S+ [0, 1] is an initial state distribution, and v € (0, 1) is a discount factor. Given
a policy 7 from a stochastic policy set II, the discounted state distribution is defined as d™(s) :=
(1 —7) Y207 Pr(s; = s|r), and the return is defined as Z%(s,a) = >_,~ Y R(s¢, at, S¢41),
where sg = s, ag = a, a; ~ w(-|s¢), and s;11 ~ P(:|st, ay). Then, the state value and state action



value functions are defined as: V7 (s) := E[Z}(s,a)|a ~ 7(-|s)], QF(s,a) == E[ZF(s,a)]. By
substituting the costs for the reward, the cost value functions V{ (s) and QF, (s, a) are defined. In
the remainder of the paper, the cost parts will be omitted since they can be retrieved by replacing the
reward with the costs. Then, the safe RL problem is defined as follows with a safety measure F’:

maximize, J(7) s.t. F(Z¢, (s,a)|s ~ p,a ~ 7(:|s)) < dy, VE, (1

where J() := E[ZF(s,a)|s ~ p,a ~ w(-|s)] + BE[Y ;=g Y H(7(:|s¢))|p,, P], B is an entropy
coefficient, H is the Shannon entropy, and dy, is a threshold of the kth constraint.

Trust-Region Method With a Mean-Std Constraint. |Kim and Oh| [2022a] have proposed a
trust region-based safe RL method with a risk-averse constraint, called a mean-std constraint. The
definition of the mean-std constraint function is as follows:

F(Z; ) :=E[Z] + (¢(®~ ! (a)) /) - Std[Z], ()
where « € (0, 1] adjusts the risk level of constraints, Std[Z] is the standard deviation of Z, and ¢ and
& are the probability density function and the cumulative distribution function (CDF) of the standard
normal distribution, respectively. In particular, setting & = 1 causes the standard deviation part to be
zero, so the constraint becomes a risk-neutral constraint. Also, the mean-std constraint can effectively
reduce the potential for massive cost returns, as shown inYang et al.| [2021]], Kim and Oh|[2022alb].
In order to calculate the mean-std constraint, it is essential to estimate the standard deviation of the
cost return. To this end, Kim and Oh|[2022a] define the square value functions:

SE, (s) :==E[ZF, (s,a)*la~7(:|s)], SE (s,a) =K [ZE (s,a)’]. 3)
Since Std[Z]? = E[Z?] — E[Z]?, the kth constraint can be written as follows:
Fi(m; @) = Jo, (1) + (8(2 (@) /@) - v/ Ts, (1) = Je, (7)? < di, Q)

where Jg, () := E [V (s)|s ~ p], Jg, (7) := E [SE (s)|s ~ p|. In order to apply the trust region
method [Schulman et al.2015], it is necessary to derive surrogate functions for the objective and
constraints. These surrogates can substitute for the objective and constraints within the trust region.
Given a behavioral policy i and the current policy 7,14, we denote the surrogates as J#:™d (
and F/""'" (7; «). For the definition and derivation of the surrogates, please refer to Appendix
and [Kim and Oh} [2022a]]. Using the surrogates, a policy can be updated by solving the following
subproblem:

maximize, J* (') s.t. Dgp(n||n’) < e, Fi“" (7', o) < dj, Vk, 5)

where Dgy,(||7) := Egan [Dxrn(m(-|s)||7'(:|s))], Dkw is the KL divergence, and ¢ is a trust
region size. This subproblem can be solved through approximation and a line search (see Appendix
[A8). However, it is possible that there is no policy satisfying the constraints of (5). In order to tackle
this issue, the policy must be projected onto a feasible policy set that complies with all constraints,
yet there is a lack of such methods. In light of this issue, we introduce an efficient feasibility handling
method for multi-constrained RL problems.

Distributional Quantile Critic. Dabney et al|[2018b|] have proposed a method for approximating the
random variable ZF, to follow a quantile distribution. Given a parametric model, 6 : S x A — RM,
Z %, can be approximated as Zg, g, called a distributional quantile critic. The probability density
function of Zg g is defined as follows:

Pr(Zuo(s,a) = 2) = 3 B, (0)(2)/M, ®)

where M is the number of atoms, 0, (s, a) is the mth atom, ¢ is the Dirac function, and §,(2) := §(z—
a). The percentile value of the mth atom is denoted by 7,,, (1o = 0, 7, = ¢/M). In distributional RL,
the returns are directly estimated to get value functions, and the target distribution can be calculated

from the distributional Bellman operator [Bellemare et al.l [2017)]: T™Zg(s,a) 2 R(s,a,s') +
vZg(s',a"), where s’ ~ P(:|s,a) and a’ ~ 7(|s"). The above one-step distributional operator can
be expanded to the n-step one: 7," Zr(s0, ag) 2 ?;01 Y R(st, at, 8t41) + V" ZRr (8, an), Where
a; ~ 7(:|sy) for t = 1,...,n. Then, the critic can be trained to minimize the following quantile
regression loss [Dabney et al.,2018b]:
M
L(e) = Z E(S»G)"D [EZNT"ZR,B(S,G) [p;’nz (Z - em(sva))}], where pT(JZ) =T- (T - 1X<0)7 (7

m=1

=:LTR (6m)
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Figure 1: Left: Gradient integration. Each constraint is truncated to be tangent to the trust region indicated by
the ellipse, and the dashed straight lines show the truncated constraints. The solution of @) is indicated in blue,
pointing to the nearest point in the intersection of the truncated constraints. If the solution crosses the trust region,
parameters are updated by the clipped direction, shown in red. Right: Optimization paths of the proposed and
naive method in a toy example. The description is presented in Appendix[A.2] The contour graph represents
the objective of the toy example. The optimization paths exhibit distinct characteristics due to the difference that
the naive method reflects only one constraint and the proposed method considers all constraints at once.

D is areplay buffer, 7, := (Tyn—1 + Tm)/2, and cgﬁ(em) denotes the quantile regression loss for a
single atom. The distributional quantile critic can be plugged into existing actor-critic algorithms
because only the critic modeling part is changed.

3 Proposed Method

The proposed method comprises two key components: 1) a feasibility handling method required for
multi-constrained safe RL problems and 2) a target distribution designed to minimize estimation
bias. This section sequentially presents these components, followed by a detailed explanation of the
proposed method.

3.1 Feasibility Handling For Multiple Constraints

An optimal safe RL policy can be found by iteratively solving the subproblem (3)), but the feasible
set of (5) can be empty in the infeasible starting cases. To address the feasibility issue in safe RL
with multiple constraints, one of the violated constraints can be selected, and the policy is updated
to minimize the constraint until the feasible region is not empty [Xu et al.| 2021]], which is called
a naive approach. However, it may not be easy to quickly reach the feasible condition if only one
constraint at each update step is used to update the policy. Therefore, we propose a feasibility
handling method which reflect all the constraints simultaneously, called a gradient integration method.
The main idea is to get a gradient that reduces the value of violated constraints and keeps unviolated
constraints. To find such a gradient, the following quadratic program (QP) can be formulated by
linearly approximating the constraints:

x 1 . =
g~ = argmin ggTHg st. gl g+cw <OVE, cp = min( 2egt H 1gk,Fk(7rw; ) —di +¢), (8)
g

where H is the Hessian of KL divergence between the previous policy and the current policy with
parameters 1, gy is the gradient of the kth constraint, ¢ is a truncated threshold to make the kth
constraint tangent to the trust region, € is a trust region size, and ( € R is a slack coefficient.
The reason why we truncate constraints is to make the gradient integration method invariant to the
gradient scale. Otherwise, constraints with larger gradient scales might produce a dominant policy
gradient. Finally, we update the policy parameters using the clipped gradient as follows:

Y* = +min(1, V2e/(¢*T Hg*))g*. 9)

Figure [T]illustrates the proposed gradient integration process. In summary, the policy is updated by
solving (3)); if there is no solution to (§), it is updated using the gradient integration method. Then,
the policy can reach the feasibility condition within finite time steps.

Theorem 3.1. Assume that the constraints are differentiable and convex, gradients of the constraints
are L-Lipschitz continuous, eigenvalues of the Hessian are equal or greater than a positive value
R € Ry, and {¢|Fy(my; ) + ¢ < di, Yk} # 0. Then, there exists E € R such that if



0 < e < E and a policy is updated by the proposed gradient integration method, all constraints are
satisfied within finite time steps.

Note that the first two assumptions of Theorem [3.T]are commonly used in multi-task learning [Liu
et al.,[2021} |Yu et al., 2020, |Navon et al.|[2022]], and the assumption on eigenvalues is used in most
trust region-based RL methods [Schulman et al., 2015} [Kim and Ohl [2022a]], so the assumptions
in Theorem [3.1] can be considered reasonable. We provide the proof and show the existence of a
solution in Appendix The provided proof shows that the constant FE is proportional to (.
This means that the trust region size should be set smaller as ( decreases. Also, we further analyze
the worst-case time to satisfy all constraints by comparing the gradient integration method and naive
approach in Appendix [A.3] In conclusion, if the policy update rule (§) is not feasible, a finite number
of applications of the gradient integration method will make the policy feasible.

3.2 TD()) Target Distribution

The mean-std constraints can be estimated using the distributional quantile critics. Since the estimated
constraints obtained from the critics are directly used to update policies in (3)), estimating the
constraints with low biases is crucial. In order to reduce the estimation bias of the critics, we propose
a target distribution by capturing that the TD(\) loss, which is obtained by a weighted sum of several
losses, and the quantile regression loss with a single distribution are identical. A recursive method is
then introduced so that the target distribution can be obtained practically. First, the n-step targets
for the current policy 7 are estimated as follows, after collecting trajectories (s, at, S¢+1, ...) with a
behavioral policy p:

5(n D n— n ~
Z}(Q )(St;at) E R+ R+ Y T Rt + ZR,6(St4n> Qt4n), (10)

where Ry = R(St, at, St+1), and Gy, ~ 7(:|St4n). Note that the n-step target controls the bias-
variance tradeoff using n. If n is equal to 1, the n-step target is equivalent to the temporal difference
method that has low variance but high bias. On the contrary, if n increases to infinity, it becomes a
Monte Carlo estimation that has high variance but low bias. However, finding proper n is another
cumbersome task. To alleviate this issue, TD(A) [Sutton, 1988 method considers the discounted sum
of all n-step targets. Similar to TD()), we define the TD(\) loss for the distributional quantile critic
as the discounted sum of all quantile regression losses with n-step targets. Then, the TD()\) loss for a
single atom is approximated using importance sampling of the sampled n-step targets in (T0) as:

‘Cgﬁ(em) =(1-X Z AiE(St,at)ND [EZNﬂ’;IZR,g(St,at) (P70 (Z = Om (s, at))]]
=0
t+1

Sac m(a;|s;
=N D NE(spa~n [Ezqilzmg&hat) { II m(asls;) 7' 7)p7m(2—9m(8t7at))H an
1=0

=t m(agls;)

t+i

_)‘)ZAiE(Stﬂt)"D LH a]‘SJ Z M P Z(i,tnl)(smat) —9m(5t,at))] )
=0 m=

i M (as]s;)

where A is a trace-decay value, and Z}(%i?m is the mth atom of Zg). Since Zg)(st, a) L Ry +
721(;_1) (St+1,at41) is satisfied, is the same as the quantile regression loss with the following
single distribution Ztmt, called a TD()\) target distribution:

t+1

Stot Y . i m(aj|s;) 1
Pr(Z;" =z) = Z/\ H (a;|s;) Z M Z“f”(et,at)( z)
= Jj=t+1
M oo t+1+41 M
1—-A 1 m(art1]se41) ; m(ajls;) 1 )
= E —6, z2)+ A—0"7T"= E A — —0 (it z
Ni (mlM 2.9 % Nl = oy laglsy) S M ZRee®)

1—X 1 Nii1 m(at41|St+1) Stot
= —0 +A Pr(R: +~Z, = z),
Z M Zt(,l'l)n( ) M u(at+1|st+1) ( t s )

(b)

(a)

where NV; is a normalization factor. If the target for time step ¢ + 1 is obtained, the target distribution
for time step ¢ becomes the weighted sum of (a) the current one-step TD target and (b) the shifted
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Figure 2: Procedure for constructing the target distribution. First, multiply the target at ¢ + 1 step by
and add R:. Next, weight-combine the shifted previous target and one-step target at ¢ step and restore the CDF
of the combined target. The CDF can be restored by sorting the positions of the atoms and then accumulating
the weights at each atom position. Finally, the projected target can be obtained by finding the positions of the
atoms corresponding to M’ quantiles in the CDF. Using the projected target, the target at t — 1 step can be found
recursively.

previous target distribution, so it can be obtained recursively, as shown in (T2). Since the definition
requires infinite sums, the recursive way is more practical for computing the target. Nevertheless, to
obtain the target in that recursive way, we need to store all quantile positions and weights for all time
steps, which is not memory-efficient. Therefore, we propose to project the target distribution into a
quantile distribution with a specific number of atoms, M’ (we set M’ > M to reduce information
loss). The overall process to get the TD(\) target distribution is illustrated in Figure |2} and the
pseudocode is given in Appendix [A.3] Furthermore, we can show that a distribution trained with the
proposed target converges to the distribution of ZF%.

Theorem 3.2. Let define a distributional operator T}*"™, whose probability density function is:
Pr(T}""Z (s, a) =2) x

ZE )‘H mals) E [Pr(ZVth+7i+1Z(Si+ha/)_zﬂ

a]lsj a’~m(]siy1) t—0

13)

so—s,ao—a:| .

Then, a sequence, Zi1(s,a) = T\"" Zi(s,a) ¥(s, a), converges to ZF,.

The TD(\) target is a quantile distribution version of the distributional operator 7" in Theorem
Consequently, a distribution updated by minimizing the quantile regression loss with the TD(\) target
converges to the distribution of ZF, if the number of atoms is infinite, according to Theorem [3.2] The
proof of Theorem[3.2]is provided in Appendix[A.4] After calculatmg the target distribution for all
time steps, the critic can be trained to reduce the quantile regression loss with the target distribution.
To provide more insight, we experiment with a toy example in Appendix [A.6] and the results show
that the proposed target distribution can trade off bias and variance through the trace-decay .

3.3 Safe Distributional Actor-Critic

Finally, we describe the proposed method, safe distributional actor-critic (SDAC). After collecting
trajectories, the policy is updated by solving (5)), which can be solved through a line search (for more
detail, see Appendix [A.8)). The cost value and the cost square value functions in (@) can be obtained
using the distributional critics as follows:

M
™ > s 1
Qr(s,a) = [m ZPr(Z5(s,a) = z)dz =~ i Z_lem(s,a),
m (14)
T _ 2
S&(s,a) = /700 Pr(Z&(s,a) = z) kv Z O (s, a)

If a solution of (3] does not exist, the policy is projected into a feas1ble region through the proposed
gradient integration method. The critics can also be updated by the regression loss (/) between the
target distribution obtained from (I2)). The proposed method is summarized in Algorithm ]

4 Related Work

Safe Reinforcement Learning. |Garcia and Fernandez| [2015]] and |Gu et al.| [2022] have researched
and categorized safe RL methodologies from various perspectives. In this paper, we introduce safe RL



Algorithm 1 Safe Distributional Actor-Critic

Input: Policy network my,, reward and cost critic networks Z}%Q, ng 0 and replay buffer D.
Initialize network parameters v, 6, and replay buffer D.
for epochs = 1 to E' do
fort =1to T do
Sample Ay ~ 7T1p("8t) and get St4+1,Tt = R(St7 ag, St+1)7 and Ckt = Ck(St, Qg, St+1) Vk.
Store (s¢, ar, my(ae|se), 7e, cqu,... k)6, Se+1) in D.
end for
Calculate the TD()) target distribution (Section [3.2)) using D and update the critics to minimize
the quantile loss defined in (7).
Calculate the surrogates for the objective and constraints defined in using D.
Update the policy by solving (3)), but if (5)) has no solution, take a recovery step (Section [3.T).
end for

methods depending on how to update policies to reflect safety constraints. First, trust region-based
safe RL methods [Achiam et al., [2017, Yang et al., 2020, |Kim and Oh, 2022a]| find policy update
directions by approximating the safe RL problem as a linear-quadratic constrained linear program and
update policies through a line search. [Yang et al.|[2020] also employ projection to meet a constraint;
however, their method is limited to a single constraint and does not show to satisfy the constraint
for the infeasible starting case. Second, Lagrangian-based methods [Stooke et al., 2020, |Yang et al.,
2021} [Liu et al., 2020]] convert the safe RL problem to a dual problem and update the policy and
dual variables simultaneously. Last, expectation-maximization (EM) based methods [Liu et al., 2022
Zhang et al.}|2022] find non-parametric policy distributions by solving the safe RL problem in E-steps
and fit parametric policies to the found non-parametric distributions in M-steps. Also, there are other
ways to reflect safety other than policy updates. |Qin et al.| [2021]], |Lee et al.|[2022] find optimal state
or state-action distributions that satisfy constraints, and Bharadhwaj et al.|[2021]], Thananjeyan et al.
[2021]] reflect safety during exploration by executing only safe action candidates. In the experiments,
only the safe RL methods of the policy update approach are compared with the proposed method.

Distributional TD()\). TD()\) [Precup et al., 2000] can be extended to the distributional critic to
trade off bias-variance. |Gruslys et al.|[2018]] have proposed a method to obtain target distributions by
mixing n-step distributions, but the method is applicable only in discrete action spaces. Nam et al.
[2021]] have proposed a method to obtain target distributions using sampling to apply to continuous
action spaces, but this is only for on-policy settings. A method proposed by [Tang et al.| [2022] updates
the critics using newly defined distributional TD errors rather than target distributions. This method is
applicable for off-policy settings but has the disadvantage that memory usage increases linearly with
the number of TD error steps. In contrast to these methods, the proposed method is memory-efficient
and applicable for continuous action spaces under off-policy settings.

Gradient Integration. The proposed feasibility handling method utilizes a gradient integration
method, which is widely used in multi-task learning (MTL). The gradient integration method finds a
single gradient to improve all tasks by using gradients of all tasks. [Yu et al.|[2020] have proposed
a projection-based gradient integration method, which is guaranteed to converge Pareto-stationary
sets. A method proposed by [Liu et al.|[[2021]] can reflect user preference, and |[Navon et al.| [2022]
proposed a gradient-scale invariant method to prevent the training process from being biased by a few
tasks. The proposed method can be viewed as a mixture of projection and scale-invariant methods as
gradients are clipped and projected onto a trust region.

5 Experiments

We evaluate the safety performance of the proposed method in single- and multi-constrained robotic
tasks. For single constraints, the agent performs four tasks provided by Safety Gym [Ray et al.l 2019],
and for multi-constraints, it performs bipedal and quadrupedal locomotion tasks.

5.1 Safety Gym

Tasks. We employ two robots, point and car, to perform goal and button tasks in the Safety Gym.
The goal task is to control a robot toward a randomly spawned goal without passing through hazard
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Figure 3: Safety Gym task results. The cost rates show the cost sums divided by the episode length, and the
dashed black lines indicate the threshold of the constraint. All methods are trained with five random seeds.

regions. The button task is to click a randomly designated button using a robot, where not only hazard
regions but also dynamic obstacles exist. Agents get a cost when touching undesignated buttons and
obstacles or entering hazard regions. There is only one constraint for the Safety Gym tasks, and it is
defined using (@) with the sum of costs. Constraint violations (CVs) are counted when the cost sum
exceeds the threshold. For more details, see Appendix [B]

Baselines. Safe RL methods based on various types of policy updates are used as baselines. For the
trust region-based method, we use constrained policy optimization (CPO) [Achiam et al.,|2017] and
off-policy trust-region CVaR (OffTRC) [Kim and Ohl 2022al], which extend the CPO to an off-policy
and mean-std constrained version. For the Lagrangian-based method, distributional worst-case soft
actor-critic (WCSAC) [[Yang et al., [2022] is used, and constrained variational policy optimization
(CVPO) [Liu et al.}2022]] based on the EM method is used. Specifically, WCSAC, OffTRC, and the
proposed method, SDAC, use the risk-averse constraints, so we experiment with those for a = 0.25
and 1.0 (when o« = 1.0, the constraint is identical to the risk-neutral constraint).

Results. The graph of the final reward sum, cost rate, and the total number of CVs are shown in
Figure[3a] and the training curves are provided in Appendix [C.I} We can interpret the results as good
if the reward sum is high and the cost rate and total CVs are low. SDAC with o = 0.25, risk-averse
constraint situations, satisfies the constraints in all tasks and shows an average of 1.78 times fewer
total CVs than the second-best algorithm. Nevertheless, since the reward sums are also in the middle
or upper ranks, its safety performance is of high quality. SDAC with o = 1.0, risk-neutral constraint
situations, shows that the cost rates are almost the same as the thresholds except for the car button. In
the case of the car button, the constraint is not satisfied, but by setting o = 0.25, SDAC can achieve
the lowest total CVs and the highest reward sum compared to the other methods. As for the reward
sum, SDAC is the highest in the point goal and car button, and WCSAC is the highest in the rest.
However, WCSAC seems to lose the risk-averse properties seeing that the cost rates do not change
significantly according to .. This is because WCSAC does not define constraints as risk measures
of cost returns but as expectations of risk measures [Yang et al., [2022]. OffTRC has lower safety
performance than SDAC in most cases because, unlike SDAC, it does not use distributional critics.
Finally, CVPO and CPO are on-policy methods, so they are less efficient than the other methods.

5.2 Locomotion Tasks

Tasks. The locomotion tasks are to train robots to follow xy-directional linear and z-directional
angular velocity commands. Mini-Cheetah from MIT [Katz et al.,2019]] and Laikago from Unitree
[Wangl [2018]] are used for quadrupedal robots, and Cassie from Agility Robotics [Xie et al., [2018]|
is used for a bipedal robot. In order to perform the locomotion tasks, robots should keep balancing,
standing, and stamping their feet so that they can move in any direction. Therefore, we define three
constraints. The first is to keep the balance so that the body angle does not deviate from zero, and
the second is to keep the height of CoM above a threshold. The third is to match the current foot
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(b) Training curves of the Laikago task.
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(c) Training curves of the Mini-Cheetah task.
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(d) Training curves of the naive and proposed methods for the Cassie task.

Figure 4: Locomotion task results. The black dashed lines indicate the thresholds, and the dotted lines in (d)
represent the thresholds + 0.025. The shaded area represents half of the standard deviation, and all methods are
trained with five random seeds.

contact state with a predefined foot contact timing. The reward is defined as the negative /2-norm of
the difference between the command and the current velocity. CVs are counted when the sum of at
least one cost rate exceeds the threshold. For more details, see Appendix [B]

Baselines. The baseline methods are identical to the Safety Gym tasks, and CVPO is excluded
because it is technically challenging to scale to multiple constraint settings. We set « to 1 for the risk-
averse constrained methods (Off TRC, WCSAC, and SDAC) to focus on measuring multi-constraint
handling performance.

Results. Figure 4] (a-c) presents the training curves. SDAC shows the highest reward sums and the
lowest total CVs in all tasks. In particular, the number of steps required to satisfy all constraints is
1.93 times fewer than the second-best algorithm on average. Trust region methods (OffTRC, CPO)
stably satisfy constraints, but they are not efficient since they handle constraints by the naive approach.
WCSAC, a Lagrangian method, fails to keep the constraints and shows the lowest reward sums. This
is because the Lagrange multipliers can hinder the training stability due to the concurrent update with
policy [Stooke et al., 2020].

5.3 Ablation Study

We conduct ablation studies to show whether the proposed target distribution lowers the estimation
bias and whether the proposed gradient integration quickly converges to the feasibility condition.
In Figure @ the number of CVs is reduced as )\ increases, which means that the bias of constraint
estimation decreases. However, the score also decreases due to large variance, showing that A can
adjust the bias-variance tradeoff. In Figure @d| the proposed gradient integration method is compared
with the naive approach, which minimizes the constraints in order from the first to the third constraint,
as described in Section[3.1} The proposed method reaches the feasibility condition faster than the
naive approach and shows stable training curves because it reflects all constraints concurrently.
Additionally, we analyze the distributional critics in Appendix [C.2]and the hyperparameters, such
as the trust region size, in Appendix [C.3] Furthermore, we analyze the sensitivity of traditional RL
algorithms to reward configuration in Appendix [D| emphasizing the advantage of safe RL that does
not require reward tuning.



6 Limitation

A limitation of the proposed method is that the computational complexity of the gradient integration
is proportional to the square of the number of constraints, whose qualitative analysis is presented in
Appendix [E.T] Also, we conducted quantitative analyses in Appendix [E.2]by measuring wall clock
training time. In the mini-cheetah task which has three constraints, the training time of SDAC is the
third fastest among the four safe RL algorithms. Gradient integration is not applied when the policy
satisfies constraints, so it may not constitute a significant proportion of training time. However, its
influence can be dominant as the number of constraints increases. In order to resolve this limitation,
the calculation can be speeded up by stochastically selecting a subset of constraints [Liu et al.|, [2021]],
or by reducing the frequency of policy updates [Navon et al.,|2022]. The other limitation is that the
mean-std defined in is not a coherent risk measure. As a result, mean-std constraints can be served
as reducing uncertainty rather than risk, although we experimentally showed that constraint violations
are efficiently reduced. To resolve this, we can use the CVaR constraint, which can be estimated
using an auxiliary variable, as done by |Chow et al.|[2017]]. However, this solution can destabilize the
training process due to the auxiliary variable, as observed in experiments of |Kim and Oh| [2022b]].
Hence, a stabilization technique should be developed to employ the CVaR constraint.

7 Conclusion

We have presented the trust region-based safe distributional RL method, called SDAC. Through the
locomotion tasks, it is verified that the proposed method efficiently satisfies multiple constraints
using the gradient integration. Moreover, constraints can be stably satisfied in various tasks due to
the low-biased distributional critics trained using the proposed target distributions. In addition, the
proposed method is analyzed from multiple perspectives through various ablation studies. However,
to compensate for the computational complexity, future work plans to devise efficient methods when
dealing with large numbers of constraints.
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A Algorithm Details

A.1 Proof of Theorem

We denote the policy parameter space as ¥ C R?, the parameter at the tth iteration as 1, € W, the
Hessian matrix as H (11) = V3, Dk (7, ||74)|y=y, » and the kth constraint as Fy,(11) = Fj,(my,; @).
As we focus on the tth iteration, the following notations are used for brevity: H = H (1)) and
gr = VFi(v:). The proposed gradient integration at tth iteration is defined as the following
quadratic program (QP):

1
g = argmin igTHg s.t. ngg + ¢ < 0 for Vk, (15)
g

where ¢, = min(y/2eg] H= gy, Fi(my) — dj + ). In the remainder of this section, we introduce

the assumptions and new definitions, discuss the existence of a solution (IEI), show the convergence
to the feasibility condition for varying step size cases, and provide the proof of Theorem 3.1

Assumption. 1) Each F}, is differentiable and convex, 2) V F}, is L-Lipschitz continuous, 3) all
eigenvalues of the Hessian matrix H (1)) are equal or greater than R € R+ for Vi) € U, and 4)
{Y1Fk () + ¢ < dy, for Yk} # 0.

Definition. Using the Cholesky decomposition, the Hessian matrix can be expressed as H = B - BT
where B is a lower triangular matrix. By introducing new terms, g5, := B~ gy, and b; := B” g;, the
following is satisfied: g/ H 'gy = ||gx||3. Additionally, we define the in-boundary and out-boundary
sets as:

1By o= {UlF0) — do + ¢ < VR )TH VR |

0By i= {VIFR(0) ~di + ¢ > 2V E ()T H DV E(0) .

The minimum of ||gx|| in OBy is denoted as my, and the maximum of ||gx|| in IBy, is denoted as
M. Also, mingmy, and maxy M}, are denoted as m and M, respectively, and we can say that m is
positive.

Lemma A.1. For all k, the minimum value of my, is positive.

Proof. Assume that there exist k € {1, ..., K'} such that my, is equal to zero at a policy parameter
* € OBy, ie., ||[VEF,(¢¥*)|| = 0. Since Fy, is convex, ¢* is a minimum point of Fj, min,, Fj(¢)) =
Fr(¢*) < di — (. However, Fi(¢¥*) > d — ¢ as ¢* € OBy, so my is positive due to the
contradiction. Hence, the minimum of my, is also positive. O

Lemma A.2. A solution of always exists.

Proof. There exists a policy parameter ¢ € {4)|F},(1)) 4+ ¢ < di for Vk} due to the assumptions.
Let g = 1b — ;. Then, the following inequality holds.

GEW — ) Fer < gE(W — ) + Fu(y) + ¢ — dp < Fo(¢) +¢ —dg. (. F}, is convex.)
= gt (¥ — r) + cx < Fi(¥h) + ¢ — dj, < 0 for Vk.

Since z/; — 1)y satisfies all constraints of 1i the feasible set is non-empty and convex. Also, H is
positive definite, so the QP has a unique solution. O

Lemmal[A.2]shows the existence of solution of (I3]). Now, we show the convergence of the proposed
gradient integration method in the case of varying step sizes.

Lemma A.3. If /2eM < ( and a policy is updated by 1,1 = 1y + Bigs, where 0 < f; < %ﬁ:ﬁf
and By < 1, the policy satisfies Fy, (1) < dj, for Vk within a finite time.

: _ 2V2emR pr ’ LI|be|? /
Proof. We can reformulate the step size as 5 = AL B, where 3; < aem R and 0 < B; < 1.

Since the eigenvalues of H is equal to or bigger than IR and H is symmetric and positive definite,
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+I — H~! is positive semi-definite. Hence, z7 H 'z < &||x||* is satisfied. Using this fact, the
following inequality holds:

L . . . .
Fr(ty + Bege) — Fe(th) < BV ()" g0 + §Hﬁtgt||2 (" VF}, is L-Lipschitz continuous.)
L
= Begi ¢ + gﬁEHQtHZ
L
= Bigi gt + EﬂfthHilbt (. ge=B"Tb)

L
< =Bk + E@?Hbt“z- (o gfg+er<0)

Now, we will show that v enters IB;, in a finite time for Vi) € OB, and that the kth constraint is
satisfied for Vi € IBj. Thus, we divide into two cases, 1) ¢ € OBy, and 2) ¥; € IBy,. For the first
case, cx = v/2¢||gx/|, so the following inequality holds:

Fulwn + Buge) — Fuln) < B (—@ng + ;ﬁtw)

< BuV2e (—lgell + mp))
< BiV2em(f; — 1) < 0.
The value of F}, decreases strictly with each update step according to (T6). Hence, ¢; can reach IB,

by repeatedly updating the policy. We now check whether the constraint is satisfied for the second
case. For the second case, the following inequality holds by applying cx, = Fj(v¢) — di. + C:

Filwhe+ Buge) — Fi(te) < Budy — BoFe) — Bed + 36711l

= F (Ve + Brge) — di < (1= Be)(Fr(ve) — di) + Be(—C + V2emBy).
Since ¥, € 1By,

(16)

Fio(th) — di, < V2el|gi]] — ¢ < V2eM — ¢ < 0.
Since m < M and 3] < 1,

—(+ V2emf < —( + V2eM <0.

Hence, Fy (¢ + Bigt) < dj, which means that the kth constraint is satisfied if ¢, € IBg. As 1
reaches IBy, for Vk within a finite time according to (I6)), the policy can satisfy all constraints within
a finite time. O

Lemma [A3]shows the convergence to the feasibility condition in the case of varying step sizes. We
introduce a lemma, which shows ||b;|| is bounded by /€, and finally show the proof of Theorem 3.1}
which can be considered a special case of varying step sizes.

Lemma A.4. There exists T € Rxq such that ||b|| < T'/e.

Proof. Let us define the following sets:
Ii={k|F(¢r) + ¢ = di <0}, O := {k|Fj(¢r) + ¢ — dy > 0},
U = {k|Fi(te) + ¢ — dx = 0}, C(e) = {glgi g + cr(€) < 0V}, (17
Ic = {glgk g+ Fx(ve) + ¢ — dy, <0 Vk € I},

where ¢y, (€) = min(y/2eg! H=' gy, F(my) — dj, + ). Using these sets, the following vectors can be
defined: g(e) := argmingec(e)%gTHg, b(e) := BT g(€). Now, we will show that ||b(¢)|| is bounded
above and ||b(e)|| o /€ for sufficiently small € > 0.

First, the following is satisfied for a sufficiently large e:

C(e) = {glgi g + Fr(¢r) + ¢ — dy, < 0 Vk}. (18)

15



Since ¢ — ¢, € C(€), where 4 is defined in Lemma [lb(e)]] < %(z/; — ) TH (¢ — ) for Ve.
Therefore, ||b(e)|| is bounded above.

Second, let us define the following trust region size:

1 F —dp\ 2
¢i= = (minkeok(wt)—i_Ck) > 0. (19)
2 l1gx]|
if , € < €, the following is satisfied:
Cle) = Ic N{glgl g+ V2ellgil| <0Vk € O, gLg <0Vk € U} # ¢. (20

Thus, Og(€) := {glgFg + V2¢||gk|| < 0Vk € O, gFg < 0Vk € U} is not empty. If we define
g(€) := argminge o, () %gTHg, the following is satisfied:

g(e) = \/Eg(é) for0 <e<e. 21

Then, if € < € (minges(dy — ¢ — Fk(wt))/gg§(€)))2, g(e) = g(e) since §(e) € I. Consequently,
by defining a trust region size:

2
¢ comin (1. <minke,Cl’“_<TfW) >0, 22)
95 9(€)

g(€) = +/€/€éj(€) for € < €*. Therefore,

be)|| oc e if € < €.

Finally, since ||b(¢€)|| is bounded above and proportional to +/€ for sufficiently small ¢, there exist a
constant 7" such that ||b(e)|| < T'y/e. O

Theorem 3.1. Assume that the constraints are differentiable and convex, gradients of the constraints
are L-Lipschitz continuous, eigenvalues of the Hessian are equal or greater than a positive value
R € Ry, and {¢|Fy(my; ) + ¢ < di, Yk} # 0. Then, there exists E € R such that if
0 < € < E and a policy is updated by the proposed gradient integration method, all constraints are
satisfied within finite time steps.

Proof. The proposed step size is 5; = min(1, v/2¢/||b;||), and the sufficient conditions that guarantee
the convergence according to Lemma[A.3]are followings:

2v/2
V2eM < (and 0 < B < 1and B < L||b€T|L2R
t

The second condition is self-evident. To satisfy the third condition, the proposed step size 3; should
satisfy the followings:

V2 < 2v/2emR o [b]| < 2mR
t I—
[loel[ - LI[be][? L
If e < 4((mR)/(LT))?, the following inequality holds:
2mR 2mR
Ve< T o by < Tv/e < 22 (- LemmalAd))
LT L
Hence, if e < E = %min(%7 4(1)2), the sufficient conditions are satisfied. O
A.2 Toy Example for Gradient Integration Method
The problem of the toy example in Figure[I]is defined as:
minimize\/(\/gxl +xo+2)2+4(x1 — V3x + 4)?2 st.x1 >0, 1 — 220 <0, (23)

T1,T2

where there are two linear constraints. The initial points for the naive and gradient integration methods
are 1 = —2.5 and x9 = —3.0, which do not satisfied the two constraints. We use the Hessian matrix
for the trust region as identity matrix and the trust region size as 0.5 in both methods. The naive
method minimizes the constraints in order from the first to the second constraint.
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A.3 Analysis of Worst-Case Time to Satisfy All Constraints

To analyze the sample complexity, we consider a tabular MDP and use softmax policy parameteriza-
tion as follows (for more details, see [Xu et al., |2021])):

 expi(sa)
mulals) = (s, @)

According to|Agarwal et al.| [2021], the natural policy gradient (NPG) update is as follows:

exp(BA™ (s,0))
Zt (S) ’

where 3 is a step size, A™ € RISl is the vector expression of the advantage function, and
Z(s) =Y, Ty, (als) exp (BA™ (s,a))/(1 — ). Analyzing the sample complexity of trust region-
based methods is challenging since their stepsize is not fixed, so we modify the gradient integration
method to use the NPG as follows:

V(s,a) € S x A. (24

Yrp1 = Y + BAT, my, (als) = my, (als) (25)

1
g = argmingg" Hg st. gig+ ek <0V € {k[Fi(my,; ) > di},

Yir1 =Y + B9 /|97]]2-

In the remainder, we abbreviate my,, A™¢, and Fy(my,; o) as ., AY, and FJ, (), respectively. Since
g* always exists due to Lemma we can write the policy using Lagrange multipliers AL, > 0 as

follows:
bipr = Y= BY  NAG /Wi, Wii= 1Y MAG, |2,
k k

(26)

27
mi41(als) = m(als) exp ( Z)\t Ag, (s,a )/Zt(s),
where Z,(s) is a normalization factor, and A}, = 0 for F; k(m) < dj. The naive approach can also be

written as above, except that A’ is a one-hot vector, where i-th value ! is one only for corresponding
to the randomly selected constraint. Then, we can get the followings:

Z)\Z(Fk(ﬂ't_i_l) *Fk(Tl't))/Wt fESNdwf'*'l [Z Tt41 CL| Z}\t Ack S, a /Wt‘|
k
_ 1 a1 (als)Zi(s)
- _mEswd”tH lza: me+1(als) logw
= i B Dk (men (19)]715) + 1og Z1(s) 29
1 !

~ *mEswdﬂﬂ-l [log Zt(S)] ( DKL(TF ||7T) Z 0)
< —%EM llog Z(s)] o ld ol > 1= )

We can also get the followings by using the Lemma 7 in|Xu et al.|[2021]]:

> N (Fr(m.) = Fi(m))/We > — )Es~d* [Dxr (] |7e) — Dicr ([ me41)]

1
Bl —~
o )\f max
S
where 7, is an optimal policy, and Cl,.x is the maximum value of costs. If )\}tC > 0, Fy(m) —
Fy(m.) > (. Thus, Y, AL(Fr(m) — Fi(m)) < —¢ >4 Mk If the policy does not satisfy the

constraints until 7" step, the following inequality holds by summing the above inequalities from ¢t = 0
toT"

(29)

T

2 Cmax
B ) D MWy < Bgnas [Diw (] |mo)] - (30)

ﬁ(l_’Y)(C—W 2

i
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Let denote 57 57, \L/W; as B[S0, \/W,], and we can get W, = ||, MAG 2 <
> AL2|S]|A]Crnax /(1 — 7). Then, the maximum 7" can be expressed as:

DKL 2|S||A‘CmaxDKL
Ts — _ 2BCmax } : t W, S ﬁ 1—~)2¢ — 2620 =: Tinax, 3D
5(1 'Y)(C (1—7)2 )Et[ i>‘i/ t] ( 7) C max

where we abbreviate Eq g« [Dkr («||70)] as Dkr.. Finally, the policy can reach the feasible region
within 7T}, .« steps.

The worst-case time of the naive approach is the same as the above equation, except for the A
part. In the naive approach, \! is a one-hot vector, as mentioned earlier. In other words, only
Ee[D0; N/ W] = Ee[D0; Mo /11 32, M AL, |[2] is different. Let us assume that the advantage vector
follows a normal distribution. Then, the variance of ), A} A%, is smaller for A with distributed
values than for one-hot values. Then, the reciprocal of the 2-norm becomes larger, resulting in a
decrease in the worst-case time. From this perspective, the gradient integration method has a benefit
over the naive approach as it reduces the variance of the advantage vector. Even though we cannot
officially say that the worst-case time of the proposed method is smaller than the naive method
because the advantage vector does not follow the normal distribution, we can deliver our insight on
the benefit of gradient integration method.

A.4 Proof of Theorem

In this section, we show that a sequence, Z;1 = 7:\“ '™ Z, converges to the Z%. First, we rewrite
the operator 7" for random variables to an operator for distributions and show that the operator is
contractive. Finally, we show that ZF% is the unique fixed point.

Before starting the proof, we introduce useful notions and distance metrics. As the return Z7(s, a)
is a random variable, we define the distribution of Z%(s,a) as v (s, a). Let n be the distribution
of a random variable X. Then, we can express the distribution of affine transformation of random
variable, a X + b, using the pushforward operator, which is defined by Rowland et al.| [2018]], as
(fa,p)#(n). To measure a distance between two distributions, Bellemare et al.|[2023] has defined the
distance [,, as follows:

1/p
L (1, a) = ( / |Fm<m>—Fn2<x>|”dx) , 32)

where F),(x) is the cumulative distribution function. This distance is 1/p-homogeneous, regular,
and p-convex (see Section 4 of Bellemare et al.|[2023]] for more details). For functions that map
state-action pairs to distributions, a distance can be defined as [Bellemare et al.l 2023]]: {,,(v1,1v2) =
SUP(s,a)esx alp(V1(8,a),v2(s, a)). Then, we can rewrite the operator 7" for random variables in
(13) as an operator for distributions as below.

[ QN
T v(s,a) = A Z A

N =
i (33)
< By || [T (550 05) | Baremisinn) [(fw‘ﬂ,zzzo e )2 V(i1 a’))} ’80 =s,a0=al,
j=1
where 7)(s,a) = m(als) and A is a normalization factor. Since the random variable Z (s,a) and the

n(als)
distribution v(s, a) is equivalent, the operators in and are also equivalent. Hence, we are
going to show the proof of Theorem [3.2]using (33) instead of (I3). We first show that the operator
T{"™ has a contraction property.

Lemma A.5. Under the distance l;, and the assumption that the state, action, and reward spaces are
finite, T/"™ is /P contractive.
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Proof. First, the operator can be rewritten using summation as follows.

. 1— )\ e} i
T v(s,a) = e Z Z Z Pr,(s0,a0,70, .., Si+1) Hn(sj,aj)
i=0 "\
(

a’€A (50,a0,70,---, Sit1) —

a\Si+1)(f71+1721:07trt)#( v(sit1,a ))

- % Z/\i Z ZPY“(T) HTI(Sj,aj) m(a'|si41) Z lo—s,

i=0 a’'€A T j=1 s'eS

X Z (H 1Tk—r,€> YLy Tt)#(y(s',a'))

(34)
N Z)\l 2. 2. Z iyt )2 (v(8',d)
=0 a’€As’eS 4
x E, H n(sj.a;) | m(a'|si41)ly=s, <H lm—rk>

=lw._s A
ST

= ZZ ZZM}S ot (Pt 3ot e ) (0[5, 0)).

1=0s'€Sa’€A r{,

Since the sum of weights of distributions should be one, we can find the normalization factor

N = (1= 20> es >aca 2org, N Ws.a,r., - Then, the following inequality can be derived
using the homogeneity, regularity, and’ convex1ty of lp:

(T vi(s,a), T " va(s, a))

(A S S S W Do)

i=0 s€S a€A 10:5

L ZZ Z Z)‘Zwear(h it Zt 07 T,) (1/2(5 a)))

i=0 s€S a€A ro:i

ZZZZI_M“WWMWMWWMW

i=0 s€S a€A ro:i

(f'yi‘*'l Zi70 “/‘rt)#(VQ(&a’))) (35)

< S U st (1 ) (5,0, () 05, ))

i=0 s€S a€A ro.;

S S LA s g, 4,0) a5, )

i=0 s€S a€A T0:;

SHH W I

1=0 s€S a€A 70:i
<y (lp (v1,12))"
Therefore, I, (T v1, T{" " ve) < yYPL, (v1,v2). O

By the Banach’s fixed point theorem, the operator 7" has a unique fixed distribution. We now show
that the fixed distribution is V5.

Lemma A.6. The fixed distribution of the operator T}*™ is VF,.
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Proof. From the definition of ZF, the following equality holds [Rowland et al., 2018]: v%(s,a) =
Ex [(fy.r)#(¥E(s’,a"))]. Then, it can be shown that v, is the fixed distribution by applying the
operator 7,"" to v}:

7=1 (36)

= N Z)\ E. [ YLyt try ) # (VR (Si41,0i41)) |80 = 8,00 = a}

= Z)\’VR s,a) = vg(s,a).

Theorem 3.2. Let define a distributional operator T"™, whose probability density function is:

Pr(T""Z(s,a)=2) x

i : (1 |5) . t i+1 ’
g E,|A || 7127 E Pr g R+ Z(8i+1,a0 )=z
aw(sbm[ ( VR4 2 (s, ) ﬂ

m(agls;) —o

13)

50:s7a0:a:| .

Then, a sequence, Zy11(s,a) = T Zy(s,a) V(s, a), converges to Z7,.

Proof. The operator 7™ is ~'/P_contractive under the distance l_p according to Lemma Also,
the fixed distribution of the operator is v/%, which is equivalent to ZF, according to Lemma By
the Banach’s fixed point theorem, the sequence, Zj11(s,a) = 7" Zi(s, a) V(s, a), converges to
the fixed distribution of the operator, ZF.

A.5 Pseudocode of TD()\) Target Distribution

We provide the pseudocode for calculating TD(\) target distribution for the reward critic in Algorithm
[2] The target distribution for the cost critics can also be obtained by simply replacing the reward part
with the cost.

Algorithm 2 TD()) Target Distribution

Input: Policy network 7y, critic network Z7, and trajectory {(s¢, at, p(at|st), re, di, Se41) 1.
Sample an action a7 | ~ 7y (s741) and get 289 = rp + (1 — dr)yZ5 (5741, apq)-
Initialize the total weight wiot = A.
fort =T to1do "
Sample an action a} ; ~ my(s;41) and get Zt( )
Set the current weight w =1 — .
Combine the two targets, (Zt(l) w) and (Z; Z{tot) , Wtot ), and sort the combined target according
to the positions of atoms.
Build the CDF of the combined target by accumulating the weights at each atom.
Project the combined target into a quantile distribution with M atoms, which is Z***, using
the CDF (find the atom positions corresponding to each quantile).

Update Zt(mt) re_1+ (1 — dt,l)wZAt(pmj) and wiop = )\”;(EZ"‘;’)) (1 —di—1)(1 — X + wot)-
end for
Return {Zt(proj)}tT:l.

=71+ (1 —di)vZ5 (8t41, a4 y1)-
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A.6 Quantitative Analysis on TD()\) Target Distribution

We experiment with a toy example to measure the bias and variance of the reward estimation according
to A\. The toy example has two states, s; and ss; the state distribution is defined as an uniform;
the reward function is defined as r(s;) ~ N(—0.005,0.02) and 7(s2) ~ N (0.005,0.03). We train
parameterized reward distributions by minimizing the quantile regression loss with the TD()\) target
distribution for A = 0,0.5,0.9, and 1.0. The experimental results are presented in the table below.

Table 1: Experimental results of the toy example.

5th iteration 10th iteration  15th iteration  20th iteration  25th iteration

A=0.0 4.813(0.173) 4.024 (0.253) 3.498 (0.085) 3.131(0.103)  2.835 (0.070)
A=0.5 4.621(0.185) 3.688(0.273) 2.925(0.183) 2.379 (0.134)  2.057 (0.070)
A=0.9 4.141(0461) 2.237(0.402) 1.389(0.132) 1.058(0.031) 0.923 (0.019)
A=1.0 2.886(0.767) 1.733(0.365) 1.509 (0.514) 1.142(0.325) 1.109 (0.476)

The values in the table are the mean and standard deviation of the past five values of the Wasserstein
distance between the true reward return and the estimated distribution. Looking at the fifth iteration,
it is clear that the larger the A value, the smaller the mean and the higher the standard deviation. At
the 25th iteration, the run with A = 0.9 has the lowest mean and standard deviation, indicating that
training has converged. On the other hand, the run with A = 1.0 has the biggest standard deviation,
and the mean is greater than A = 0.9, indicating that the significant variance hinders training. In
conclusion, we measured bias and variance quantitatively through the toy example, and the results
are well aligned with our claim that A can trade off bias and variance.

A.7 Surrogate Functions

In this section, we introduce the surrogate functions for the objective and constraints. First, |Kim and
Oh|[2022a] define a doubly discounted state distribution: d3 (s) := (1 — %) 3., ¥*'Pr(s; = s|m).
Then, the surrogates for the objective and constraints are defined as follows [Kim and Oh, 2022al:
™ / ™ 1 / K
T () = B V(o) + 17— (BE [H(®'(1s)] + E [QR(s,a)]),

so~p Y

JeT (') = E [VE (s0)] + E [QF, (s a)],

sor~p 1-— Y dH !
, 1 37
B = B 15 0)) + 125 B (56 ()],

ety o) = )+ YOO e oy T e,

where p, 7w, 7’ are behavioral, current, and next policies, respectively. According to Theorem 1 in
[Kim and Ohl[2022a]], the constraint surrogates are bounded by Dy, (7, 7’). We also show that the
surrogate of the objective is bounded by Dk, (7, 7’) in Appendix As aresult, the gradients of
the objective function and constraints become the same as the gradients of the surrogates, and the
surrogates can substitute the objective and constraints within the trust region.

A.8 Policy Update Rule

To solve the constrained optimization problem (3, we find a policy update direction by linearly
approximating the objective and safety constraints and quadratically approximating the trust region
constraint, as done by |Achiam et al.|[2017]]. After finding the direction, we update the policy using a
line search method. Given the current policy parameter v; € U, the approximated problem can be
expressed as follows:

1
¥ =argmax gz s.t. ixTH:E <, b{:v + ¢, < 0 VEk, (38)
rew

where g = Vi J T (my)|y=y,, H = ViDxr(my, [|Tp)lp=y,» bk = VI3 (1y; @)]y=y,, and
e = Fj(my; ) — dg. Since is convex, we can use an existing convex optimization solver.
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However, the search space, which is the policy parameter space W, is excessively large, so we reduce
the space by converting (38) to a dual problem as follows:

1
g\, v) = min, L(z, \, v) = ming{—g¢” z + I/(ﬁ.’bTHl' —€)+ \(Bz +¢)}

L 7 T =1 pT T —1pT T

=—|gH g-2¢g°H B A+XN BH "B A| +Xc—ve 39)
2 N ; N ; \W—/
Y =:q =T =5

-1
= 27(q — 2P X+ AT SN + AT ¢ — ve,
v

where B = (by, .., bx ), c = (c1,...,cx)T,and A € RX > 0and v € R > 0 are Lagrange multipliers.
Then, the optimal A and v can be obtained by a convex optimization solver. After obtaining the
optimal values, (A\*,v*) = argmax, ,,g(A, V), the policy update direction z* are calculated by
L H~*(g — BTA*). Then, the policy is updated by ;1.1 = 1, + Bx*, where §3 is a step size, which
can be found through a backtracking method (please refer to Section 6.3.2 of |Dennis and Schnabel
[1996)).

Before using the above policy update rule, we should note that the existing trust-region method with
the risk-averse constraint [[Kim and Oh, |2022a]] and the equations [3) are slightly different.
There are two differences: 1) the objective is augmented with an entropy bonus, and 2) the surrogates
are expressed with Q-functions instead of value functions. To use the entropy-regularized objective
in the trust-region method, it is required to show that the objective is bounded by the KL divergence.
We present the existence of bound in Appendix [A.9] Next, there is no problem using the Q-functions
because it is mathematically equivalent between the original surrogates [Kim and Ohl [2022al] and
the new ones expressed with Q-functions (37). However, we experimentally show that using the
Q-functions in off-policy settings has advantages in Appendix [A.10]

A.9 Bound of Entropy-Augmented Objective

In this section, we show that the entropy-regularzied objective in (I)) has a bound expressed by the
KL divergence. Before showing the boundness, we present a new function and a lemma. A value
difference function is defined as follows:

57 (s) :=E[R(s,a,8) + V(') = V™(s) | a ~ 7' (-|s),s' ~ P(|s,a)] = E (A (s,a)],

where A™(s,a) := Q™ (s,a) — V™ (s,a).

Lemma A.7. The maximum of |67 (s) — 67 (s)| is equal or less than €g+/2D2e=(x[[x"), where
er = max|A™(s,a)|.

Proof. The value difference can be expressed in a vector form,

57 (5) = 67(s) = D _ (' (als) — w(als))A™(s,a) = (x'(:]s) = 7(-|s), A™(s,"))-

a

Using Holder’s inequality, the following inequality holds:
107 (s) = 07 (s)| < [[7"(:[s) = w(-[s)ll - [[A™ (s, )low
= 2Dy (7' (+|8)||7(-|s))max, A™ (s, a).
= |07 — 0™l = max,|6™ (s) — ™(s)| < 2epmax, Dpv(r(-[s)||7’(-|s)).
Using Pinsker’s inequality, |07 — 67 ||o < eg\/2DER(x[[77). O

Theorem A.8. Let us assume that max,H (n(-|s)) < oo for Vm € IL. The difference between the
objective and surrogate functions is bounded by a term consisting of KL divergence as:

/ T / 2
[ J(x") = T (7] < (1\_[73)2\/ D (| |=") (ﬂeH + ER\/QDEE‘EX(MHW’)) ) (40)

max

where ey = max |H(n'(|s))], D& (n||n") = max Dky(w(:|s)||7’(+|s)), and the equality holds

when ' = .
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Proof. The surrogate function can be expressed in vector form as follows:
1 / /
) = o, V) 4 g (87 + plat BT

where H™ (s) = H(x'(-|s)). The objective function of 7’ can also be expressed in a vector form
using Lemma 1 from|Achiam et al.|[2017]],

J) = ;S E [R(s,a, ')+ BH™ () | s ~ d™ ,a ~7'(-]s), s ~ P(-|s,a)]

1

1= B [0 8T ()] + E VT()]

1 ’ ’ ’
— T Y [ v d H™Y.
(V) ()

By Lemma 3 from Achiam et al|[2017], ||d™ — d™ ||, < ﬁ \/2D2ax(r||x"). Then, the following
inequality is satisfied:

(A=) (J*7 (=) = T (=)

T
= [(d™ —d",6™ ) + B(d" —d" ,H™ )|
)

<|(d™ —d", 67| + Bl —d™ HT )]
=[(d™ —d", 5" —5”>|+ﬁl<d”—d”/,H”/>| (.07 =0)
< ||d™ = d*|[1]|6™ = 6™ [|oe + Blld™ — d™ |[1[|H™ ||so (.- Holder’s inequality)
26R’Y max max B'YGH max
< T DRl ) D (i) 4+ T\ [2DRg () (- Lemmal&T)
= /DRl (Vasen + 2y /DRl ).
If 7/ = 7, the KL divergence term becomes zero, so equality holds. O

A.10 Comparison of Q-Function and Value Function-Based Surrogates

The original surrogate is defined as follows:

Jﬂvﬂ'(f]r’) = J(’/T) + 1 i ,Yd/JEH |:7TI((al )) Aﬂ'( ):| 7 41)

where A7 (s, a) := Q™ (s,a) — V™(s,a), and the surrogate is the same as that of OffTRPO [Meng
et al.,[2022[] and OffTRC [Kim and Oh} 2022a]]. An entropy-regularized version can be derived as:

1 7' (a|s)
b, T / — / . T
o) =)+ e () + B | T eal). @
Then, the surrogate expressed by Q-functions in (37), called SAC-style version, can be rewritten as:
1
F(t) = )+ (PEIHE ()] + B Q7 (s, a)] ). @3)

In this section, we evaluate the original, entropy-regularized, and SAC-style versions in the continuous
control tasks of the MuJoCo simulators [Todorov et al., 2012]]. We use neural networks with two
hidden layers with (512, 512) nodes and ReL.U for the activation function. The output of a value
network is linear, but the input is different; the original and entropy-regularized versions use states,
and the SAC-style version uses state-action pairs. The input of a policy network is the state, the
output is mean y and std o, and actions are squashed into tanh(u + eo), € ~ N(0,1) as in SAC
[Haarnoja et al., |2018]]. The entropy coefficient /3 in the entropy-regularized and SAC-style versions
are adaptively adjusted to keep the entropy above a threshold (set as —d given A C R?). The
hyperparameters for all versions are summarized in Table 2}

The training curves are presented in Figure[5] All methods are trained with five different random
seeds. Although the entropy-regularized version and SAC-style version (#3) are mathematically
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Table 2: Hyperparameters for all versions.

Parameter | Value
Discount factor 0.99
Trust region size € 0.001
Length of replay buffer 10°
Critic learning rate 0.0003
Trace-decay A 0.97
Initial entropy coefficient 5 | 1.0
(3 learning rate 0.01

6000 10000 3000

8000

6000

Score

4000

—— Original 2000
Entropy
o —— SAC-style 0
0 1 2 3 4 5
Steps 1e6 Steps 1e6 Steps 1e6
(a) Ant-v3 (b) HalfCheetah-v3 (c) Hopper-v3

Score

5
Steps le6 Steps le6 Steps le6

(d) Humanoid-v3 (e) Swimmer-v3 (f) Walker2d-v3

Figure 5: MuJoCo training curves.

equivalent, it can be observed that the performance of the SAC-style version is superior to the
regularized version. It can be inferred that this is due to the variance of importance sampling. In the
off-policy setting, the sampling probabilities of the behavioral and current policies can be significantly
different, so the variance of the importance ratio is huge. The increased variance prevents estimating
the objective accurately, so significant performance degradation can happen. As a result, using the
Q-function-based surrogates has an advantage for efficient learning.
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B Experimental Settings

.‘.ﬁ’%‘ﬂ'
e q'""

(a) Point goal. (b) Car button. (c) Cassie. (d) Laikago. (e) Mini-Cheetah.

Figure 6: (a) and (b) are Safety Gym tasks. (c), (d), and (e) are locomotion tasks.

Safety Gym. We use the goal and button tasks with the point and car robots in the Safety Gym
environment [Ray et al.| 2019], as shown in Figure[6a and [6b] The environmental setting for the goal
task is the same as in Kim and Oh| [2022b]. Eight hazard regions and one goal are randomly spawned
at the beginning of each episode, and a robot gets a reward and cost as follows:

R(Sv a, S/) = 7Adg0a1 + ldgoa1§0.37
C(s,a,s’) = Sigmoid(10 - (0.2 — dhazard)),

where dgoa1 s the distance to the goal, and dpazara is the minimum distance to hazard regions. If
dgoa1 is less than or equal to 0.3, a goal is respawned. The state consists of relative goal position,
goal distance, linear and angular velocities, acceleration, and LiDAR values. The action space is
two-dimensional, which consists of xy-directional forces for the point and wheel velocities for the
car robot.

The environmental settings for the button task are the same as in [2022]. There are five
hazard regions, four dynamic obstacles, and four buttons, and all components are fixed throughout the
training. The initial position of a robot and an activated button are randomly placed at the beginning
of each episode. The reward function is the same as in @), but the cost is different since there is no
dense signal for contacts. We define the cost function for the button task as an indicator function that
outputs one if the robot makes contact with an obstacle or an inactive button or enters a hazardous
region. We add LiDAR values of buttons and obstacles to the state of the goal task, and actions are
the same as the goal task. The length of the episode is 1000 steps without early termination.

(44)

Locomeotion Tasks. We use three different legged robots, Mini-Cheetah, Laikago, and Cassie, for
the locomotion tasks, as shown in Figure [6e] [6d] and[6c} The tasks aim to control robots to follow
a velocity command on flat terrain. A velocity command is given by (v;md, vzmd, wgmd), where
v5™ ~ U(—1.0,1.0) for Cassie and U (—1.0,2.0) otherwise, v;™? = 0, and W™ ~ U(—0.5,0.5).
To lower the task complexity, we set the y-directional linear velocity to zero but can scale to any
non-zero value. As in other locomotion studies [Lee et al., 2020}, Miki et al.l [2022], central phases are
introduced to produce periodic motion, which are defined as ¢;(t) = ¢; o+ f-t for Vi € {1, ..., niegs },
where f is a frequency coefficient and is set to 10, and ¢; o is an initial phase. Actuators of robots
are controlled by PD control towards target positions given by actions. The state consists of velocity
command, orientation of the robot frame, linear and angular velocities of the robot, positions and
speeds of the actuators, central phases, history of positions and speeds of the actuators (past two
steps), and history of actions (past two steps). A foot contact timing £ can be defined as follows:

61(5) =-1+2- ]-sin(qbi)SO Vi € {1; --~»n1egs}7 (45)
where a value of -1 means that the ith foot is on the ground; otherwise, the foot is in the air. For
the quadrupedal robots, Mini-Cheetah and Laikago, we use the initial phases as ¢ = {0, 7, m, 0},

which generates trot gaits. For the bipedal robot, Cassie, the initial phases are defined as ¢g = {0, 7},
which generates walk gaits. Then, the reward and cost functions are defined as follows:

R(s,a,8") = —0.1- (|loz5° — of3 |13 + [[w2™ = wf™ 3+ 1077 - Rpower),

, , , Nlegs R (46)
Ci(s,a,8") = Llangle>a, C2(8,a,8") = Lneight<p, C3(s,a,8") = Z (1 =& &)/ (2 niegs),

i=1
where the power consumption Rpower = 2 i |7;iv;], the sum of the torque times the actuator speed, is

added to the reward as a regularization term, vgf‘;e is the xy-directional linear velocity of the base
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frame of robots, wP° is the z-directional angular velocity of the base frame, and e {1, 1} ess is
the current feet contact vector. For balancing, the first cost indicates whether the angle between the
z-axis vector of the robot base and the world is greater than a threshold (a = 15° for all robots). For
standing, the second cost indicates the height of CoM is less than a threshold (b = 0.3, 0.35, 0.7 for
Mini-Cheetah, Laikago, and Cassie, respectively), and the last cost is to check that the current feet

contact vector f matches the pre-defined timing £. The length of the episode is 500 steps. There is no
early termination, but if a robot falls to the ground, the state is frozen until the end of the episode.

Hyperparameter Settings. The structure of neural networks consists of two hidden layers with
(512,512) nodes and ReLU activation for all baselines and the proposed method. The input of value
networks is state-action pairs, and the output is the positions of atoms. The input of policy networks
is the state, the output is mean p and std o, and actions are squashed into tanh(u + e ), € ~ A(0, 1).
We use a fixed entropy coefficient 8. The trust region size ¢ is set to 0.001 for all trust region-based
methods. The overall hyperparameters for the proposed method can be summarized in Table 3]

Table 3: Hyperparameter settings for the Safety Gym and locomotion tasks.

Parameter | Safety Gym | Locomotion

Discount factor 0.99 0.99

Trust region size € 0.001 0.001

Length of replay buffer 10° 10°

Critic learning rate 0.0003 0.0003

Trace-decay A 0.97 0.97

Entropy coefficient 3 0.0 0.001

The number of critic atoms M 25 25

The number of target atoms M’ | 50 50

Constraint risk level o 0.25,0.5,and 1.0 | 1.0

threshold dj, 0.025/(1 — ) [0.025,0.025,0.4] /(1 — )
Slack coefficient ¢ - mingdi = 0.025/(1 — )

Since the range of the cost is [0, 1], the maximum discounted cost sum is 1/(1 — 7). Thus, the
threshold is set by target cost rate times 1/(1 — ). For the locomotion tasks, the third cost in
is designed for foot stamping, which is not essential to safety. Hence, we set the threshold to near
the maximum (if a robot does not stamp, the cost rate becomes 0.5). In addition, baseline safe RL
methods use multiple critic networks for the cost function, such as target [Yang et al.,|2021]] or square
value networks [Kim and Oh|[2022a]]. To match the number of network parameters, we use two critics
as an ensemble, as in|[Kuznetsov et al.|[2020]].

Tips for Hyperparameter Tuning.

* Discount factor ~, Critic learning rate: Since these are commonly used hyperparameters, we
do not discuss these.

» Trace-decay A, Trust region size e: The ablation studies on these hyperparameters are
presented in Appendix [C.3] From the results, we recommend setting the trace-decay to
0.95 ~ 0.99 as in other TD(\)-based methods [Precup et al., 2000]. Also, the results show
that the performance is not sensitive to the trust region size. However, if the trust region size
is too large, the approximation error increases, so it is better to set it below 0.003.

* Entropy coefficient 5: This value is fixed in our experiments, but it can be adjusted automat-
ically as done in SAC [Haarnoja et al., 2018]].

» The number of atoms M, M’: Although experiments on the number of atoms did not
performed, performance is expected to increase as the number of atoms increases, as in
other distributional RL methods [Dabney et al.,[2018a].

* Length of replay buffer: The effect of the length of the replay buffer can be confirmed
through the experimental results from an off policy-based safe RL method [Kim and Oh,
2022a]). According to that, the length does not impact performance unless it is too short. We
recommend setting it to 10 to 100 times the collected trajectory length.

¢ Constraint risk level «, threshold dj: If the cost sum follows a Gaussian distribution,
the mean-std constraint is identical to the CVaR constraint. Then, the probability of the
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worst case can be controlled by adjusting «. For example, if we set « = 0.125 and
d = 0.03/(1 — ~), the mean-std constraint enforces the probability that the average cost
is less than 0.03 during an episode greater than 95% = ®(¢(®~!(«))/a). Through this
meaning, proper « and dy, can be found.

* Slack coefficient (: As mentioned at the end of Section[3.1] it is recommended to set this
coefficient as large as possible. Since dj — ¢ should be positive, we recommend setting ¢ to
mink dk

In conclusion, most hyperparameters are not sensitive, so few need to be optimized. It seems that «

and dj, need to be set based on the meaning described above. Additionally, if the approximation error
of critics is significant, the trust region size should be set smaller.
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C Experimental Results

C.1 Safety Gym

In this section, we present the training curves of the Safety Gym tasks separately according to the
risk level of constraints for better readability. Figure[7]shows The training results of the risk-neutral
constrained algorithms and risk-averse constrained algorithms with ov = 1.0. Figures ] and [9]show
the training results of the risk-averse constrained algorithms with o = 0.25 and 0.5, respectively.
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Figure 7: Training curves of risk-neutral constrained algorithms for the Safety Gym tasks. The solid
line and shaded area represent the average and std values, respectively. The black dashed lines in the
second row indicate thresholds. All methods are trained with five random seeds.
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Figure 8: Training curves of risk-averse constrained algorithms with o = 0.5 for the Safety Gym.
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Figure 9: Training curves of risk-averse constrained algorithms with o = 0.25 for the Safety Gym.

C.2 Ablation Study on Components of SDAC

There are three main differences between SDAC and the existing trust region-based safe RL algorithm
for mean-std constraints [Kim and Oh, [2022a], called OffTRC: 1) feasibility handling methods in
multi-constraint settings, 2) the use of distributional critics, and 3) the use of Q-functions instead of
advantage functions, as explained in Appendix [A-8and[A-T0} Since the ablation study for feasibility
handling is conducted in Section [5.3] we perform ablation studies for the distributional critic and
Q-function in this section. We call SDAC with only distributional critics as SDAC-Dist and SDAC
with only Q-functions as SDAC-Q. If all components are absent, SDAC is identical to OffTRC [Kim
and Ohl 2022a]. The variants are trained with the point goal task of the Safety Gym, and the training
results are shown in Figure [I0] SDAC-Q lowers the cost rate quickly but shows the lowest score.
SDAC-Dist shows scores similar to SDAC, but the cost rate converges above the threshold 0.025. In
conclusion, SDAC can efficiently satisfy the safety constraints through the use of Q-functions and
improve score performance through the distributional critics.
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Figure 10: Training curves of variants of SDAC for the point goal task.
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C.3 Ablation Study on Hyperparameters

To check the effects of the hyperparameters, we conduct ablation studies on the trust region size
¢ and entropy coefficient 5. The results on the entropy coefficient are presented in Figure [T1a
showing that the score significantly decreases when £ is 0.01. This indicates that policies with high
entropy fail to improve score performance since they focus on satisfying the constraints. Thus, the
entropy coefficient should be adjusted cautiously, or it can be better to set the coefficient to zero. The
results on the trust region size are shown in Figure[TTb] which shows that the results do not change
significantly regardless of the trust region size. However, the score convergence rate for e = 0.01 is
the slowest because the estimation error of the surrogate increases as the trust region size increases

according to Theorem[A'§]
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Figure 11: Training curves of SDAC with different hyperparameters for the point goal task.
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D Comparison with RL Algorithms

In this section, we compare the proposed safe RL algorithm with traditional RL algorithms in the
locomotion tasks and show that safe RL has the advantage of not requiring reward tuning. We use
the truncated quantile critic (TQC) [Kuznetsov et al.l 2020], a state-of-the-art algorithm in existing
RL benchmarks [Todorov et al., 2012], as traditional RL baselines. To apply the same experiment to
traditional RL, it is necessary to design a reward reflecting safety. We construct the reward through
a weighted sum as R = (R — Z?:1 w;Cy) /(1 + 2?21 w;), where R and Cy 5 3} are used to train
safe RL methods and are defined in Appendix [B] and R is called the true reward. The weights of the
reward function wy; o 3 are searched by a Bayesian optimization tooﬂ to maximize the true reward
of TQC in the Mini-Cheetah task. Among the 63 weights searched through Bayesian optimization,
the top five weights are listed in Table 4]

Table 4: Weights of the reward function for the Mini-Cheetah task.

Reward weights | wy | we | ws

#1 1.588 | 0.299 | 0.174
#2 1.340 | 0.284 | 0.148
#3 1.841 | 0.545 | 0.951
#4 6.560 | 0.187 | 4.920
#5 1.603 | 0.448 | 0.564

Figure [12] shows the training curves of the Mini-Cheetah task experiments where TQC is trained
using the weight pairs listed in Table [l The graph shows that it is difficult for TQC to lower the
second cost below the threshold while all costs of SDAC are below the threshold. In particular, TQC
with the fifth weight pairs shows the lowest second cost rate, but the true reward sum is the lowest.
This shows that it is challenging to obtain good task performance while satisfying the constraints
through reward tuning.
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Figure 12: Training curves of the Mini-Cheetah task. The black dashed lines show the thresholds
used for the safe RL method. The solid line represents the average value, and the shaded area shows
one-fifth of the std value. The number after TQC in the legend indicates which of the reward weights
in Table E|is used. All methods are trained with five different random seeds.

'We use Sweeps from Weights & Biases Biewald| [2020].
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E Computational Cost Analysis

E.1 Complexity of Gradient Integration Method

In this section, we analyze the computational cost of the gradient integration method. The proposed
gradient integration method has three subparts. First, it is required to calculate policy gradients
of each cost surrogate, gi, and H*ng for Vk € {1,2,..., K}, where H is the Hessian matrix of
the KL divergence. H ~!g;, can be computed using the conjugate gradient method, which requires
only a constant number of back-propagation on the cost surrogate, so the computational cost can be
expressed as K - O(BackProp).

Second, the quadratic problem in Section [3.1]is transformed to a dual problem, where the trans-
formation process requires inner products between g and H g, for Vk,m € {1,2,..., K}. The
computational cost can be expressed as K2 - O(InnerProd).

Finally, the transformed quadratic problem is solved in the dual space € RX using a quadratic
programming solver. Since K is usually much smaller than the number of policy parameters, the
computational cost almost negligible compared to the others. Then, the cost of the gradient integration
is K - O(BackProp) + K2 - O(InnerProd) + C. Since the back-propagation and the inner products
is prozportional to the number of policy parameters |¢|, the computational cost can be simplified as
O(K= - [¢]).

E.2 Quantitative Analysis
Table 5: Training time of Safe RL algorithms (in hours). The training time of each algorithm is

measured as the average time required for training with five random seeds. The total training steps
are 5 - 10 and 3 - 10° for the point goal task and the Mini-Cheetah task, respectively.

Task | SDAC (proposed) | OffTRC | WCSAC | CPO | CVPO
Point goal (Safety Gym) 7.96 ‘ 4.86 ‘ 19.07 ‘ 2.61 ‘ 47.43

Mini-Cheetah (Locomotion) | 8.36 6.54 16.41 1.99

We analyze the computational cost of the proposed method quantitatively. To do this, we measure
the training time of the proposed method, SDAC, and the safe RL baselines. We use a workstation
whose CPU is the Intel Xeon €5-2650 v3, and GPU is the NVIDIA GeForce GTX TITAN X. The
results are presented in Table 5] While CPO is the fastest algorithm, its performance, such as the
sum of rewards, is relatively poor compared to other algorithms. The main reason why CPO shows
the fastest computation time is that CPO is an on-policy algorithm, hence, it does not require an
insertion to (and deletion from) a replay memory, and batch sampling. SDAC shows the third fastest
computation time in all algorithms and the second best one among off-policy algorithms. Especially,
SDAC is slightly slower than OffTRC, which is the fastest one among off-policy algorithms. This
result shows the benefit of SDAC since SDAC outperforms OffTRC in terms of the returns and CV,
but the training time is not significantly increased over Off TRC. WCSAC, which is based on SAC, has
a slower training time because it updates networks more frequently than other algorithms. CVPO, an
EM-based safe RL algorithm, has the slowest training time. In the E-step of CVPO, a non-parametric
policy is optimized to solve a local subproblem, and the optimization process requires discretizing
the action space and solving a non-linear convex optimization for all batch states. Because of this,
CVPO takes the longest to train an RL agent.
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