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Abstract

Predicting accurate future trajectories of pedestrians is essential for autonomous
systems but remains a challenging task due to the need for adaptability in different
environments and domains. A common approach involves collecting scenario-
specific data and performing fine-tuning via backpropagation. However, the need
to fine-tune for each new scenario is often impractical for deployment on edge
devices. To address this challenge, we introduce TrajICL, an In-Context Learning
(ICL) framework for pedestrian trajectory prediction that enables adaptation with-
out fine-tuning on the scenario-specific data at inference time without requiring
weight updates. We propose a spatio-temporal similarity-based example selection
(STES) method that selects relevant examples from previously observed trajecto-
ries within the same scene by identifying similar motion patterns at corresponding
locations. To further refine this selection, we introduce prediction-guided example
selection (PG-ES), which selects examples based on both the past trajectory and
the predicted future trajectory, rather than relying solely on the past trajectory.
This approach allows the model to account for long-term dynamics when selecting
examples. Finally, instead of relying on small real-world datasets with limited
scenario diversity, we train our model on a large-scale synthetic dataset to enhance
its prediction ability by leveraging in-context examples. Extensive experiments
demonstrate that TrajICL achieves remarkable adaptation across both in-domain
and cross-domain scenarios, outperforming even fine-tuned approaches across
multiple public benchmarks. |Project Page,

1 Introduction

Predicting pedestrian trajectories is crucial for applications such as autonomous driving [[11], robot
navigation [26}[17], and surveillance systems [[13]]. Recent learning-based methods have shown strong
performance in trajectory prediction [[1} 123} 55170l 28l 141} 142} 22} 143} 156} 19,18}, 159]. However, most
existing approaches are trained and evaluated within specific environments or domains, limiting their
generalizability. For real-world deployment, autonomous systems must handle diverse scenarios,
requiring trajectory prediction models to be robust across varying environments and domains (e.g.,
map layouts, camera positions, and sensor types). The lack of adaptability to these factors significantly
hinders their practical applicability. A common solution involves collecting scenario-specific data
and fine-tuning models [60, 35} [18]]. However, this approach requires on-device backpropagation
for adaptation using the collected data at the target environment, which is often impractical on edge
devices due to the high computational and memory costs associated with training. Furthermore,
managing multiple models tailored to different scenarios increases system complexity. Therefore,
developing a single, adaptable model capable of generalizing across diverse real-world environments
without fine-tuning remains an open challenge.

To address this challenge, we explore the use of In-Context Learning (ICL) [[7, 168 |54] for trajectory
prediction (Figure[I). ICL enables models to adapt to new tasks using only a few demonstration
examples provided as part of the input, without requiring updates to the model weights. Unlike
fine-tuning, which modifies model weights through backpropagation, ICL operates solely via forward
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Figure 1: Illustration of real-world trajectory prediction scenarios and the adaptation pipeline. (a)
The adaptation pipeline of traditional methods, where models are trained on scenario-specific data.
(b) The adaptation pipeline of our proposed TrajICL, which automatically selects examples and
adapts to novel scenarios by leveraging the scenario-specific examples without requiring training on
scenario-specific data.

passes, keeping the model weights fixed. This key difference means that adaptation occurs during
inference without requiring a computationally intensive training phase or storing gradients, making
it highly suitable for resource-constrained edge devices. Leveraging this capability, we utilize a
small set of examples to enable a single model to quickly adapt to diverse scenarios. This approach
facilitates the reuse of trajectory models across a wide range of scenarios, eliminating the need for
costly fine-tuning.

However, incorporating ICL into trajectory prediction presents three major challenges: (1) Emerging
ICL capability for trajectory prediction: Randomly selected examples provide minimal ICL capability
to the model. Even when examples are selected from the same scene, if they represent different spatial
locations or exhibit divergent movements, the effectiveness in improving the model’s adaptation is
limited. Such variations fail to provide the model with sufficiently relevant context to generalize
effectively to new scenarios. (2) Suboptimal selection of examples based on past trajectory input:
Existing methods select examples based on similarity to the input query (i.e., past trajectory). However,
short past trajectory segments often fail to capture long-term intentions. Moreover, pedestrian motion
is inherently multi-modal, where similar past trajectories can lead to divergent future trajectories
due to subtle influencing factors. Consequently, relying solely on past trajectories for the example
selection, without accounting for long-term dynamics, can result in misleading examples and hinder
effective in-context adaptation. (3) Adaptability to diverse scenarios: Existing real-world datasets
1491 30} 53] 5 [75], [45]] have limited scenario diversity, often focusing on specific environments and
interaction patterns. Training on these small-scale datasets restricts ICL’s ability to generalize to
unseen scenarios, reducing the model’s adaptability to a broader range of real-world situations.

To address these challenges, we propose TrajICL, an ICL framework for trajectory prediction. First,
we introduce a spatio-temporal similarity-based example selection (STES) that identifies relevant
examples exhibiting similar motions at comparable locations in the past. By training the model using
these spatially and temporally similar examples selected through STES, we enable the development
of ICL capability, allowing the model to effectively adapt to new scenarios with minimal examples
and without the need for additional training. Second, to address the suboptimal selection based on
past trajectory, we propose a prediction-guided example selection (PG-ES) that refines the example
selection process using prediction results. PG-ES consists of two phases. First, the model predicts the
future trajectory based on its own past trajectory and examples selected according to their similarity
with the query past trajectory using the proposed STES. In the second phase, the predicted future
trajectory, in addition to the past trajectory, is utilized for example selection. This refinement process



allows the model to select more relevant examples by incorporating long-term dynamics. Finally,
instead of relying on small real-world datasets with limited scenario diversity, we train the model on
a large-scale synthetic dataset [14] to learn predictive capabilities using in-context examples. This
allows the trained model to be directly applicable to edge devices in various environments, enhancing
its adaptability to real-world conditions.

Our main contributions are as follows: 1) We propose an ICL framework for trajectory prediction,
enabling adaptation to diverse scenarios without training on the scenario-specific data. Our approach
leverages large-scale synthetic datasets to enhance generalization to real-world conditions, overcom-
ing the limitations of small-scale real-world datasets to learn predictive capabilities using in-context
examples. 2) We introduce a spatio-temporal similarity-based example selection (STES) that allows
the model to acquire ICL capability. 3) We present prediction-guided example selection (PG-ES),
which utilizes both past and predicted future trajectories to select more relevant examples, rather than
relying solely on past trajectory input.

2 Related Work

Adapting Trajectory Prediction. Pedestrian trajectory prediction aims to predict future positions
based on past trajectories. Deep learning methods demonstrate strong performance due to their
representational capabilities [} 23} |55} [70} 28} 141}, 142, 22 43| 156, [19} [18]]. Despite the significant
advancements, previous trajectory prediction models are often tailored to specific training domains,
limiting their generalizability to new scenarios. To address this, recent research has explored
lightweight adaptation techniques for pretrained models. Some approaches focus on cross-domain
transfer 7325 135], while others emphasize online adaptation [48}33,10], continual learning [44} 69,
58], or prompt tuning-based strategies [60]. While these methods enhance forecasting performance,
they often incur high computational costs due to backpropagation on the scenario-specific samples
and require multiple models for different scenarios. In contrast, we leverage a small number of
examples to seamlessly adapt to diverse scenarios, eliminating the need for costly fine-tuning.

In-Context Learning. In-Context Learning (ICL) [7, 168l 154] enables large language models (LLMs)
to perform new tasks by providing a few input-output examples, or demonstrations, alongside the
task input. ICL offers several advantages over traditional model adaptation methods, which typically
involve pre-training followed by fine-tuning. A key benefit of ICL is that it circumvents the need for
fine-tuning, which can be limited by computational resource constraints. Compared to parameter-
efficient fine-tuning (PEFT) methods [24] 4], ICL is computationally cheaper and preserves the
model’s generality by leaving the model parameters unchanged. Following its success in Natural
Language Processing (NLP), ICL has been extended to various domains within Computer Vision
(CV), including images [4, 163} 164 180, 13, 150, 76, 162} 131]], video [27]], point clouds [16, I57]], and
skeleton sequences [65]], showcasing its ability to generalize across diverse, unseen tasks. Recent
studies [29,[38]] have explored the use of LLMs in vehicle trajectory prediction, highlighting their
effectiveness in in-context learning [38]. In contrast, our approach prioritizes equipping lighter
trajectory prediction models with in-context learning capability, offering greater efficiency and
practicality for real-world applications.

Prompt Selection. The effectiveness of In-Context Learning (ICL) is highly influenced by the
selection of relevant examples [37, 147, 132]]. Previous studies have shown that selecting in-context
examples that are closer to the query improves performance [37, 167, [77]. To address this challenge,
several methods have been proposed to select examples that are more similar to the query for
ICL [37, 1511 [78]. A simple approach is to retrieve the nearest neighbors of the input query based on
their similarities [37,/51]]. To enhance the robustness of ICL, some studies have employed iterative
methods [51} 127,131} 136]. However, in trajectory prediction tasks, a typical example selection based
solely on past trajectory input can be suboptimal. In this work, we introduce a prediction-guided
prompt selection approach that selects in-context examples based on their similarity to both the
input past trajectory and the predicted future trajectory, aiming to choose more effective examples
considering long-term dynamics.
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Figure 2: An illustration of our TrajICL framework. (a) The overall architecture includes an
embedding layer, a trajectory encoder, an in-context-aware trajectory predictor, and a multi-modal
decoder. (b) Rather than relying solely on past trajectories for the example selection, we introduce
prediction-guided example selection, which leverages both past and predicted future trajectories to
identify more relevant examples.

3 TrajICL

3.1 Problem Formulation

Trajectory Prediction with In-Context Learning. Trajectory prediction aims to forecast the future
positions of a target agent based on its own past trajectory and the trajectories of surrounding agents.
Formally, let X = (X1, Xo,...,Xy) € RV*Tx2 denote the past trajectories of N pedestrians
over Tops time steps. The trajectory of the n-th pedestrian is defined as X, = (27, 23,...,27, ) €

RTo=*2 | where each position 2 = (u?,v}') € R? indicates the location at time t. We consider
the primary X as the target pedestrian. Let Y; = (Y}, Y2, ..., Y{¥) denote the set of K possible
future trajectories of the target pedestrian over 7jq time steps, where each predicted trajectory is
V¥ =193, -0 97,,) € RIZ and y} = (uf, vf) € R?. Both X and Y are preprocessed such
that the last observed position of the primary agent at time step T4y is shifted to the origin. The goal
is to learn a mapping function F from the past trajectories X to the set of future trajectories Y7, such
that Y1 = F(X).

In this study, we propose leveraging in-context learning to enable trajectory prediction models to
adapt to diverse scenarios without the need for updating model parameters through backpropagation.
To predict Y7, we use the past trajectories X in conjunction with an in-context set C: Y1 = F(X,C),
where C = (X*,Y{)M, contains M pairs of past trajectories and the primary agent’s ground-truth
future trajectory. These example pairs are selected from the example pool, D?, which consists of
pairs of past trajectories and their corresponding ground-truth future trajectories, all coming from the
same scene s as the one to which X belongs.

3.2 Spatio-temporal Similarity-based Example Selection (STES)

While random selection of in-context learning examples represents the most straightforward approach,
our experiments empirically demonstrate that this method leads to suboptimal performance for
trajectory prediction tasks. To address this limitation, we introduce a novel approach called spatio-
temporal similarity-based example selection (STES) that automatically identifies the most relevant
examples for enhanced trajectory prediction.

The core insight driving our proposed STES method is that trajectories with similar past patterns are
likely to exhibit similar future behaviors. Building on this intuition, we propose retrieving the top-M
past trajectories along with their corresponding ground-truth future trajectories based on a carefully
designed similarity metric. Formally, given a past trajectory query X; and an example pool D?*, we
identify the most relevant in-context examples as:

C= Top'M~{eDS |:S(X1,Xi):| ) |C| = Mv (1)
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where C represents the set of top-M relevant trajectories selected from the example pool D* according
to the similarity metric S(X;, X}). This metric quantifies the similarity between the target agent’s
past trajectory and each candidate primary agent’s past trajectory in the example pool.

In our introduced STES approach, we define spatio-temporal similarity as S(Xi, X?) =
o(Sp(X1, XY)) + 0(Sy(X1,X1)). S, and S, are the spatial and temporal similarities defined
as follows:
< 1 o 1
Sp(X1, X)) = ——————, Su(X1,Xj)= ————,
1+dy(Xy1,XY) 14+ dy (X1, X3)

where d,(-,-) and d, (-, ) represent the mean squared errors (MSE) of position and velocity, re-
spectively, capturing both spatial proximity and motion similarity between trajectories. o(-) is the
normalization function that scales the similarity value within the range [—1, 1] via min-max normal-
ization across the entire set of similarities between the target agent’s past trajectory and all candidate
trajectories in the example pool.

@

3.3 Prediction-Guided Example Selection (PG-ES)

To address the suboptimal selection based solely on past trajectory, we propose prediction-guided
example selection (PG-ES), which utilizes the trajectory prediction results to refine the example
selection process. PG-ES consists of two steps, as shown in Figure[2](b). In the first step, we predict
multiple future trajectories based on the past trajectory and examples selected using past trajectory

similarity, as outlined in Equation , yielding the prediction result Y, =F (X,C). In the second

step, these predicted future trajectories, Y7, are used to further refine the context selection, as shown
in the following equation:

€' = Top-Mg; 7;)ep LE min S (10, ¥, 1%, Yf}ﬂ .l = 3)
The similarity is computed between the concatenated past trajectory and each of the multiple predicted
future trajectories of the target agent, as well as the concatenated past and ground-truth future
trajectory of the example. The minimum similarity value across all K predictions is then used as
the selection metric. By employing this two-step selection process, we can identify more relevant
examples for in-context learning, taking into account both past and future trajectories.

3.4 Model Architecture

Our model consists of an embedding layer, a trajectory encoder, an in-context-aware trajectory
predictor, and a multi-modal decoder, as presented in Figure 2] (a). Initially, the embedding layer G is
applied to the agent’s past trajectory to obtain d-dimensional features. We then concatenate G(X)
with learnable query tokens Q € R™ *Tma*d and pass them through the trajectory encoders, Encoder
to obtain the trajectory feature (e.g., spatio-temporal features are extracted using a Social-Transmotion
encoder [55]]) as follows: [H', Q'] = Encoder(G(X), Q). Similarly, we use the embedding layer
and trajectory encoder to obtain the trajectory features of M in-context examples. Here, instead
of employing learnable queries, we apply G to both the in-context past trajectories X* and future

trajectories Y’ for all M examples: [H' , Z%'| = Encoder(G(X?),G(Y?)), where i=1,..., M.

Since the coordinates of the agents in the context examples are normalized to the position of each
primary agent, it is crucial to integrate the relative position information of the target agent into the
features of the in-context examples. We refer to this as the relative context position encoding (RCPE).
RCPE is implemented using a simple one-layer MLP as follows: RCPE = MLP(Z ¢/, Yre1 ), Where
(zrel, Yrer) represent the relative position of the primary agent of a context example with respect to
the target agent. To incorporate information about which context example’s primary agent is more
similar to the target agent, we introduce similarity rank position encoding (SRPE), which encodes
the similarity ranking of each context example’s primary agent relative to the target agent. This is
implemented using the original sinusoidal positional encoding from [61]. Both RCPE and SRPE are
applied to the features of the context examples. These features are then fed into the in-context-aware
trajectory predictor (Predictor), which consists of a three-layer Transformer encoder [[61]], allowing it
to leverage the context examples for prediction as follows:



[Hy,Q1,H}, Z}, ..., HM ZM] = Predictor([H], Q,
H} +RCPE(1) + SRPE(1), Z!" + RCPE(1) + SRPE(1), ...,

HM' 4 RCPE(M) + SRPE(M), ZM' + RCPE(M) + SRPE(M))).
4
Finally, we implement the multimodal decoder, MultiModalDecoder, which consists of K simple
one-layer MLPs for multimodal prediction. The decoding process can be formulated as follows:

Y, = MultiModalDecoder(Q}), Yy € RE*Tmax2, 3)

3.5 Training and Inference

Our framework comprises two sequential training phases—vanilla trajectory prediction (VTP) training
and in-context training—followed by an inference phase.

Training. The VTP training phase equips TrajICL with foundational trajectory prediction capabilities.
Analogous to conventional trajectory prediction models, TrajICL learns to forecast the future trajectory
of a target agent based on its historical path and the trajectories of surrounding agents. The subsequent
in-context training phase enables TrajICL to perform effective in-context learning. During this phase,
the model trains on examples where similar instances are selected using the proposed metric as
detailed in Section [3.2} Both training phases utilize MSE loss, implementing a winner-take-all

strategy that optimizes only the most accurate prediction: £ = ming, ||)A/1(k) — Y1||%. Note that we
only employ a large-scale synthetic dataset to train the model.

Inference. During inference, we adopt the prediction-guided example selection from the scenario-
specific samples introduced in Section [3.3] allowing the model to adapt to environmental changes
and domain shifts without any additional parameter updates.

4 Experiments

4.1 Experimental Settings

Datasets. We train our model using the MOTSynth [14] dataset, a synthetic pedestrian detection and
tracking dataset, consisting of over 700 90-second videos captured from various camera viewpoints
in diverse outdoor environments. For our experiments, we use a subset of 424 scenes for training
and 107 scenes for evaluation, all captured with a static camera. In addition to in-domain evaluation
on MOTSynth, we assess our method on five widely adopted datasets for cross-domain evaluation:
JRDB [43]] (in both image coordinates, JRDB-Image, and world coordinates, JRDB-World), Wild-
Track [8], SDD [53], and JTA [15]. It is important to note that the model is not trained on these
datasets for cross-domain evaluation; only a few examples are used for inference. Following standard
practice, we predict 12 future timesteps based on the previous 9 timesteps. For consistency with the
human seconds protocol adopted by [60], we sort the N identities chronologically based on their
initial appearance in the scene. The earliest 80% of identities are used to construct the example pool,
while the remaining 20% are reserved for evaluation.

Evaluation Metrics. We evaluate the performance of different trajectory prediction methods using
two standard metrics: minADEg and minFDEg. minADEg calculates the minimum average
displacement error over time among the K = 20 predicted trajectories and the ground-truth future
trajectory following the standard protocol [41} 22| 43]]. minFDEx measures the minimum final
displacement error, computing the distance between the closest predicted endpoint among the
K = 20 predictions and the ground-truth endpoint.

Baselines. We combine TrajICL with the transformer-based model Social-Transmotion [55]. Al-
though Social-Transmotion is designed to process multiple modalities, we use only trajectory data as
input in all experiments to ensure fair comparisons. In addition, following recent works [9, 21} 18],
we incorporate multiple forecasting heads to generate K possible future predictions. To verify the
effectiveness of our method, we compare it with versions of Social-Transmotion that have been fine-
tuned using various methods, including full fine-tuning (Full FT), PEFT methods such as LoRA [24]],



Table 1: Comparison with baseline methods on the MOTSynth, JRDB, WildTrack, SDD, and JTA
datasets. minADE g /minFDE g are reported. The unit for MOTSynth, WildTrack, and SDD is pixels,
while the unit for JRDB-World and JTA is meters. Bold and underlined fonts represent the best and
second-best results, respectively. The difference (A) represents the percentage improvement achieved
by TrajICL over the vanilla Social-Transmotion.

L In-Domain Cross-Domain
Method Training-free .
MOTSynth JRDB-Image WildTrack SDD JRDB-World JTA
Social-Transmotion [55 v 17.6/23.0 2.88/3.32 24.7/36.3 10.2/18.9 0.15/0.26 1.18/1.97
+Head Tuning 17.1/22.6 2.70/3.13 23.9/34.7 9.81/18.3 0.11/0.16 0.68/1.07
+VPT Shallow [4] 17.8/23.5 2.80/3.33 24.3/37.4 8.73/14.8 0.11/0.16 0.61/0.92
+VPT Deep [4] x 17.7123.9 2.81/3.24 24.4/37.9 8.84/15.6 0.10/0.15 0.60/0.90
+LoRA (r = 16) [24] 16.9/22.2 2.64/3.02 23.8/34.5 9.02/16.6 0.10/0.16 0.61/0.93
+LoRA (r = 64) [24 16.8/22.2 2.65/2.98 23.6/35.6 9.11/16.8 0.10/0.16 0.60/0.93
+Full FT 16.0/20.9 2.56/2.87 22.9/34.5 7.96/13.6 0.09/0.14 0.52/0.76
+TrajICL (Ours) v 15.3/17.5 2.61/2.68 21.1/28.3 8.40/14.8 0.13/0.21 0.59/0.85
A -14.2%/-23.9%  -1.6%/-192% -14.6%/-22.0% -17.6%/-21.7% -3.3%/-19.2% -41.5%/-56.9%

Table 2: Comparisons on JRDB-World and JTA under a few-shot evaluation setting.
minADE /minFDE are reported for different percentages of labeled real data available for the
example pool for TrajICL and fine-tuning for the fine-tuning methods.

M L MOTSynth JRDB-Image WildTrack SDD JTA
ethod Training-free
10% 20% 10% 20% 10% 20% 10% 20% 10% 20%

Social-Transmotion [S3 v 17.6/23.0 2.88/3.32 24.7/36.3 10.2/18.9 1.18/1.97
+Head Tuning 17.5/23.0 17.4/229 3.00/3.50 2.84/325 24.5/359 24.5/352 10.2/19.1 10.2/19.1 0.78/1.32 0.76/1.23
+VPT Shallow [4! 21.3/30.2  20.5/28.7 3.51/4.23 2.98/3.75 25.7/41.5 24.9/39.5 11.2/20.4 10.5/18.1 0.77/1.17 0.70/1.03
+VPT Deep [4. X 21.2/29.2  19.8/26.8 3.48/4.16 3.16/3.60 24.4/35.6 24.5/37.2 10.2/18.3 10.3/18.1 0.73/1.09 0.68/1.00
+LoRA (r = 16) [24] 17.4/23.0 17.4/229 2.94/3.54 2.75/3.24 24.0/35.0 23.9/34.0 10.1/19.0 10.1/18.8 0.75/1.22 0.70/1.14
+LoRA (r = 64) [24 17.4/22.9 17.3/22.8 3.00/3.63 2.76/3.20 24.3/34.8 23.8/34.1 10.1/18.8 10.2/19.1 0.74/1.22 0.70/1.13
+Full FT 17.0/22.2  16.8/21.8 3.30/4.56 2.78/3.16 24.5/39.4 23.4/34.3 10.6/18.6 9.83/17.2 0.68/1.09 0.64/0.99
+ TrajICL (Ours) v 16.7/204 16.4/19.9 2.85/3.24 2.68/2.94 23.4/35.0 22.6/33.2 9.76/17.4 9.60/16.8 0.62/0.96 0.61/0.90

VPT [4], and head tuning, which adjusts the prediction heads. The data from the example pool is
used for fine-tuning methods to ensure that all models have access to the same information.

Implementation Details. Our training process is divided into two stages: VTP training and in-context
training. In the first stage, we train the model using the AdamW optimizer [40] with a base learning
rate of 1 x 1073 for 100 epochs. We perform a 3-epoch warmup and decay the learning rate to 0
throughout training using the cosine annealing scheduler [39]]. In the second stage, we train the model
for 400 epochs, with a 12-epoch warmup and the cosine annealing scheduler, following the same
setup as in the first stage. We set M (number of in-context examples) to eight. The hyperparameters
were determined through a standard coarse-to-fine grid search or step-by-step tuning. We set the batch
size to 16 and train the model using one NVIDIA RTX A6000 GPU. The model configuration for
Predictor consists of three layers and four attention heads, with a model dimension of d = 128. We
employ Leaky ReLLU functions as the activation function. Data augmentation techniques, including
rotation, noise addition, and masking, as adapted from [18]], are applied.

4.2 Comparison with Baseline Methods

Table [T] shows that TrajICL consistently outperforms Social-Transmotion by a significant margin
across all datasets, highlighting its adaptability to a wide range of scenarios. On the MOTSynth,
JRDB-Image, WildTrack, and SDD datasets, TrajICL exceeds the performance of the best fine-
tuned methods, including full fine-tuning, in terms of minFDE . Furthermore, on the JRDB-World
and JTA datasets—where pedestrian positions are provided in real-world coordinates—TrajICL
remains competitive, demonstrating its generalizability across various sensor configurations. Despite
being trained solely on synthetic data and without requiring any additional fine-tuning, these results
showcase TrajICL’s effectiveness in diverse scenarios, overcoming the third challenge of adaptability
to new environments.

4.3 Comparison with Limited Pool Size

In Section[4.2] we validate the effectiveness of TrajICL using a sufficiently large example pool. How-
ever, in real-world scenarios, acquiring annotations manually incurs collection costs, and even when
using detection and tracking algorithms, gathering a sufficient example pool takes time. Therefore,



Table 3: Ablation study of the prediction-guided STES for inference. minFDE k is reported. The
subscript percentage denotes relative minFDE g reduction over random selection.

Spatial Temporal Prediction-guided MOTSynth  WildTrack JTA SDD
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Figure 3: Performance of random example selection and the proposed STES at varying numbers of
in-context examples.

we evaluate the effectiveness of TrajICL with a limited pool size, which is a realistic and challenging
scenario in real-world applications. We selected subsets of 5% and 10% from the example pool, using
each subset as the example pool in TrajICL and as the fine-tuning data for the fine-tuning methods.
The models were then evaluated on the same test set. As shown in Table 2] while PEFT methods
demonstrate their effectiveness over full fine-tuning in the 100% example setting (Section [4.2), our
method consistently outperforms both Social-Transmotion and fine-tuning methods. In the most
challenging scenario, with only 10% of annotations, TrajICL achieves improvements of 8.8%, 7.0%,
4.9%, and 11.9% on MOTSynth, JRDB-Image, SDD, and JTA, respectively, compared to the best-
performing fine-tuning model in terms of minFDE g. The results of ETH-UCY [49, 30] and NBA
SportVU [74] are provided in the supplementary.

4.4 Ablation Studies

Effectiveness of STES. We first evaluate the impact of incorporating our STES into in-context
learning. As shown in Figure 3] STES consistently results in improvements as the number of
examples increases across different datasets. In contrast, randomly selected examples yields minimal
performance gains, even as the number of examples increases in the MOTSynth dataset. In JTA, no
improvement is observed despite the increase in examples. These results highlight the effectiveness
of STES, which efficiently equips the model with ICL capabilities, overcoming the first limitation.

Effectiveness of the PG-STES. We conduct ablation experiments to evaluate the impact of our
proposed PG-STES on inference. As shown in Table[3] PG-STES consistently outperforms random
selection in terms of minFDE i across all datasets. By incorporating both the past trajectory and the
predicted future trajectory for example selection, PG-STES improves over STES, which only uses
past trajectory for selection, by 8.1%, 7.4%, 6.6%, and 8.6% on the MOTSynth, WildTrack, JTA,
and SDD datasets in terms of minFDE g, respectively. These results demonstrate the effectiveness of
combining predicted future trajectories with past trajectories to enhance performance, addressing the
second limitation. We also investigate the impact of spatial and temporal components in the STES

qi

Examples Selected by PG-STES Prediction
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Figure 4: Qualitative comparison between random example selection and our proposed PG-STES.
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Table 4:  Ablation study Table 5: Ablation study of RCPE and SRPE.
of first-stage VTP training. RCPE SRPE MOTSynth WildTrack JRDB-World  JTA

minFDE( is reporeted. 155/18.1  21.9/31.0  0.14/023  0.61/0.91
VT MOTSynth WildTrack  JTA v 154/17.6  21.8/29.9  0.14/024  0.59/0.88

154176 21,9304 0.60/0.89 v/ 153/176  21.8/29.6  0.14/023  0.59/0.89
v/ 153175 211283  0.59/0.85 v /153175 211283 013021  0.59/0.85

~%

=@-Past Trajectory =@=GT Future Trajectory +SociaI-Traﬁsmotion TrajICL (Ours)

Figure 5: Qualitative results on MotSynth, JRDB, WildTrack, and SDD. These examples demonstrate
scenarios where our TrajICL outperforms the Social-Transmotion baseline. TrajICL effectively learns
the plausible motion patterns from examples.

example selection process. The results indicate that temporal similarity yields greater improvements
than spatial similarity on the JTA and SDD datasets. However, on the MOTSynth dataset, spatial
similarity provides more substantial gains. This suggests that the optimal selection dimension for
demonstration examples is dataset-dependent. When both spatial and temporal similarities are
utilized together, our method achieves the best performance across most datasets, particularly when
prediction-guided retrieval is applied.

Effectiveness of VTP Training. Our experiments demonstrate that VTP training consistently delivers
performance improvements across multiple datasets, as shown in Table 4]

Effectiveness of RCPE and SRPE. We investigate the impact of RCPE, which encodes the relative
position with respect to the target agent, and SRPE, which encodes the similarity rank of the context
examples’ primary agents in relation to the target agent. As shown in Table[5] our ablation study
demonstrates that both RCPE and SRPE contribute to improved performance across various datasets.
On the in-domain MOTSynth dataset, RCPE alone achieves a slight improvement in performance.
However, on the cross-domain datasets, WildTrack and JRDB-World, the combination of both RCPE
and SRPE results in more significant improvements. Further ablation studies and analysis are available
in the supplementary material.

Effect of Architecture. Even a weak base model with a shallow encoder and small dimensions
exhibits ICL capabilities, as shown in Tables[6and[7] While a deeper encoder and larger dimensions
offer negligible benefits for the zero-shot case, they significantly boost performance in ICL.

Table 6: Effect of model Table 7: Effect of pre- Table 8: Performance of Tra-
dimension on MotSynth. dictor depth on MotSynth. jICL with ForecastMAE backbone.

minFDE g is reporeted. minFDE g is reporeted. minFDE g is reporeted.
Dim. zero-shot 8-shots Depth  zero-shot  8-shots MotSynth  JTA
ForecastMAE 18.4 0.76
32 19.2 17.7 1 19.1 16.6 +TrajICL (Ours)  16.1 0.68
64 17.9 16.5 2 18.8 16.9 A [125%  -10.5%
128 18.1 15.3 3 18.1 15.3




Result of Different Backbone. We selected Social-Transmotion as our backbone due to its state-of-
the-art performance and generalized architecture. Our TrajICL framework is then integrated with this
backbone to enable ICL capabilities. To confirm the framework’s generalizability, we replaced the
backbone with ForecastMAE [9] (disabling its lane encoder for pedestrian prediction). The results,
summarized in Table 8] verify that our framework is generalizable and can be successfully applied to
different backbones.

4.5 Qualitative Results

We compare randomly selected examples with those chosen by our PG-STES in Figure ] along
with their prediction results. PG-STES effectively selects spatially and temporally similar examples,
enabling our model to generate more plausible predictions, such as a pedestrian riding down an esca-
lator, with a better understanding of 3D structures compared to random selection. Figure [5| highlights
the qualitative results of TrajICL and Social-Transmotion across various datasets, showcasing our
method’s adaptability in predicting future trajectories across domains. Unlike the Social-Transmotion
baseline, which often predicts pedestrians floating in the air, our model aligns closely with the ground
truth, even on non-planar surfaces like stairs. Furthermore, our approach incorporates finer-grained
map awareness, avoiding obstacles like trees and respecting constraints (e.g., not crossing fences),
while capturing behavioral trends such as walking on sidewalks instead of roads.

5 Conclusion

In this paper, we introduce TrajICL, a novel in-context learning (ICL) framework for pedestrian
trajectory prediction that enables adaptation without the need for fine-tuning on the domain-specific
data. We address the challenges of incorporating ICL into trajectory prediction by employing spatio-
temporal similarity-based example selection, prediction-guided example selection, and leveraging a
large-scale synthetic trajectory dataset. In our experiments, we thoroughly validate that our approach
effectively adapts to environmental variations and domain shifts. Despite these promising results,
there remains work to be done. While increasing the number of in-context examples improves
accuracy, it also raises computational costs during inference. We plan to explore this further in our
future work.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: the paper introduces the In-Context Learning framework for pedestrian tra-
jectory prediction, which facilitates adaptation without requiring fine-tuning. This claim is
clearly stated in the abstract.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: the limitations are discussed in the Conclusion section in the main paper.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: this paper is primarily an application-focused work without significant theoret-
ical contributions. It leverages the established theoretical framework of In-Context Learning
without introducing any theoretical extensions. As such, no new assumptions or proofs are
presented.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: the paper provides all necessary details to reproduce the methods and results
presented, in the main text.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: we will open source the code and models.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Due to page length constraints, we provide a detailed explanation of the
training process in the Implementation Details of Experimental Settings section in the main
paper.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: to make the consistent benchmarking practice, we do not report the variance of
the evaluation results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

17


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: we provide details about the computational resources used for the experiments
in the Implementation Details section of the Experiment part.

Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: we have read the code of ethics and conform with it during the work of this
paper.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: there is no societal impact associated with this work. While we use human
trajectory data, no private or sensitive information are utilized.

Guidelines:
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» The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: this paper poses no such risks
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: our code is partially based on the Social-Transmotion codebase, which is
licensed under the GNU Affero GPLv3. We evaluate our method on the MOTSynth, JRDB,
WildTrack, JTA, ETH/UCY, and SDD datasets. MOTSynth, JRDB, and SDD datasets are

licensed under CC BY-NC-SA 3.0, the JTA dataset is licensed under CC BY-NC 4.0, and
the ETH/UCY dataset is licensed under CC BY-SA 4.0.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

19



13.

14.

15.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: we use the MIT License for our code and provide detailed instructions on how
to run it to reproduce the experimental results.

Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: the paper does not involve crowdsourcing or research involving human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: the paper does not involve crowdsourcing or research involving human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer:

Justification: the core methodology and development of this research do not involve the use
of LLMs as an important, original, or non-standard component.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Appendix

A.1 Implementation Detail

MOTSynth and WildTrack datasets are processed at 2.0 FPS, the 9-step observed past corresponds
to 4.5 seconds, and the 12-step predicted future to 6.0 seconds. JRDB, JTA, and SDD datasets are
processed at 2.5 FPS; these durations are 3.6 seconds for the past and 4.8 seconds for the future,
respectively.

A.2 Experiments on Additional Datasets

We also provide the results on ETH-UCY [49, 30] and NBA SportVU [74]]. For NBA SportVU, we
extracted two sub-datasets to use as benchmarks, named Rebounding and Scoring subsets, following
the previous methods [71} [12]]. Table[9|presents a performance comparison on the ETH-UCY. Across
all subsets of ETH-UCY, TrajICL consistently surpasses Social-Transmotion by a notable margin
and achieves competitive performance compared to fine-tuning methods, demonstrating its strong
adaptability and robustness in diverse scenarios. Furthermore, we present a performance comparison
on the challenging NBA SportVU dataset [/4] in Table When the full 100% data pool is
available, TrajICL outperforms Social-Transmotion in both subsets. However, on the rebounding
subset, Social-Transmotion achieves better performance over TrajICL in terms of minFDE x when
only 10% of the pool is available. The reason is that the original scene segments in the NBA dataset
are short, so the default pool size is already small. Maintaining strong performance even with a small
data pool is crucial, and we plan to explore this further in our future work.

Table 9: Comparison with baseline methods on the ETH-UCY [49,[30]. minADE i /minFDE i are
reported. The unit is meters. Bold and underlined fonts represent the best and second-best results,
respectively. The difference (A) represents the percentage improvement achieved by TrajICL over
the vanilla Social-Transmotion.

Method Training-free ETH HOTEL UNIV ZARAL1 ZARA2 AVG

Social-Transmotion [55] v 0.42/0.79 0.11/0.19 0.33/0.59 0.30/0.58 0.26/0.46 0.28/0.52
+Head Tuning 0.46/0.85 0.17/0.31 0.30/0.53 0.25/0.47 0.23/0.42 0.28/0.52
+VPT Shallow [4] 0.43/0.82 0.11/0.17 0.27/0.46 0.21/0.40 0.19/0.31 0.24/0.43
+VPT Deep [4] X 0.46/0.78 0.09/0.13 0.25/0.44 0.19/0.35 0.17/0.29 0.23/0.40
+LoRA (r = 16) [24] 0.38/0.78 0.09/0.13 0.24/0.40 0.19/0.36 0.17/0.30 0.21/0.39
+LoRA (r = 64) [24] 0.44/0.78 0.09/0.13 0.25/0.43 0.20/0.37 0.17/0.30 0.23/0.40
+Full FT 0.36/0.64 0.09/0.13 0.22/0.39 0.19/0.37 0.18/0.32 0.21/0.37
+TrajICL (Ours) v 0.34/0.64 0.10/0.13 0.28/0.48 0.21/0.40 0.24/0.40 0.23/0.41

A -19.0%/-91%  -1.6%/-31.6% -15.1%/-18.6% -36.7%/-31.0% -1.7%/-13.0% -17.9%/-21.2%

Table 10: Comparisons on NBA SportVU. minADE is reported for different percentages of labeled
real data available for the example pool for TrajICL.

Method Training-free Rebounding Subset Scoring Subset
10% 100% 10% 100%
Social-Transmotion [55] v 1.03/1.57 1.02/1.91
+ TrajICL (Ours) v 0.93/1.61 0.90/1.35 0.98/1.78 0.94/1.73

A.3 Comparison with Adapting Trajectory Prediction Methods

Most existing adaptive trajectory prediction methods exhibit tight coupling between the adaptation
module and the prediction model architecture [60, 12} 34]. Moreover, these methods often employ
varied training settings, such as different datasets and target domains, which complicates a fair,
direct comparison. The evaluations in these prior works are also typically limited to baselines
or commonly used prediction models. To establish a direct comparison, our main experiments
include the conceptual methodology from a recent adaptation paper [60] (see Table 1 in the main
paper, “+VPT Shallow”). This was achieved by integrating their visual prompt tuning approach
into our Social-Transmotion base model. For additional context, the performance of other recent
adaptive methods [12} 34] on the same evaluation datasets is Table The results indicate that our
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Table 11: Comparison with adaptive trajectory  Table 12: Different prompt selection meth-
prediction methods. minADE g is reported.

ods. minFDE is reported.

Model SDD  NBA (Rebounding) Selection Method SDD  MotSynth

Latent quridors l60] 8.73 - Random [20][79] 16.6 21.8

RAN [l2] 1.0 1.28 Feature Sim. [2127]  16.0 19.2

MetaTra [34] 10.1 - . . .

Ours 8.40 0.92 Motion Sim. [65] 19.2 32.5
PG-STES (Ours) 14.8 17.5

approach outperforms these methods. However, we note that a direct comparison is challenging due
to significant differences in their underlying model architectures and training datasets.

A.4 Detailed Ablation Study

Effectiveness of the PG-STES. We compare our PG-STES with in-context sample selection strategies
from other computer vision fields in Table[I2] The results confirm that our selection strategy achieves
the best performance on the trajectory prediction task.

Effectiveness of the STES. Figure [6ldemonstrates the impact of integrating our STES into ICL
on the WildTrack SDD, JRDB-World, and JRDB-Image datasets. The inclusion of in-context
examples consistently improves accuracy across all datasets, underscoring the effectiveness of STES
in efficiently enhancing the model’s ICL capability. Furthermore, as shown in Figure[/| we validate
the effectiveness of STES with a larger number of examples. While STES continues to yield
improvements as the number of examples increases across different datasets, the accuracy gains tend

to saturate beyond a certain point.
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Figure 6: Performance of random example selection and the proposed STES at varying numbers of
in-context examples.
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Figure 7: Performance of random example selection and the proposed STES at varying numbers of
in-context examples with a larger number of examples.

Effect of Pool Size. We next investigate the impact of varying the size of the in-context pool.
As shown in Figure 8] experiments on MotSynth reveal that increasing the number of examples
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in the in-context pool leads to improved performance. TrajICL consistently outperforms all fine-
tuning methods on MotSynth. On the other hand, for JTA, when the in-context pool is small,
TrajICL surpasses the fine-tuning methods by effectively preventing overfitting, as it does not require
additional parameter updates. However, as the pool size increases, full fine-tuning begins to achieve
better results on JTA.
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Figure 8: Performance change brought by different sizes of the in-context pool.

A.5 Analysis

Adaptation and Inference Cost. Our primary motivation is to eliminate the fine-tuning and back-
propagation costs on edge devices. The backpropagation process requires significantly more GPU
memory than inference, and our approach also mitigates the burdens of model management and
environment-specific data collection. Therefore, in Table[I3] we compare the fine-tuning cost of the
base model with our method’s inference cost. Our required GPU memory is significantly less than
that needed for fine-tuning the base model, which aligns with our paper’s primary motivation. While
optimizing inference cost is not the main focus of our work, we report these figures for completeness
in Table [[4] We follow the experimental setup of existing ICL approaches [80], where features
for in-context samples are pre-computed. Our overall inference cost is higher due to the additional
Predictor module for aggregating in-context sample features and the two-stage inference via PG-ES.
As mentioned in the conclusion, reducing the inference cost is a current limitation for edge-device
deployment. We believe future work could explore existing techniques, such as Token Merging [6],
to improve inference speed without requiring architectural modifications. The inference cost was
computed on a machine with an Intel Xeon W-3235 CPU, 128GB of RAM, and an NVIDIA Titan
RTX GPU, with GPU memory measured using a batch size of one.

Table 13: Comparison of adaptation cost. Table 14: Comparison of inference time.
Model FLOPs (GFLOPS) GPU Memory (MB) Model FLOPs (GFLOPS)  Params (million) ~ Total Inference time (ms)

ol Tranc : e H Social-Transmotion 3.48 3.10 6.11
Sifr'r‘;leTCrI"‘"bm"“O" Fine-tuning 140'543 ggé +TrajICL 454 415 7.69 +0.04 (retrieval)

Table 15: Robustness evaluation against real- Table 16: Performance comparison of selection
world errors on JRDB-Image using inputs from  strategies with short observation trajectories on
the upstream detector and tracker perception MOTSynth.

modules . Model 9 Timestep 6 Timestep 3 Timestep
. R Social-Transmotion 17.6/23.0 20.1/27.4 24.3/34.1
Model Input minADEzy  minFDEy +TrajICL w/ Random Selection  16.6/21.8 19.0/23.6 19.3/25.7
- - +TrajICL w/ STES Selection 15.6/19.2 16.9/20.7 17.9/22.9
Social-Transmotion GT 2.88 3.32 +TrajICL w/ PG-ES Selection 153/17.5 16.0/18.0 16.4/193
Social-Transmotion ~ Off-the-shelf  3.25, 559  4.33,30.5% A -14.2%/-23.9%  -204%1-343%  -32.5%-43.9%
+TrajICL (Ours) GT 2.61 2.68

+TrajICL (Ours) Off-the-shelf  2.62. .9  2.79.,19

Does ICL Offer Robustness to Real-World Perception Errors? While improving robustness to
trajectory noise is a separate line of research [18[72], relying on clean, ground-truth trajectories is not
feasible in real-world settings. Therefore, we conducted an additional experiment using trajectories
generated by off-the-shelf models (Faster R-CNN [52] for person detection and Deep-SORT [66]
for tracking, pretrained on the MOT17 dataset [46]) on the JRDB Image dataset. The results are
summarized in Table[T5] The "Input” column specifies whether trajectories are ground-truth (GT)
or predicted by off-the-shelf models. The percentage value (+X %) indicates the performance
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degradation when using predicted trajectories instead of GT ones. This setup simulates a fully
automated pipeline that eliminates the need for manual annotation. The results demonstrate that
while the baseline model’s performance severely degrades on noisy inputs (e.g., 30.4% increase in
minFDE ), our model maintains its robustness, with only a 4.1% degradation in minFDE.

Does ICL Performance Hold with Short Observation Trajectories? We conducted an additional
experiment using fewer past timesteps to evaluate performance on short observation trajectories. As
summarized in Table while absolute performance degrades with shorter inputs, our proposed
selection strategies (especially PG-ES) still significantly outperform the random baseline. For
instance, with only 3 timesteps, PG-ES reduces the prediction error from 25.7 (Random) to 19.3,
demonstrating the effectiveness of our approach even with limited input data.

How Does the Iterative Application of PG-ES Affect Trajectory Prediction Performance? Better
performance can be achieved by applying the method multiple times (at least twice), as shown
in Table However, as also mentioned, this increases the computational cost, since each iteration
involves both sample retrieval and the feed-forward computation of the Predictor.

Table 17: Performance improvement via iterative application of PG-ES.

Iteration Times 1 2 3 4
minFDE 175 16.6 16.7 16.7

What is the Relationship between Initial Prediction Error and the Effectiveness of the PG-ES
Method? To better understand the conditions under which PG-ES provides the most benefit, we
analyze its performance gain relative to the initial prediction error. We measure the improvement of
PG-ES over the STES as the improvement in minADE g in Figure[9] The results demonstrate PG-ES
is most impactful on trajectories with high initial errors because such cases typically represent am-
biguous, multimodal scenarios where a single past leads to multiple plausible futures. By generating
a diverse set of hypotheses, the model can then correct its initial, erroneous prediction by selecting
the most viable outcome. This correction process naturally yields the most significant improvements
for the most challenging predictions.
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Figure 9: Impact of initial prediction error on the
efficacy of PG-ES.

Figure 10: Effect of in-context similarity on per-
formance

Effect of Pool Quality on Prediction Accuracy. To analyze the impact of in-context pool quality on
prediction accuracy, we measured the similarity between a target trajectory and the examples in its
pool using the STES metric. A low maximum similarity indicates that the pool lacks relevant examples
for the target, as shown in Figure[I0] The results show that performance degrades when the target
trajectory has low similarity to the pool examples, which often corresponds to out-of-distribution
(OoD) motion patterns. When we categorized target trajectories into three levels based on this
similarity (low, medium, and high) in terms of minADE g, Social-Transmotion achieved respective
scores of 37.0/12.1/5.45 (low/medium/high). In comparison, our TrajICL framework performed
consistently better, achieving scores of 30.3/10.0/4.69. Notably, even for the most challenging
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Figure 11: Qualitative results on MotSynth, JRDB, WildTrack, and SDD.

OoD inputs in the low-similarity group, our TrajICL framework shows a significant performance
improvement over the baseline.

What is the Key Component for Effective Generalization to Real-World Data? Although our
synthetic training data has limited motion diversity compared to real-world datasets, our model
generalizes effectively to challenging benchmarks like WildTrack, JRDB, and SDD. This strong
generalization is primarily due to our PG-STES module. During inference, rather than relying solely
on the synthetically trained model, PG-STES dynamically selects examples relevant to the target
trajectory from a pool of test data. This process provides the model with in-domain knowledge of
the current scene, effectively bridging the synthetic-to-real domain gap. This approach is validated
in Table 3 of our main paper, where using randomly selected in-context samples fails to improve
performance on the JTA dataset. To further quantify the effectiveness of our selection strategy, we
measured the Fréchet Inception Distance (FID) between the feature distributions of selected in-context
examples and the synthetic training data. Our PG-STES method achieves an FID score of 612, a
stark contrast to the 2,454,212 score from random selection. This substantially lower FID score
demonstrates that our strategy is highly effective. By providing the model with the most pertinent
real-world examples at inference time, PG-STES enables robust generalization and overcomes the
limitations of synthetic training.

A.6 More Qualitative Results

We present further qualitative comparisons of TrajICL and Social-Transmotion on the MOTSynth,
JRDB-Image, WildTrack, and SDD datasets in Figure@ Compared to the Social-Transmotion
baseline, our model demonstrates closer alignment with the ground truth by incorporating finer-
grained map awareness and effectively avoiding obstacles.
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