Model-Based Minimum Bayes Risk Decoding for Text Generation

Yuu Jinnai' Tetsuro Morimura' Ukyo Honda' Kaito Ariu' Kenshi Abe'

Abstract

Minimum Bayes Risk (MBR) decoding has been
shown to be a powerful alternative to beam search
decoding in a variety of text generation tasks.
MBR decoding selects a hypothesis from a pool
of hypotheses that has the least expected risk
under a probability model according to a given
utility function. Since it is impractical to com-
pute the expected risk exactly over all possible
hypotheses, two approximations are commonly
used in MBR. First, it integrates over a sampled
set of hypotheses rather than over all possible
hypotheses. Second, it estimates the probability
of each hypothesis using a Monte Carlo estima-
tor. While the first approximation is necessary
to make it computationally feasible, the second
is not essential since we typically have access to
the model probability at inference time. We pro-
pose model-based MBR (MBMBR), a variant of
MBR that uses the model probability itself as the
estimate of the probability distribution instead of
the Monte Carlo estimate. We show analytically
and empirically that the model-based estimate is
more promising than the Monte Carlo estimate in
text generation tasks. Our experiments show that
MBMBR outperforms MBR in several text gen-
eration tasks, both with encoder-decoder models
and with language models. Our code is available
at https://github.com/CyberAgentA
ILab/model-based-mbr.

1. Introduction

One of the key components of text generation is the de-
coding strategy, which is the decision rule used to generate
sentences from the model. Beam search is the popular de-
coding strategy that has been widely used in many directed
text generation tasks, including machine translation (Wu
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et al., 2016; Ott et al., 2019; Wolf et al., 2020), text sum-
marization (Rush et al., 2015; Narayan et al., 2018), and
image captioning (Anderson et al., 2017). However, beam
search is known to have several degeneration problems. For
example, Welleck et al. (2020) report that beam search can
yield infinite-length outputs that the model assigns zero
probability to.

Minimum Bayes Risk (MBR) decoding has recently
gained attention as a decoding strategy with the potential to
overcome the problems of beam search (Goodman, 1996;
Kumar & Byrne, 2004; Eikema & Aziz, 2020; 2022; Freitag
et al., 2022; Bertsch et al., 2023). MBR decoding consists
of the following steps. First, it samples multiple sequences
from the model. Then, it compares each sequence to the
others according to a utility function. Finally, it selects
the sequence that maximizes the expected utility over the
estimated probability distribution over the sequences.

Previous work on MBR decoding uses a Monte Carlo esti-
mate to approximate the probability distribution since it is an
unbiased estimate of the true model distribution. However,
because the number of possible hypotheses is enormous
compared to the number of samples, the estimation error of
the Monte Carlo estimate is huge. This can lead to a huge
error in the expected utility estimate.

We propose model-based MBR (MBMBR), a variant of
MBR that uses a model-based estimate of the MBR objec-
tive instead of a Monte Carlo estimate. The model-based
estimate uses the probability model itself, but with its do-
main limited to the set of observed hypotheses. As such,
the estimate is computationally feasible and as accurate as
the model for the observed sequences. MBMBR is easy
to implement and requires only the model probability of
the sampled sequences, which can be obtained concurrently
with the sampling procedure.

We first evaluate the model-based estimate and show ana-
Iytically that the Kullback-Leiber (KL) divergence from the
true model probability is guaranteed to be lower than that of
the Monte Carlo estimate. We also empirically evaluate it on
various text generation tasks, indicating that model-based
estimate is better for the use of MBR.

We then apply MBMBR to several text generation tasks:
machine translation, text summarization, image captioning,
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and data-to-text. We evaluate it in two settings: using a
domain-specific conditional generation model, and using a
language model (LLM) with prompting. MBMBR outper-
forms MBR in all settings except when the model generates
low-quality sequences. The experimental results show that
MBMBR is an effective decoding strategy that can replace
MBR to improve text generation in a wide range of settings.

2. Background

Text generation is the task of generating an output sequence
y given an input sequence x. Probabilistic text generators
define a probability distribution Py,de1(y|x) over an output
space of hypotheses ). The set of complete hypotheses )V
is:

Y :={BOSovoEOS|veV} (1)

where o is a string concatenation and V* is the Kleene
closure of a set of vocabulary V. The goal of decoding is to
find the highest-scoring hypothesis for a given input.

One of the most common decision rules is maximum-a-
posteriori (MAP) decoding. MAP decoding finds the most
probable translation under the model:

hWMAP — arg max Ppoger(h|x). 2)

hey

In this paper, we denote Py ode1(h|x) by Proder(h) for
brevity. Although it seems intuitive to solve this MAP ob-
jective, previous work has pointed out two critical problems
with this strategy. First, because the size of the hypothesis
set || is extremely large, it is intractable to solve exactly.
Second, the MAP objective often leads to low quality output
(Stahlberg & Byrne, 2019; Holtzman et al., 2020; Meis-
ter et al., 2020). Indeed, Stahlberg & Byrne (2019) show
that h™MAF is often found to be the empty sequence in their
experimental setting.

As such, beam search is commonly used as a heuristic algo-
rithm to solve a decoding problem (Graves, 2012; Sutskever
et al., 2014). Beam search considers a fixed number k of
options at each step. It is known to produce higher quality
sequences than MAP decoding in a wide range of tasks.
However, beam search is known to have degeneration prob-
lems such as repetitions and infinite length outputs (Cohen
& Beck, 2019; Holtzman et al., 2020).

2.1. Minimum Bayes Risk Decoding

Unlike MAP decoding, which searches for the most prob-
able output, MBR decoding searches for the output that
maximizes expected utility, which is equivalent to mini-
mizing risk (Goel & Byrne, 2000; Kumar & Byrne, 2002;
2004). The procedure consists of two components: a text
generation model Pyoq401(y) and a utility metric u(h, y).!

'We denote Prodel (¥|X) by Pmodel (y) for simplicity.

The utility metric u(h, y) estimates the quality of a candi-
date output h given a reference output y. Given a set of
candidate hypotheses Hcana € )V, MBR decoding selects
the best hypothesis according to its expected utility over the
distribution of human references:

human [u(h,y)]. 3)

= arg max E
h€Hcana Y~FPhuman

Since Pyuman 18 unknown, MBR instead uses the model
probability Ppoqel to approximate Phyman-

hmodel [u(h, y)]

=argmax [
heHcana Y~ Pmodel

= argimax Z ’U,(h, Y) : Pmodel(y)- (4)
h€Hcand

For the rest of the paper, we will denote Py,4e1 as P for
simplicity, unless otherwise noted. Since integration over Y
is computationally intractable, Eq. (4) is approximated by
a Monte Carlo estimate (Eikema & Aziz, 2022; Farinhas
et al., 2023) using a collection of reference hypotheses H ¢
sampled from the model P:?

1
hM€ = arg max —— Z u(h,y). 5)
heHeana | Hret| (57

Eq. (5) is derived by replacing the true model probability P
in Eq. (4) with the empirical distribution P, which is the
number of occurrences of y in H ¢ divided by the number
of samples | H,ef]:

R ren Wy =y
P(y):Zy 6”"(;; (f| ) (6)

Using 15, we can rewrite Eq. (5) as follows:

hMC = arg max E [u(h,y)]

heHcana y~P

—argmax 3 u(hy) - P(y)
heHcana yey

—argmax Y u(hy) Ply). ()

h€Hcand YEH ot

Note that P(y) is zero for y € 3\ Hyer. Standard practice
is to use the same set of hypotheses for the candidate set
Heana and the reference pool Hyer (H := Heand = Hret)-

The choice of sampling algorithm to collect  has been
studied extensively, as it has been shown to be critical to the
performance of MBR (Ohashi et al., 2024). Recent work has
shown that MBR works best with a probabilistic sampling
algorithm (Eikema & Aziz, 2020; Fernandes et al., 2022;
Freitag et al., 2023).

>H,er is a collection where it may have multiple instances of
the same element.
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Method Estimator Objective
Target Objective hmedel (Eq. 4) P Syey u(h,y)P(y)
Monte Carlo (MBR) hMC (Eq. 7) P Syern.., u(h,y)P(y)
Model-Based (MBMBR) hMP (Eq. 8) Pug  Yyer ulh,y)P(y)

Table 1. Comparison of the surrogate objective functions of MBMBR and MBR. MBR uses Monte Carlo estimate to approximate the

target MBR objective whereas MBMBR uses the model P as is.

3. Model-Based Minimum Bayes Risk
(MBMBR) Decoding

The estimation error of the Monte Carlo sum comes from
two approximations. First, the domain of the reference hy-
potheses is restricted to the collection of sampled sentences
H.et instead of V. This approximation is necessary because
enumerating all hypotheses in ) is infeasible. Second, the
probability of each sentence in H,.r is estimated by the
Monte Carlo estimate instead of the true model probability
P. While the first approximation is necessary, the second
approximation is unnecessary if the model probability is ac-
cessible, which is the case for most decoding scenarios. To
this end, we propose a model-based MBR (MBMBR) de-
coding, a variant of MBR that uses a model-based estimate
instead of a Monte Carlo estimate:

hMB = arg max Z u(h,y) - P(y), ®)
heHcana yER

where R is a set of references where the duplicates are re-
moved from the H,..s. The model-based estimate simply
replaces P with P. While vanilla MBR estimates the prob-
ability distribution using only the samples, MBMBR uses
both the samples and their model probability to estimate. In-
tuitively, MBMBR can fully exploit the inherent properties
of the given model. This allows a more accurate proba-
bility density to be computed, resulting in more accurate
estimates.

The idea of using model probability for MBR is not new
per se. The model probability P is used when H, s is col-
lected by a beam search instead of probabilistic sampling
algorithms (Goel & Byrne, 2000; Kumar & Byrne, 2002;
2004). The novelty of the idea is to show that we can make
use of the model probability with a probabilistic sampling
algorithm to further improve the MBR decoding. In the
following sections, we show that (1) the divergence of the
estimated distribution is guaranteed to be smaller (or equal
in extremely unlikely cases) than using the Monte Carlo
estimate (Section 4), (2) the divergence of the estimated
distribution is reduced so that about half as many samples
are needed to achieve the same divergence as with Monte
Carlo estimate (Figures 1 and 2), and (3) using the model
probability, MBMBR outperforms MBR in a wide range of
text generation tasks (Section 5).

Mitigating the Length Bias. The problem of using P
directly for MBMBR is that it imposes a bias on the hypoth-
esis selection if the model is biased. Length bias is one of
the well-known problems that text generation model tends to
generate outputs that are too short (Koehn & Knowles, 2017;
Murray & Chiang, 2018; Stahlberg & Byrne, 2019). This
is problematic since Phyman 1S unlikely to have such a bias
as strong as the model probability P. Although previous
work shows that vanilla MBR decoding generates outputs
relatively close in length to the references (Bertsch et al.,
2023), MBMBR is directly subject to the length bias since
it uses the probability itself (See Section 5.3.1).

To remedy this problem, we use length normalization
with a P normalized by the length of the sequence (Mur-
ray & Chiang, 2018; Bertsch et al., 2023). Suppose the
model probability is biased to generate shorter sequences:
P(y) ~ e “®) Pyyman(y), where £(y) is the length of y,
we compensate for this bias as follows:

hMBL — arg max Z u(h,y) - '™ P(y). )
h€Hcand yER

In this way, we expect to mitigate the assumed length bias
as:

el(y)P(y) ~ el(y)eil(y)Phuman(y) = Phuman(y)- (10)

We denote a variant of MBMBR computing h™MBr as length-
normalized MBMBR (MBMBR}).

4. Properties of the Model-Based Estimate

In this section, we first introduce the model-based estimator
Pug for the sake of analysis and give an example to illus-
trate its difference from the Monte Carlo estimator (Table
2). We then evaluate its divergence from the true model
probability analytically and empirically.

4.1. Probability Distribution of Model-Based Estimate

MBMBR can be understood as a standard MBR, but using
the following probability distribution instead of the empiri-
cal distribution:

aP(y) ifyeR
0 otherwise,

Puly) = { (11)
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Sampled Texts Target Monte Carlo Estimate = Model-Based Estimate
Text #Occurrences P P PMB
But telling the truth is not a crime. 2 0.3 0.4 0.6
However, telling the truth is not a crime. 2 0.1 0.4 0.2
But to tell the truth is not a crime. 1 0.1 0.2 0.2
(All others) 0 0.5 0 0
Dxw(-[|P) 0 0.808 0.693

Table 2. Illustrative example of the model-based estimate. While the Monte Carlo estimate P uniformly assigns the same weight to the
sampled text without considering the P, the model-based estimate takes advantage of the fact that the P is given in the text generation

task and uses P to adjust the distribution accordingly.

where o = " L is a normalization factor so that

Xyer PO
it sums to 1: Zyey PMB(y) = 1. Note that Pyp is in-
troduced solely for analysis and computing it is not neces-
sary to run MBMBR. One can follow Eq. (8) to implement
MBMBR. Py is a probability distribution with support
restricted to ‘R and its probability is proportional to P. We
denote Pyip(y) as a model-based distribution.

Using PMB, we can rewrite the form of the MBMBR as
follows:

h'? u(h,y) - P(y)

yER

= argmax
heH cand

= arg max Z u(h,y) - Pus(y). (12)

h€Hcana yey

Compared to h™°d¢! (Eq. 4), the difference is that the prob-
ability distribution P is replaced by the model-based distri-
bution PMB. Therefore, as PMB gets closer to P, we expect
hMB to get closer to h™°9°! which is the gold standard for
the MBR objective (See Section 4.3).

Example. Table 2 describes an example to illustrate
the property of model-based distribution.  Suppose
we sample five sentences Hyet = (Yo0,¥0,¥1,¥Y1,Y2)
and their probabilities according to the model P
are yo=0.3,y; =0.1, and y,=0.1, respectively,
and thus 37 4 P(y)=05. The empirical
distribution takes into account of the number of
occurrences to compute the Monte Carlo sum to
get P(yo) =0.4,P(y1) = 0.4, P(ys) = 0.2. The
model-based distribution ignores the number of oc-
currences and uses P to Weight the sample, thus
PMB(YO) = 0.67 PMB (Y1) = 0.2, PMB(YQ) =0.2. The
Kullback—Leibler (KL) divergence (Cover & Thomas,
2006) of the model-based distribution from the model
probability is Dy, (Pyg||P) = 0.693 while that of the
empirical distribution is Dk, (P||P) = 0.808. This shows
that the model-based distribution is a better estimate of the
true model probability than the Monte Carlo estimate.

4.2. Divergence of the Model-Based Estimate to the
True Distribution

Analytical Results. The model-based estimate is guaran-
teed to be better than the Monte Carlo estimate with respect
to the KL divergence. In fact, it is optimal over a collection
of probability distributions with support restricted to Hf.
Let A()) be a collection of probability distributions over
YV, and A(Y; H,er) be a subset of A()), a collection of
probability distributions over ) with their support restricted
t0 Href:

A(y;Href) ==
{pe A) | Vy € Y\ Hret, p(y) = 0}.
Theorem 4.1. The model-based distribution minimizes the

Kullbuck-Leiber divergence over a collection of probability
distributions with their support restricted t0 Het.

13)

Pup = argmin {Dky(p||P)}.
PEA(Y;Hret)

(14)

The proof is in Appendix A. The model-based estimate is
thus the information projection (Cover & Thomas, 2006) of
P onto A(Y; Hyet)-

Corollary 4.2. The KL divergence of the model-based esti-
mate from the true model probability is less than or equal
to that of the Monte Carlo estimate:

Dy (Pus||P) < DxL(P||P). (15)

The proof is immediate from the Theorem 4.1. The equal-
ity holds if and only if p(y) = ¢P(y) for some constant
c and for y € H,.r, which is an extremely unlikely condi-
tion where the ratio of the number of occurrences of each
hypothesis y in H,.f exactly matches the ratio of P(y).

Simulation Study of the Divergence of the Model-Based
Distribution. We evaluate the accuracy of model-based
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distribution in a controlled experiment where the true distri-
bution is known exactly. We use a Zipf distribution as the
true distribution in this experiment (Piantadosi, 2014):

(16)

We set a = 2, and limit the domain to y € {0, 1, ...,499}.
We run this experiment 100 times and compute the mean and
the standard deviation of the KL divergence. The mean (%
stddev) of the KL divergence of the Monte Carlo estimate
is 0.183 (£0.054), and that of the model-based estimate
is 0.069 (£0.016). The result shows that the model-based
estimate is closer to the true probability distribution than the
Monte Carlo estimate, as supported by Corollary 4.2.

Empirical Validation of Model-Based Estimates. To
empirically evaluate the model-based distribution in text
generation tasks, we compute the KL divergence and the
Jensen-Shannon divergence on WMT’ 19 De-En (Barrault
et al., 2019), IWSLT’17 Fr-En (Cettolo et al., 2017), XSum
(Lewis et al., 2020), and MS COCO (Lin et al., 2014)
datasets. We use the first 1000 inputs for each dataset. We
sample 256 sentences for WMT’ 19 De-En and 64 for the
other datasets using epsilon sampling (¢ = 0.02). Figure
la shows the KL of the model-based and empirical dis-
tributions from P, averaged over the source sentences of
WMT’ 19 De-En. See Appendix C for the rest of the datasets
and for the Jensen-Shannon divergence. We observe that
both the KL and JS divergences of the model-based distri-
bution are significantly smaller than that of the empirical
distribution in all four datasets. Approximately twice as
many samples are required for the Monte Carlo estimate to
achieve the same divergence as the model-based estimate.
The empirical result shows that the model-based estimate is
significantly more accurate than the Monte Carlo estimate
in terms of KL divergence in a wide range of tasks.

4.3. Relationship of KL Divergence on Output Quality

Analytical Results. We observe that the model-based es-
timate has smaller KL divergence than the Monte Carlo
estimate in Section 4.2. The question is how it affects the
output of the MBR decoding. We first show an upper bound
of the estimation error of the MBR objective using KL di-
vergence.

Lemma 4.3. The estimation error of the MBR objective
using a probability distribution p as an estimate is upper
bounded by the KL-divergence:

| E [u(b,y)] = E [u(b,y)]] < tmaxv/2DxL(p|P),

y~P y~p
(17)

where Umax Is an upper bound of |u| (Umax =
maxy ey [u(y,y’)|)-

0.65 —
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\ Pys: Model-Based (MBMBR)
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Figure 1. (a) Kullback-Leibler divergence of the empirical distribu-
tion and the model-based distribution from the true model probabil-
ity Pmodel, averaged over the source sentences. (b) The correlation
of the average KL divergence to the average BLEU score of the
output. Evaluated on WMT’ 19 De-En.

The proof is in Appendix B. The lemma shows that a lower
KL divergence corresponds to a reduced upper bound on
the estimation error in the MBR objective. Therefore, by
minimizing the KL divergence, we anticipate generating a
better hypothesis by MBR decoding.

Empirical Validation of the KL Divergence and the
BLEU Score. Although Lemma 4.3 shows that KL di-
vergence upper bounds the estimation error of the MBR
objective, its practical implication is unclear. To this end,
we evaluate the correlation of the average BLEU scores and
the average KL divergence of the model-based and Monte
Carlo estimates using the WMT’ 19 De-En dataset. The ex-
perimental setup is the same as in Section 4.2. We compute
the BLEU score for |H.ct| € {4,8,16,32,64,128,256}.
The relationship of the KL divergence and the BLEU score
is present in Figure 1b. The lower the KL divergence is the
BLEU score tends to be higher in both algorithms. This
shows that MBR using the model-based estimates achieve
higher output quality (BLEU score) by reducing the KL
divergence from the true model probability.
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WMT’19 De-En WMT’19 Ru-En
Epsilon Sampling (e = 0.02) Epsilon Sampling (e = 0.02)
|H| 4 8 16 32 64 128 256 4 8 16 32 64 128 256
MBR 31.26 3279 34.04 3543 3543 3562 3577 28.00 30.03 31.14 3195 3194 32.68 32.61
MBMBR  32.01 34.09 34.89 3547 3595 3584 3586 29.55 30.77 31.69 3225 3221 3258 3290
MBMBR. 3196 33.53 3429 35.77 3561 3585 3584 28.99 30.50 3140 32.27 3227 33.01 32.86
Top-k Sampling (k = 10) Top-k Sampling (k = 10)
|H| 4 8 16 32 64 128 256 4 8 16 32 64 128 256
MBR 29.73 3143 3284 3357 3426 3455 3482 27.09 2933 3023 3095 3146 31.69 31.80
MBMBR  30.87 32.34 33.79 35.09 3534 35.62 3549 2796 2971 30.75 31.48 31.81 31.86 3193
MBMBR. 30.68 3197 3335 3424 3473 3478 3526 2811 29.54 30.39 3126 31.59 3211 32.09
Nucleus Sampling (p = 0.9) Nucleus Sampling (p = 0.9)
|H| 4 8 16 32 64 128 256 4 8 16 32 64 128 256
MBR 2871 30.35 3190 3346 34.13 34.69 3480 2551 2846 2925 30.15 30.79 3143 31.35
MBMBR  29.63 3149 3243 3388 34.14 3489 3549 26.65 2847 2940 30.54 31.24 31.68 31.71
MBMBR; 29.34 31.12 3235 33.78 34.10 3488 3521 26.67 28.61 29.83 30.21 31.04 3151 31.61
Ancestral Sampling Ancestral Sampling
|H| 4 8 16 32 64 128 256 4 8 16 32 64 128 256
MBR 2431 2574 27.75 29.11 31.01 31.85 3277 21.34 2235 24.60 2583 26.67 27.39 27.30
MBMBR  23.84 2548 2743 29.04 30.70 32.05 32.80 2046 2142 2401 2507 2596 26.75 27.18
MBMBR. 23.78 25.68 27.71 29.19 30.81 3192 33.05 20.72 21.88 24.15 2544 26.59 2749 27.69
#wins MBMBR;, > MBR 24/28 #wins MBMBR; > MBR 23/28
#wins MBMBR > MBR 23/28 #wins MBMBR > MBR 20/28
#wins MBMBR;, > MBMBR 7/28 #wins MBMBR;, > MBMBR 16/28

Table 3. BLEU score of MBMBR and MBMBR|, with different sampling strategies on WMT’19 De-En and Ru-En. We evaluate using the
first 1000 inputs of the dataset. The best score with the same sampling algorithm and number of samples is in bold. The second best
score is underlined. Among the 56 settings (2 datasets, 4 sampling algorithms, with |H| € {4, 8, 16, 32, 64, 128,256}), the total #wins
MBMBR, > MBR is 47/56, #wins MBMBR > MBR is 43/56, and #wins MBMBR_ > MBMBR is 23/56.

5. Experiments

We evaluate MBR, MBMBR, and MBMBR|. on machine
translation, text summarization, and image captioning tasks.
We compare them using various probabilistic sampling
algorithms which we describe in Section 5.1. We use
BERTScore (Zhang et al., 2020) as the utility function of
MBR for all experiments. We use Huggingface’s Trans-
formers library to run all experiments (Wolf et al., 2020).
For reproducibility, all experiments are performed using
publicly available pretrained models and datasets. Due to
computational resource constraints, we evaluate the first
1000 inputs of each dataset. For SAMSum dataset (Section
5.3.1), we use the entire test dataset (819 inputs).

5.1. Sampling Algorithms for MBR

The choice of sampling algorithm to collect the hypothe-
ses has been studied extensively, as it has been shown to
be critical to the performance of MBR. While most of the
classical work on MBR relies on beam search to generate
samples, Eikema & Aziz (2020) propose to use unbiased

sampling through ancestral sampling (Robert & Casella,
1999). Fernandes et al. (2022) have found that MBR with
top-k sampling (Fan et al., 2018) and nucleus sampling
(Holtzman et al., 2020) generates much higher quality se-
quences compared to ancestral sampling. Top-k sampling is
a simple modification of ancestral sampling that truncates
all tokens except the k most probable tokens. Similar to
top-k sampling, nucleus sampling also truncates the lower
tail of the probability distribution. Nucleus sampling trun-
cates all tokens except those in the nucleus, the smallest
possible set of tokens that covers a fraction p of the model
probability. Freitag et al. (2023) show that epsilon sampling
(Hewitt et al., 2022) further improves these sampling algo-
rithms on machine translation tasks. Epsilon sampling is
also a variant of ancestral sampling that truncates tokens
whose probability is less than a fixed threshold €. While the
empirical distributions of top-k sampling, nucleus sampling,
and epsilon sampling are biased and inconsistent estima-
tors of the model probability P, MBR decoding using these
sampling algorithms has been empirically shown to produce
higher quality text than using ancestral sampling, which is
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unbiased and consistent.

5.2. Machine Translation

‘We evaluate machine translation in two scenarios: (1) de-
coding a domain-specific machine translation model and
(2) decoding an instruction-tuned language model with a
prompt to trigger its translation capability.

5.2.1. MACHINE TRANSLATION MODEL

We evaluate the performance of machine translation models
using the WMT’ 19 dataset (Barrault et al., 2019). WMT’19
dataset examines translation between English and other lan-
guages in the news domain. We run experiments on four
language pairs: English <> German (En<De) and English
<> Russian (En<>Ru) using the pretrained models of each
language pair provided by fairseq (Ng et al., 2019).

We sample 256 sentences per source sentence for De and
Ru—En. We use epsilon sampling (Hewitt et al., 2022; Fre-
itag et al., 2023), top-k sampling (Fan et al., 2018), nucleus
sampling (Holtzman et al., 2020), and ancestral sampling.
The parameters for the sampling methods are set according
to the work of Freitag et al. (2023). For epsilon sampling,
e = 0.02. kissetto k = 10 for top-k sampling. For nucleus
sampling, p = 0.9 is set. The temperature is set to 1.0 for
all algorithms. We evaluate the BLEU score (Papineni et al.,
2002) using the sacreBLEU library (Post, 2018).

Table 3 shows the BLEU score from German and Russian to
English. Overall, we observe that MBMBR and MBMBR[,
outperform MBR, except for ancestral sampling. As a ref-
erence, the BLEU score of a beam search with reranking
is 40.8 for De-En and 40.0 for Ru-En (Ng et al., 2019).
Table 4 shows the BLEU score of En-De and En-Ru with
epsilon sampling. We observe that the proposed method
outperforms the baseline in all settings.

We additionally evaluate the performance of MBMBR and
MBR using utility functions trained for machine translation
which we describe in Appendix D.

5.2.2. LANGUAGE MODEL WITH PROMPTING

For the experiments on a language model, we use IWSLT
2017 French — English dataset as a benchmark (Cettolo
et al., 2017). We use BLOOMZ and mTO model (7.1B)
loaded in 8-bit precision to reduce memory consumption
(Muennighoff et al., 2023). 64 sentences are sampled using
epsilon sampling with e = 0.02. The prompt is described
in Appendix G. The BLEU score of IWSLT 17 Fr-En is
reported in Table 5. We observe that MBMBR outperforms
MBR, especially when the number of samples is small. We
additionally evaluate MBMBR using LLM-based machine
translation models which we describe in Appendix E.

WMT’19 En-De
| 4 8 16 32 64
MBR 29.03 3073 32.10 33.18 34.04
MBMBR  30.00 3145 3232 33.06 34.00
MBMBR, 29.94 31.17 3226 33.35 34.41

WMT’19 En-Ru
| 4 8 16 32 o4
MBR 2468 2626 27.25 2780 27.97
MBMBR 2552 2672 27.19 28.14 28.53
MBMBR, 25.15 26.60 27.34 28.08 28.19

Table 4. BLEU scores of MBMBR and MBR on WMT’19 En-De
and En-Ru using machine translation models (Ng et al., 2019). We
use epsilon sampling with ¢ = 0.02. BERTScore is used as the
utility function of MBR. Due to computational constraints, we
evaluate using the first 1000 inputs of the dataset.

IWSLT’ 17 Fr-En

| 4 8 16 32 64
MBR 2533 2689 27.94 2848 29.43
MBMBR  26.58 27.77 28.52 29.51 2925
MBMBR, 2626 27.16 2838 29.15 29.51

Table 5. BLEU scores of MBMBR and MBR on IWSLT’17 using
BLOOMZ and mTO model (Muennighoff et al., 2023). We use
epsilon sampling with e = 0.02. BERTScore is used as the utility
function of MBR. Due to computational constraints, we evaluate
using the first 1000 inputs of the dataset.

XSum
|H| 4 8 16 32 64
MBR 32.01 3396 34.80 3541 35.90
MBMBR  31.69 33.09 34.00 34.72 35.51
MBMBR. 32.65 34.01 35.00 35.63 36.18
SAMSum
|H| 4 8 16 32 64
MBR 30.55 31.16 31.98 32.51 33.03
MBMBR  31.68 32.44 33.14 33.86 34.50
MBMBR; 31.17 32.06 32.62 3299 33.14

Table 6. ROUGE-L scores of MBMBR and MBR on XSum and
SAMSum using text summarization models (Lewis et al., 2020).
We use epsilon sampling with e = 0.02. BERTScore is used as
the utility function of MBR. Due to computational constraints, we
evaluate using the first 1000 inputs of the dataset.
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CNN/DM
| 4 8 16 32 64
MBR 1672 1662 1694 17.55 17.26
MBMBR 17.37 17.16 17.63 18.07 17.73
MBMBR, 1675 1675 1698 17.63 17.38

Table 7. ROUGE-L scores of MBMBR and MBR on CNN/DM
using Mistral-7B-Instruct-v0.1 (Jiang et al., 2023). We use epsilon
sampling with e = 0.02. BERTScore is used as the utility function
of MBR. Due to computational constraints, we evaluate using the
first 1000 inputs of the dataset.

5.3. Text Summarization

We evaluate text summarization using (1) a BART model
specifically fine-tuned for each text summarization dataset
and (2) a general-purpose LLM with prompting.

5.3.1. TEXT SUMMARIZATION MODEL

We use XSum (Narayan et al., 2018) and SAMSum (Gliwa
et al.,, 2019) datasets to evaluate the performance of
MBMBR on the text summarization task. XSum dataset
is a benchmark for an abstractive single-document summa-
rization. The documents are collected from BBC articles.
We use a BART model pretrained on XSum dataset (Lewis
et al., 2020). SAMSum corpus is a collection of messenger-
like conversations with summaries. We use a BART model
pretrained on SAMSum dataset. We evaluate ROUGE-L
(Lin, 2004) using HuggingFace’s evaluate library.

Although the performance of sampling algorithms has been
extensively compared for machine translation tasks (Freitag
et al., 2023), little has been evaluated for other text gener-
ation tasks. As a preliminary experiment, we evaluate the
performance of MBR using epsilon sampling (¢ = 0.02),
top-k sampling (K = 10), nucleus sampling (p = 0.9), and
ancestral sampling on text summarization tasks (XSum and
SAMSum) and image captioning tasks (MS COCO and
nocaps; see Section 5.4). The results show that epsilon
sampling outperforms others on all datasets (Appendix F).
Based on this observation, we will continue the evaluation of
MBMBR and MBR using epsilon sampling with e = 0.02.

The result using epsilon sampling is shown in Table 6. Over-
all, MBMBR{ outperforms MBR in both datasets. However,
we observe that MBMBR drops in the ROUGE-L score in
XSum dataset. To investigate the effect of length normal-
ization, we compute the relative length of the selected sen-
tence compared to the reference text (¢(y)/¢yct) by the three
methods. The average (standard deviation) of the relative
length over the dataset of MBR, MBMBR, and MBMBR[
are 0.870 (£0.268),0.777 (£0.234), and 0.851 (£0.270),
respectively. MBMBR has decreased the relative length by
about 10% compared to MBR, which we speculate is the rea-

MSCOCO
1| 4 8 16 32 64
MBR 27.12 2846 3042 3151 3324
MBMBR 2875 30.56 33.12 3425 34.96
MBMBR, 28.65 29.29 31.14 32.54 33.99
nocaps
1| 4 8 16 32 64
MBR 2543 27.67 28.73 30.93 31.42
MBMBR 2331 2473 2587 2691 2727
MBMBR, 28.86 29.78 3047 3210 32.68

Table 8. BLEU scores of MBMBR and MBR on MSCOCO and
nocaps using BLIP-2 (Li et al., 2023) with Flan T5-x1 (Chung
et al., 2022). We use epsilon sampling with e = 0.02. BERTScore
is used as the utility function of MBR. Due to computational
constraints, we evaluate using the first 1000 inputs of the dataset.

E2E NLG
| 4 8 16 32 64
MBR 2049 2077 2042 21.04 22.30
MBMBR 1779 1701 1580 1626 16.07
MBMBR, 19.93 21.28 20.88 20.99 22.03

Table 9. BLEU scores of MBMBR and MBR on E2E NLG using
Mistral-7B-Instruct-v0.1 (Jiang et al., 2023). We use epsilon sam-
pling with e = 0.02. BERTScore is used as the utility function
of MBR. Due to computational constraints, we evaluate using the
first 1000 inputs of the dataset.

son for the decrease in the ROUGE-L score. MBMBR| also
becomes shorter but only by about 2%. For the SAMSum
dataset, the decrease in relative length of MBMBR is about
2% which may be the reason why MBMBR successfully
achieves a higher ROUGE-L score.

5.3.2. LANGUAGE MODEL WITH PROMPTING

CNN/DM is a collection of news articles and their sum-
maries by journalists from CNN and the Daily Mail (Her-
mann et al., 2015). We run experiments on CNN/DM with
Mistral-7B-Instruct-v0.1 (Jiang et al., 2023) loaded with
4-bit precision. See Appendix G for the prompt we use
for CNN/DM. The result is shown in Table 7. We see that
MBMBR has a higher ROUGE-L score compared to MBR.

5.4. Image Captioning with BLIP-2

We evaluate our method for image captioning tasks. Al-
though the input for the image captioning task is an image
rather than a text, MBR is applicable as is. That is, we gen-
erate a set of hypotheses conditional on the input image and
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then select the best hypothesis using the MBR objective.

We use BLIP-2 (Li et al., 2023) with Flan T5-x1 (Chung
et al., 2022) loaded in 8-bit to evaluate on two datasets:
MS COCO dataset (Lin et al., 2014) and nocaps dataset
(Agrawal et al., 2019). We use a fine-tuned model for MS
COCO and a base model for nocaps. Overall, MBMBR[
outperforms MBR in both datasets (Table 8).

5.5. Data-to-Text with Few-Shot Learning

We evaluate the proposed method on a data-to-text gener-
ation task using E2E NLG dataset (Novikova et al., 2017).
E2E NLG is a data-driven natural language generation task
in the restaurant domain. Given a set of key-value pairs
about a restaurant, the task is to provide a short English
description of the restaurant in a few sentences. We use
a Mistral-7B-Instruct-v0.1 (Jiang et al., 2023) loaded with
4-bit with a prompt provided by Suzgun et al. (2023). The
result is shown in Table 9. Overall, we observe no improve-
ment over the baseline in E2E NLG dataset. We speculate
that this is because the quality of the sentences generated is
not high enough for the MBR to work properly.

6. Related Work

MBR decoding has been studied in many NLP tasks includ-
ing parsing (Goodman, 1996), speech recognition (Goel &
Byrne, 2000), bilingual word alignment (Kumar & Byrne,
2002), and machine translation (Kumar & Byrne, 2004).
MBR decoding has recently gained attention in machine
translation to overcome some of the biases of MAP decod-
ing in neural machine translation (Eikema & Aziz, 2020;
Miiller & Sennrich, 2021; Eikema & Aziz, 2022).

Freitag et al. (2022) and Fernandes et al. (2022) show that
using neural-based utility functions such as BLEURT (Sel-
lam et al., 2020; Pu et al., 2021) and COMET (Rei et al.,
2020; 2022) instead of lexical overlap metrics (e.g., BLEU)
further improves the output quality of the MBR decoding.
The improvement in utility function is orthogonal to our
approach as our improvement is on the estimation of the
distribution.

The main drawback of MBR decoding is that it is computa-
tionally intensive. Cheng & Vlachos (2023) shows that the
number of calls to the utility functions can be significantly
reduced by iteratively reducing the number of candidates.
Finkelstein & Freitag (2024) and Yang et al. (2023) show
that self-training a machine translation model using its own
MBR-decoded output can improve the performance of more
efficient decoding methods such as beam search.

7. Conclusion

We propose model-based MBR (MBMBR) decoding, a
variant of MBR that uses a model-based distribution as
an estimator of the model probability. We evaluate the
model-based distribution analytically and empirically to
show that it is closer to the true model probability than the
Monte Carlo estimate with respect to KL divergence. The
result suggests that the model-based distribution is likely
to be a better estimator for the purpose of MBR decod-
ing. We perform MBMBR decoding on a variety of text
generation tasks, including machine translation, text sum-
marization, image captioning, and data-to-text, using both
domain-specific sequence-to-sequence models and domain-
independent large language models. The empirical results
show that MBMBR outperforms MBR in most cases. We
believe that MBMBR will be a practical choice for future
MBR decoding because of its applicability and significant
performance improvements.
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A. Proof of Theorem 4.1

From the convention 0log 0 = 0 and the log sum inequality
(LSI) (Theorem 2.7.1 in Cover & Thomas (2006)), we have
for any p € A(yy Href):

Dy (pl|P)

0log 0=0 p(y)
= p(y)lo
ygﬂ (¥)los 505
ref

LSI > yer: PY)

> (> P(y))log 5= P

YEH et

=—log ) P(y)

YEH et

=loga, (18)

where the third equality follows from the fact that
> yen. P(y) = 1, and the last equality follows from the

o . _ 1
definition of o = 7Ey€?-trcf PG

On the other hand, from (11), we get:

D (Pus||P) =

which matches the lovyer bound in (18). Therefore, we have
DKL(p| |P) > DKL(PMBHP) for any p € A()}, Href).
B. Proof of Lemma 4.3

Lemma 4.3 is derived by Pinsker’s inequality (Csiszar &
Korner, 2011):

‘ E [u(hvy)] - E [U(h,y)”

y~P y~p
=Y u,y)(Py) = p(y))l
yey
< Umax Z |P(y) — p(y)|
yey

< Umax V 2DKL(pHP)

C. Empirical Evaluation of the Divergence

The result of the KL divergence on IWSLT’ 17 Fr-En, XSum,
and MS COCO is shown in Figure 2. See Section 4 for the
experimental setup. The model-based estimate significantly
reduces the KL divergence compared to the Monte Carlo
estimate in all domains.

As an additional measure of the divergence, we compute
the Jensen-Shannon Divergence (JSD). Note that the JSD of

N -—— P: Monte Carlo (MBR)
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0.650 . Pug: Model-Based (MBMBR)
N,
0.625 =
g
2 0.600 S~
9] Ss~o
2 . NI
@0575 N TTm=el
2 77 I N R R B
a
< 0.550
0.525
0.500
0 10 20 30 40 50 60
Number of samples
(a) IWSLT’17 Fr-En
0690 3 -—- P: Monte Carlo (MBR)
el Pus: Model-Based (MBMBR)
0.685 e —
o Nl Tl
o =~
c [==x
= =t
2 0.680
CIJ
=
a
-
X
0.675
0.670
0 10 20 30 40 50 60
Number of samples
(b) XSum
068 \\\ == P Monte Carlo (MBR)
\\\ Pug: Model-Based (MBMBR)
0.66 e |
g e
goe4s N el
QN T e.——
<) =<
Lo62
a
-
<
0.60
0.58
0.56
0 10 20 30 40 50 60
Number of samples
(c) MS COCO

Figure 2. Kullback-Leibler Divergence of the Monte Carlo esti-
mate and the model-based estimate to the Pryodel, averaged over
the source sentences.
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a distribution p and P is computable without enumerating
all the hypotheses in Y if the support of p is restricted to
Hror. Let M = %(p + P) be a mixture distribution of p and
P. Using the convention 0 In ﬁ = 0 (Cover & Thomas,
2006):

JSD(pl|P)
1

2(DKL(p||M)+DKL(P||M))

P(y)
M(

+ > Ply)In( )

yey

+ > p(y)In(

YEV\Hrot

+ Z P(y) In(

YEH et

+ > P(y)In(

YEV\Hrot

+0

+ ) P(y)In(

yeHref

+(1= ) Py) ().

YEH et

P(y)
M(y)

)

Therefore, JSD(p||P) is computable without enumerat-
ing all the hypotheses in ). Figure 3 shows the JSD of
the model-based and the Monte Carlo estimator. For all
datasets, the JSD of the model-based distribution is sig-
nificantly smaller than that of the empirical distribution.
Compared to the Monte Carlo estimate, the model-based
estimate requires less than half of the samples to achieve
the same divergence.

D. Evaluation using COMET and BLEURT

The state-of-the-art evaluation function for neural machine
translation is neural-based models (Freitag et al., 2022; Fer-
nandes et al., 2022). We evaluate using COMET-22 (Rei
et al., 2020; 2022) and BLEURT-20 (Sellam et al., 2020; Pu
et al., 2021) as a utility function for WMT’ 19 De-En and
Ru-En using 64 samples with epsilon sampling (e = 0.02).
Other experimental settings are the same as in Section 5.2.1.
The results are in Tables 10 and 11. MBMBR improves
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De-En Ru-En

MBR 85.75 85.37
MBMBR 85.84 85.44
MBMBR;  85.82 8547

Table 10. Evaluation on WMT’19 using COMET-22 as the utility
function and the evaluation metric.

De-En Ru-En

MBR 28.31 31.14
MBMBR 26.92 2942
MBMBR;  28.03 31.27

Table 11. Evaluation on WMT’19 using BLEURT-20 as the utility
function and the evaluation metric.

upon MBR using COMET-22 but decreases performance in
De-En using BLEURT-20.

E. Evaluation with LLM-based Machine
Translation Models

Recent work shows that fine-tuning LLMs for tasks related
to machine translation achieves state-of-the-art performance
in machine translation. We evaluate the performance of the
MBMBR using two state-of-the-art LLM-based translation
models, Towerlnstruct-7B-v0.1 (Alves et al., 2024) and
ALMA-7B-R (Xu et al., 2024). We sample 64 outputs with
epsilon sampling (¢ = 0.02). The prompt for the models is
described in Appendix G. Other experimental settings are
the same as in Section 5.2.2. Table 12 shows the COMET-22
and BLEU scores of the two models. MBMBR outperforms
MBR using Towerlnstruct-7B-v0.1 but slightly drops in
performance using ALMA-7B-R.

TowerlInstruct-7B-v0.1

COMET-22 BLEU
MBR 85.47 36.11
MBMBR 86.55 36.10
MBMBR, 86.55 36.35
ALMA-7B-R

COMET-22 BLEU

MBR 84.65 31.68
MBMBR 84.52 31.63
MBMBR, 84.39 31.46

Table 12. Evaluation of LLM-based translation models on
IWSLT’ 17 Fr-En. BERTScore is used as a utility function.
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Figure 3. Jensen-Shannon Divergence of the Monte Carlo estimate and the model-based estimate to the Pmodel, averaged over the source

sentences.

F. Evaluation of Sampling Algorithms for
MBR Decoding

We evaluate the performance of MBR with epsilon sampling
(e = 0.02), top-k sampling (k¥ = 10), nucleus sampling
(p = 0.9), and ancestral sampling on text summarization
and image captioning. Other experimental settings are the
same as in Section 5. The results are shown in Tables 13, 14,
15, and 16. We observe that epsilon sampling outperforms
the others on all four datasets, and its results are further
improved with MBMBR and MBMBR; .

G. Prompts for Large Language Models

For IWSLT 17 in Section 5.2.2, We use the following
prompt as a guide to trigger its translation capability for
BLOOMZ and mTO:

Translate the following sentence from French to
English.

Q: [[QUESTIONT]]

A:

We use the following prompt for Towerlnstruct-7B-v0.1 and
ALMA-7B-R in Appendix E:

Translate the following text from French into En-
glish.

French: [[QUESTION]]

English:

For CNN/DM, we use the following prompt:

Given a BBC article, write a short summary of
the article in one sentence.
Article: [[QUESTIONT]]

17
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XSum MS COCO
Epsilon Sampling (¢ = 0.02) Epsilon Sampling (e = 0.02)
M| 4 8 16 32 64 [H| 4 8 16 32 64
MBR 32.01 3396 34.80 3541 35.90 MBR 27.12 2846 3042 31.51 3324
MBMBR 31.69 33.09 34.00 34.72 3551 MBMBR 28.75 30.56 33.12 3425 3496
MBMBR; 32.65 34.01 3500 3563 36.18 MBMBR, 28.65 2929 31.14 3254 33.99
Top-k Sampling (k = 10) Top-k Sampling (k = 10)
|H]| 4 8 16 32 64 || 4 8 16 32 64
MBR 31.89 33.60 34.15 35.03 3542 MBR 26.13 28.08 30.07 31.89 32.40
MBMBR 3171 32.83 33.76 3428 34.90 MBMBR  21.36 23.80 2622 28.81 30.93
MBMBR; 3228 33.76 3438 35.21 35.83 MBMBR; 21.36 2351 2646 28.76 30.85
Nucleus Sampling (p = 0.9) Nucleus Sampling (p = 0.9)
|H| 4 8 16 32 64 [H| 4 8 16 32 64
MBR 3073 32.03 33.15 33.92 34.60 MBR 2640 29.12 31.12 31.88 32.98
MBMBR 3049 3141 3255 3325 33.72 MBMBR 21.68 2436 26.84 29.08 31.00
MBMBR; 30.69 31.79 3296 33.96 34.68 MBMBR, 21.75 2431 27.07 29.08 3095
Ancestral Sampling Ancestral Sampling
1| 4 8 16 32 64 [H| 4 8 16 32 64
MBR 2748 2827 2941 30.60 31.82 MBR 2270 25.87 28.08 29.84 31.55
MBMBR  24.72 25.88 2697 28.63 30.16 MBMBR  18.63 20.88 2293 2526 27.59
MBMBR, 2475 2597 27.15 29.09 31.05 MBMBR, 18.59 2048 22.65 2590 29.52

Table 15. BLEU scores on MS COCO dataset. We evaluate using
the first 1000 inputs of the dataset. BERTScore is used as the

Table 13. ROUGE-L scores on XSum dataset. We evaluate using
the first 1000 inputs of the dataset. BERTScore is used as the

utility function.

SAMSum

Epsilon Sampling (e = 0.02)

utility function.

nocaps

Epsilon Sampling (e = 0.02)

| 4 8§ 16 32 o4
| 4 8 16 32 64

MBR 2543 27.67 2873 3093 31.42
MBR 30.55 3116 3198 32,51 33.03 MBMBR 2331 2473 2587 2691 2727
MBMBR  31.68 3244 33.14 3386 34.50 MBMBR, 28.86 2078 3047 3210 32.68
MBMBR, 31.17 3206 32.62 32.99 33.14

- Top-k Sampling (k = 10)
Top-k Sampling (k = 10)

| 4 8§ 16 32 o4
H| 4 8 16 32 64

MBR 2369 2591 2741 2933 30.67
MBR 2804 2821 2817 28.33 3181 MBMBR 2139 2301 2405 25.18 25.66
MBMBR 2832 2891 29.84 30.76 31.34 MBMBR, 2664 2863 2915 3153 31.58
MBMBR, 2826 2890 29.74 3047 3147

- Nucleus Sampling (p = 0.9)
Nucleus Sampling (p = 0.9)

H| 4 8 16 32 64
| 4 8§ 16 32 o4

MBR 2158 2576 2720 28.55 29.24
MBR 27.76 2784 2813 2824 3095 MBMBR  20.89 2291 2529 2670 27.14
MBMBR  27.87 2821 2832 2868 29.17 MBMBR, 2548 2872 29.72 30.56 3143
MBMBR, 27.87 2826 2835 28.69 29.27

- Ancestral Sampling
Ancestral Sampling

| 4 8§ 16 32 o4
| 4 8 16 32 64

MBR 1848 21.54 2393 24.89 2561
MBR 2594 2633 2643 26.60 29.83 MBMBR 1742 19.80 2235 2340 23.66
MBMBR 2581 2586 23.90 2607 26.24 MBMBR, 2140 25.10 27.57 2847 29.36
MBMBR, 2581 2586 2590 2607 26.26

Table 16. BLEU scores on nocaps dataset. We evaluate using the
first 1000 inputs of the dataset. BERTScore is used as the utility
function.

Table 14. ROUGE-L scores on SAMSum dataset. BERTScore is
used as the utility function.
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Q: Summarize the above article briefly in one
sentence.
A:

For E2E NLG, we use the few-shot learning prompt pro-
vided by Suzgun et al. (2023).°

H. Additional Figures

Figures 4, 5, 6, 7, 8, 9, 10 show the performance of the
methods as a function of the number of samples.

I. Pretrained Models used in the Experiments

We list the pretrained models we used in the experiments in
Table 17.

3https ://github.com/suzgunmirac/crowd—-sam
pling/blob/3f7£fc674925d5e43691b3e23def0bd3
b6b0ff799/prompts/e2e_nlg_clean_fs.txt
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Figure 4. BLEU score as a function of the number of samples on WMT’19 De-En and Ru-En (Section 5.2.1).
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WMT'19 De-En (Epsilon sampling € = 0.02)
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Figure 5. BLEU score as a function of the number of samples on WMT’19 En-De

and En-Ru (Section 5.2.1).
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Figure 7. ROUGE-L score as a function of the number of samples on XSum and

SAMSum (Section 5.3.1).
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Figure 9. BLEU score as a function of the number of samples on MSCOCO and

nocaps (Section 5.4).
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Figure 6. BLEU score as a function of the
number of samples on IWSLT’17 Fr-En
(Section 5.2.2).
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Figure 8. ROUGE-L score as a function of
the number of samples on CNN/DM (Sec-
tion 5.3.2).
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Figure 10. BLEU score as a function of
the number of samples on E2E NLG (Sec-
tion 5.5).
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Task Model

WMT’19 (Section 5.2.1) Ngetal. (2019) https://github.com/facebookresearch/fairseq/blob/main/examples/wmt19/README .md
IWSLT 2017 (Section 5.2.2)  Muennighoft et al. (2023) https://huggingface.co/bigscience/bloomz-7bl-mt
XSum (Section 5.3.1) Lewis et al. (2020) https://huggingface.co/facebook/bart-large—-xsum
SAMSum (Section 5.3.1) https://huggingface.co/philschmid/bart-large-cnn-samsum
CNN/DM (Section 5.3.2) Jiang et al. (2023) https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.1
MS COCO (Section 5.4) Lietal. (2023) https://huggingface.co/Salesforce/blip2-flan-t5-xl-coco
nocaps (Section 5.4) Lietal. (2023) https://huggingface.co/Salesforce/blip2-flan-t5-x1
E2E NLG (Section 5.5) Jiang et al. (2023) https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.1
Alves et al. (2024) https://huggingface.co/Unbabel/TowerInstruct-7B-v0.1

IWSLT 2017 (Appendix E) Xuetal. (2024) https://huggingface.co/haoranxu/ALMA-T7B-R

Table 17. List of pretrained models we used in the experiments.
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