
Integrating Physician Diagnostic Logic into Large Language Models:
Preference Learning from Process Feedback

Anonymous ACL submission

Abstract

The utilization of large language models for001
medical dialogue generation has attracted con-002
siderable attention due to its potential to en-003
hance response richness and coherence. While004
previous studies have made strides in optimiz-005
ing model performance, there is a pressing need006
to bolster the model’s capacity for diagnostic007
logic to ensure patient safety. In response to008
this need, we propose an approach termed pref-009
erence learning from process feedback (PLPF),010
which involves integrating the doctor’s diag-011
nostic logic into LLMs. PLPF encompasses012
three key components: rule modeling, prefer-013
ence data generation, and preference alignment.014
These components collectively serve to train015
the model to adhere to the diagnostic process.016
Our experimental results, utilizing Standard-017
ized Patient Testing, demonstrate that PLPF018
enhances the diagnostic accuracy of the base-019
line model in medical conversations by 17.6%,020
surpassing the performance of traditional ap-021
proaches. Moreover, PLPF exhibits effective-022
ness in both multi-round and single-round dia-023
logue tasks, thereby highlighting its potential024
in improving medical dialogue generation.025

1 Introduction026

The use of large language models (LLMs) (Zhao027

et al., 2023) has recently exploded in the field of028

medical dialogue generation. However, training029

robust medical dialogue models is crucially based030

on high-quality training data (He et al., 2023). As a031

result, considerable efforts have been made to gen-032

erate extensive training data sets to fine-tune these033

models. Furthermore, certain studies have made034

notable progress, such as the application of rein-035

forcement learning from human feedback (RHLF)036

to guide models in generating user-friendly re-037

sponses (Chen et al., 2023; Bao et al., 2023).038

Although previous research on RLHF has made039

significant advancements, the focus has primarily040

been on improving the richness and coherence of041

model responses. However, there has been a lack 042

of emphasis on rationalizing medical diagnostic 043

logic. This oversight could potentially impede the 044

models’ ability to effectively engage in multi-round 045

dialogues (Dou et al., 2023). In practice, physicians 046

usually perform a thorough assessment of the pa- 047

tient’s condition before proposing a treatment plan. 048

Failing to rationalize diagnostic reasoning can lead 049

to premature recommendations of treatment plans 050

that may compromise patient safety. 051

To tackle the aforementioned issues, we suggest 052

integrating the doctor’s diagnostic logic into the 053

LLMs. Our proposed approach, known as prefer- 054

ence learning from process feedback (PLPF), fo- 055

cuses on ensuring the rationality of the conversation 056

flow, which sets it apart from traditional methods. 057

The core idea is to represent the doctor’s diagnos- 058

tic logic using a flowchart and employ preference 059

learning to train the model to avoid generating re- 060

sponses that deviate from the established process. 061

In particular, we have developed a flowchart 062

based on the doctor’s expertise, as depicted in 063

Fig. 1. This flowchart effectively outlines the objec- 064

tives the physician must achieve and the constraints 065

that must be followed during the diagnostic process, 066

while also illustrating the dependencies between 067

these objectives. To utilize the flowchart for guid- 068

ing model training, we have established explicit 069

rules for each activity, decision, and constraint out- 070

lined in the flowchart. The state of a dialogue in the 071

flowchart can be determined by evaluating whether 072

the dialogue conforms to these rules. 073

Based on these established rules, our approach 074

consists of three phases: rule modeling, preference 075

data generation, and preference alignment. Ini- 076

tially, we have developed a Rule Evaluation Model 077

(REM) to automatically assess whether a conver- 078

sation adheres to a specific rule. Building on this, 079

we have devised a method to assign scores to con- 080

versations that take into account rule dependencies. 081

These scores are then used for the generation of 082
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D. Doctors are obliged to give a
reasonable explanation of their
diagnosis and proposed treatment. 

E. Doctors should not evade a patient's
questions without providing a
reasonable explanation.  

F. Doctors should actively seek
relevant information from patients for
their diagnosis. 

A. Before diagnosing and guiding the
patient, doctors needs to carefully
verify the patient's condition.

B. Doctors should inform patients
about their disease or the tests needed
for diagnosis. 

C. Doctors should inform patients of
treatment options for the disease. 

Goal-oriented rules Constraint-oriented rules

F. Be proactive in collecting
patient information

E. Answer patient questions in
a positive way

A.Collecting patient
information

B. Making a diagnosis

C. Informing about
treatment

B. Recommending for
medical testing

Yes

NoB. Can a diagnosis  
be made?
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End

D. Explaining 

D. Explaining 

D. Explaining 

Figure 1: Medical diagnosis flowchart (left) and its corresponding rules (right). In the flowchart, we use blue boxes
for activities, orange diamonds for judgment conditions, and gray boxes for additional constraints. We use the letters
A-F to indicate the correspondence between the rules and the elements in the flowchart.

preference data. We achieve this using an innova-083

tive one-shot learning-based approach to predict084

dialogue trajectories and leveraging REM to appro-085

priately rank these trajectories. Subsequently, we086

employ the Direct Preference Optimization (DPO)087

algorithm (Rafailov et al., 2023) to train models088

based on the acquired preference data.089

We used standardized patient testing, a widely090

accepted method in the medical field, to assess our091

approach. To achieve this, we built the Chinese092

Standardized Patient Test (CSPT) dataset. Further-093

more, we employed a retrieval-augmented gener-094

ation technique to create a patient simulator for095

interactive testing with LLM. The results of our096

experiments indicate that our approach improves097

the diagnostic precision of the baseline model in098

medical conversations by 17.6%. We also tested099

our approach on three public datasets to assess its100

performance in both multi-round and single-round101

conversations. The results show that our approach102

effectively enhances the model’s understanding of103

physician expressions. In summary, our work pro-104

vides the following contributions.105

• We introduce PLPF, a method for multi-round106

healthcare conversations that allows LLMs to107

incorporate industry flowchart specifications108

to improve conversation logic.109

• We provide a high-quality evaluation dataset110

for standardized patient testing, offering a111

novel approach to evaluate the communica-112

tion skills of medical LLMs.113

• We demonstrate the superiority of PLPF in im-114

proving patient diagnostic accuracy through115

standardized patient testing.116

2 Method 117

2.1 Overview 118

The overall training process is depicted in Fig. 2, 119

and consists of three phases: Rules Modeling, Pref- 120

erence Data Construction, and Human Preference 121

Alignment. In the first phase, we establish the cor- 122

responding rules using the flowchart, which are 123

then employed by manual annotators to generate a 124

rule evaluation dataset. Afterward, a Rule Evalua- 125

tion Model (REM) is developed by training on this 126

dataset. Moving on to the second phase, we initially 127

utilize the REM to filter the training data, ensuring 128

the acquisition of high-quality data. Subsequently, 129

preference datasets are constructed based on the 130

retained data, using ChatGPT and REM. Finally, 131

we employ these preference datasets to train the 132

model, which has been fine-tuned with instruction 133

data, resulting in the final model. Each stage will 134

be described in detail in the following sections. 135

2.2 Rules Modeling 136

2.2.1 Rules Definition 137

In order to evaluate whether the dialogue follows 138

a specific process, as illustrated in Fig. 1, we need 139

to assess it in two ways: firstly, to determine if the 140

doctor follows the correct sequence to accomplish 141

the goals outlined in the flowchart, and secondly, 142

to verify if the doctor complies with the constraints. 143

To accomplish this, we need to establish specific 144

rules. We have developed a total of six rules for 145

the flowchart, as depicted in Fig. 1. It is important 146

to note that we have categorized these rules into 147

goal-oriented and constraint-oriented rules based 148

on their distinct functions. Goal-oriented rules as- 149

sess whether the doctor achieves the specified goals, 150

while constraint-oriented rules evaluate how well 151
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Figure 2: Overview of the training process. The training process is divided into three steps, with key activities
indicated using orange rounded rectangular boxes. To distinguish the different stages of the data, we labeled them
with different colors and provided data descriptions in the upper right corner of the image.

the goals are achieved. For the sake of clarity in152

subsequent discussions, we denote the set of these153

two types of rules as Rg and Rc.154

2.2.2 Sampling and Human Annotation155

Once predefined rules are established, it is essential156

to develop a Rules Evaluation Model (REM) for157

these rules. The rule evaluation task is structured158

as a Q&A format, as shown below.159

Human: Rule: [Rule]. History: [History]. Did160

the doctor follow the rule during the conversation?161

Assistant: [Comment]. Score: [Score].162

In this template, [Rule], [History], [Comment],163

and [Score] denote slots to be filled, where [Rule]164

and [History] are model inputs, while [Comment]165

and [Score] are model outputs. For this task, we166

construct a small training set with hand-crafted an-167

notations to train REM. In practice, we first collect168

400 online medical consultation dialogues and ran-169

domly select dialogue segments at different stages.170

Subsequently, each data instance is scored and com-171

mented on by at least three annotators based on the172

predefined rules. To simplify the scoring process,173

we define the score values as 0, 1, and 2, repre-174

senting non-compliance, partial compliance, and175

complete compliance with the rule, respectively.176

For more information on scoring, please see Ap-177

pendix A. In the end, we obtained a total of 2,400178

samples, which were divided into 1,800 for training179

and 600 for testing.180

During the model training phase, we utilize an181

auto-regressive training method. It is important to182

note that when calculating the loss function, we183

only compute the loss value of tokens that appear184

after the string ‘Assistant’.185

2.3 Preference Data Construction 186

2.3.1 Basic Idea 187

In this section, we present a general overview of 188

how REM can be used to guide model training. Our 189

goal is to train the model to follow a specific con- 190

versational process when interacting with patients. 191

However, it is important to note that real-life con- 192

versations may require deviations from this process 193

to address the patient’s needs. Therefore, relying 194

solely on the REM score predicted as a reward for 195

reinforcement learning may result in the generation 196

of responses that lack fluency and coherence. To 197

address this issue, we have chosen to employ a con- 198

trastive learning-based approach for model training. 199

Specifically, we provide the model with two differ- 200

ent candidate responses for the same conversation 201

history, both of which should be fluent and reason- 202

able. We then use REM to guide the model toward 203

learning the response that aligns more closely with 204

the conversational flow, while rejecting the other 205

response. In the following sections, we will pro- 206

vide more details on how candidate responses are 207

generated and how REM is utilized in this process. 208

2.3.2 Candidate Responses Generation 209

The medical conversation task is complex and con- 210

sists of multiple stages, making it challenging to 211

achieve all objectives in a single round of conver- 212

sation. Because there are dependencies between 213

goals, evaluating candidate responses requires in- 214

tegrating information from future rounds of con- 215

versations. Therefore, in addition to producing 216

candidate responses, it is necessary to generate dia- 217

log trajectories for future rounds of conversations, 218

which can aid in subsequent evaluation. Traditional 219
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RLHF-based approaches typically generate candi-220

date responses using a model that has undergone221

fine-tuning. However, this model has limitations in222

generating future dialog trajectories as it can only223

predict one step of future responses. As a result, we224

incorporate data sampling and trajectory prediction225

to generate candidate responses.226

Data Sampling. Sampling from web dialogue227

data is the most direct approach to acquiring can-228

didate responses. We selected 4,000 samples from229

the MedDialogue dataset in a random manner. Sub-230

sequently, we randomly divide the dialog records of231

these samples into two sections, enabling us to cap-232

ture the conversation history, doctor’s responses,233

and future interactions simultaneously.234

Trajectory Prediction. Trajectory prediction is235

another way to generate candidate responses. In236

this research, we use ChatGPT for this purpose. We237

observed that ChatGPT’s training dataset probably238

includes MedDialogue. The trajectories generated239

by ChatGPT closely resemble the actual dataset. To240

distinguish between the two conversation trajecto-241

ries, we intervene in ChatGPT’s prediction process242

using a one-shot learning approach. We utilize the243

following instruction templates.244

You are a dialogue continuation AI, please read the245

below two dialogues and follow my instructions.246

Dialogue A: [Arbitrary medical dialogue].247

Dialogue B: [The dialogue to be completed].248

Please continue Dialogue B while fulfilling the fol-249

lowing requirements:250

1. The doctor’s style should match the doctor’s251

style in Dialogue A.252

2. The patient’s style should match the patient’s253

style in Dialogue B.254

2.3.3 Sorting with REM255

After acquiring the candidate responses and their re-256

spective future conversation trajectories, the REM257

is utilized to score each candidate response for rank-258

ing purposes. To fully utilize the information from259

future conversation trajectories, the following for-260

mula is adopted for computing the score.261

s(c | h) = v(h, c) +

n∑
i=1

div(h, c, ..., ui, ai) (1)262

In the provided equation, the variable s represents263

the score of candidate responses, while v represents264

the score of the conversation states, which is im-265

plicitly embedded in the conversation history and266

the doctor’s responses. The variable h represents 267

the conversation history, c represents the candidate 268

response, and u1, a1, ..., ui, ai represents the con- 269

versation trajectory for the next i rounds. In this 270

context, u means a patient’s statement and a means 271

a physician’s statement. The variable n acts as the 272

upper limit for the length of the trajectory of in- 273

terest. The discount factor d ∈ (0, 1] indicates the 274

level of importance assigned to the future impact. 275

Next, we will show the process for evaluating 276

conversation states. To ensure clarity, we introduce 277

the variable h′ to represent any conversation history 278

that ends with a doctor’s response. The correspond- 279

ing status score for that conversation history can be 280

determined using the following formula: 281

vrh′ =
1

k

∑
k

REM(h′, r) (2) 282

v(h′) =
∑

r∈Rg∪Rc

wrv
r
h′ (3) 283

In the above equations, r denotes the rule, and 284

due to the somewhat random nature of scoring the 285

REM, we make k predictions and calculate the aver- 286

age as the final score. The weight of a rule, denoted 287

wr, is designed to indicate the order and level of 288

goal accomplishment. For constrained rules, since 289

the order is not considered, we assign a constant 290

weight, denoted γ, which is set to a value close 291

to 0 to emphasize the importance of prioritizing 292

goal satisfaction over constraint satisfaction. For 293

goal-oriented rules, we use the following formula 294

to compute the weights: 295

wr∈Rg =
∏
r′≺r

Vt1
α (vr

′
h′)

∏
r′→r

Vt2
β (vr

′
h′) (4) 296

In Equation 4, r′ ≺ r indicates that r′ is a prede- 297

cessor rule to r, while r′ → r indicates that r′ is 298

a constraint rule for r. For example, in Figure 1, 299

Rule A is a predecessor rule to Rule B, Rule D is 300

a constraint rule for Rules B and C, and Rules E 301

and F are constraint rules for all goal-oriented rules. 302

The function Vt
y(x), y ∈ [0, 1) represents a value 303

function that equals 1 when x ≥ t, and y otherwise. 304

We assign a value close to 0 to α to indicate that r 305

is less likely to be satisfied if its predecessor rule 306

is not satisfied. Similarly, we assign a value close 307

to 1 to β to indicate that r is still partially credible 308

when its constraints are not satisfied. 309

2.4 Human Preference Alignment 310

In this subsection, we describe the process of train- 311

ing the model using preference data. The training 312
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process consists of two steps. Firstly, we fine-tune313

the base model using the dialogue dataset to en-314

hance the model’s medical conversation capabili-315

ties. In the second step, we utilize the DPO algo-316

rithm (Rafailov et al., 2023) to help the model learn317

from the preference data. The objective of this al-318

gorithm is to minimize the following expression:319

min
π

−E[log σ(λ log
π(oc | h)πsft(or | h)
πsft(oc | h)π(or | h)

)] (5)320

We label the fine-tuned model with the instructions321

as πsft and the model needing optimization with322

the same initial parameters as πsft as π. oc repre-323

sents selected responses and or represents rejected324

responses. The sigmoid activation function is de-325

noted as σ, and λ ∈ (0, 1) determines the differ-326

ence between π and πsft, with a smaller λ resulting327

in a larger difference.328

Statistic Item Value

Count
Department Num 5
Case Num 72

Avg Length Patient Info 493.3

Avg Num

QA pairs 37.3
Major Symptoms 7.3
Major Medical Test 2.8
Diseases 1.7

Table 1: Statistics for the CSPT dataset. Patient Infor-
mation describes the patient, while QA pairs represent
doctor-patient questions and answers in dialog scripts,
used to create simulated patients. Major Symptoms, Ma-
jor Medical Test, and Diseases are also used to evaluate
the model’s dialog capability.

3 Experiments329

3.1 Standardized Patient Test330

In the realm of medicine, Standardized Patients331

(SP) imitate genuine patient symptoms and reac-332

tions following adequate training. Their portrayal333

of patient responses must be consistent and pre-334

cise. When undergoing evaluation, standardized335

patients typically adopt a non-active communica-336

tion approach, refraining from actively conveying337

information to the physician. This approach is em-338

ployed to assess the physician’s communication339

skills. The development of LLMs has made it fea-340

sible to employ computer-simulated standardized341

patients. Some previous studies (Zhang et al., 2023;342

Wei et al., 2018) have aimed to evaluate the perfor-343

mance of models using similar approaches. How- 344

ever, these studies usually provide the modeled 345

patients with limited symptom information, which 346

often hinders the model’s ability to accurately com- 347

prehend the patient’s interaction with the doctor. 348

In the medical field, this challenge is commonly 349

addressed by instructing the standardized patient 350

to memorize a detailed dialogue script, crafted by 351

a professional, that realistically showcases the pa- 352

tient’s responses to various inquiries. During the 353

examination, the patient can then respond to the 354

doctor in accordance with the script, ensuring the 355

quality of the responses. 356

We created the Chinese Standardized Patient 357

Testing (CSPT) 1 dataset on the basis of this idea. 358

To simulate patients, we propose using the re- 359

trieval -augmented generation technique and in- 360

putting patient descriptions and dialogue scripts 361

into a database. We used patient cases from the 362

book "Objective Structured Clinical Examinations 363

& Standardized Patients" (WeiGuo Dong, 2012) for 364

this purpose. The primary focus of our SP test is to 365

gather key symptoms and medical tests, as well as 366

accurately diagnose diseases. To assist in this, we 367

have provided a reference list for each case. Table 1 368

showcases the dataset statistics, and the engineer- 369

ing implementation of the patient simulator can be 370

found in Appendix B. 371

3.2 Test Settings 372

The evaluation involves a simulated interaction be- 373

tween a model and a patient simulator. Two doctors 374

assess the interaction using a predetermined check- 375

list. The model’s performance is measured as a 376

percentage based on the successful completion of 377

checklist items. The assessment procedure includes 378

limiting the dialogue rounds to five and requiring 379

the model to inquire about symptoms, provide a 380

diagnosis, and propose a treatment plan within this 381

time frame. It is worth mentioning that all models 382

are evaluated under identical conditions, with a de- 383

coding temperature of 0, to ensure consistency in 384

the assessment process. 385

3.3 Baselines and implementation details 386

We utilized different models as baselines, which 387

can be classified into three groups: 1) Chat LLMs, 388

such as ChatGLM3 (6B) (Du et al., 2022; Zeng 389

et al., 2022) and Baichuan2-Chat (7B) (Yang 390

et al., 2023); 2) Medical LLMs, including DISC- 391

1We intend to release this dataset to the public in the future.
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Internal Medicine Surgery Other ALLModel
Sym. Test Dis. Sym. Test Dis. Sym. Test Dis. Sym. Test Dis.

Baichuan-Chat 22.0 34.8 46.4 25.8 18.1 34.1 17.7 29.3 22.4 21.7 27.4 33.8
ChatGLM3 2.4 25.3 28.9 0.0 30.4 28.9 6.1 15.9 12.2 3.0 23.6 22.9
Huatuo-II 2.7 43.5 34.1 9.0 51.4 50.7 5.5 26.2 37.8 5.7 39.8 40.7
DISC-MedLLM 25.5 30.2 50.0 30.6 45.3 45.3 19.0 21.2 30.1 24.8 34.9 41.3
SFT (Qwen) 13.4 32.2 39.9 16.2 40.9 35.5 17.7 18.6 26.9 15.9 30.1 33.8
SFT (Baichuan) 17.2 30.9 40.1 14.6 38.9 57.2 2.0 11.5 21.8 10.8 26.3 39.1
PLPF (Qwen) 19.8 47.8 53.6 29.5 57.2 57.2 28.0 29.2 52.6 25.9 44.1 54.4
PLPF (Baichuan) 24.8 46.7 64.5 28.7 59.4 66.7 19.2 20.0 41.0 24.1 41.1 56.7

Table 2: The experiment results on the CSPT dataset. The Symptom (Sym.) and Test metrics indicate the probability
of the model identifying key symptoms and key medical tests, respectively, while the Diagnosis (Dis.) metric
indicates the probability of the model making a correct diagnosis. We use red and green labels to denote the best
and second-best results, respectively.

D.ExplanationE.Ans PositivelyF.Ask PositivelyA.ValidationB.DiagnosticC.Treatment

Baichuan-Chat 1 1 2 4.5 3.5 1

ChatGLM3 3 4 3 2 2 2

Huatuo-II 4 2 1 1 1 3

DISC-MedLLM 5 5 6 4.5 3.5 6.5

SFT (Baichuan) 6 7 4.5 6 6 5

SFT (Qwen) 2 3 4.5 3 5 4

PLPF (Baichuan) 7 6 7 7 7 8

PLPF (Qwen) 8 8 8 8 8 6.5

PLPF (Qwen)PLPF (Baichuan)SFT (Qwen)SFT (Baichuan)DISC-MedLLMHuatuo-IIChatGLM3

A.Validation 8 7 3 6 4.5 1 2

B.Diagnostic 8 7 5 6 3.5 1 2

C.Treatment 6.5 8 4 5 6.5 3 2

D.Explanation 8 7 2 6 5 4 3

E.Ans Positively 8 6 3 7 5 2 4

F.Ask Positively 8 7 4.5 4.5 6 1 3

Figure 3: Ranking of how well each model follows the
rules. Each axis of the radar graph corresponds to a
rule in Fig. 1, and we use the letters A-F to denote the
mapping between rules and axes.

MedLLM (Bao et al., 2023) and Huatuo-II (Chen392

et al., 2023); and 3) Instruction-tuned LLMs393

constructed on different backbones, specifically394

SFT (Qwen (Bai et al., 2023)) and SFT (Baichuan).395

The instruction data used is the same as that of396

DISC-MedLLM. We implemented the PLPF model397

based on the SFT model. To ensure a fair com-398

parison with DISC-MedLLM, we used an equal399

amount of data for preference learning. For addi-400

tional information regarding baselines and the spe-401

cific hyperparameters used for training the model,402

please consult Appendix C and D.403

3.4 Experimental Results404

Table 2 shows the overall results. To provide a405

comprehensive understanding of different models,406

we utilized REM 2 to assess the compliance level407

of these models with the rules depicted in Fig. 1.408

2Appendix E contains the performance evaluation of REM.

We then generated a radar chart, as shown in Fig. 3, 409

which represents the ranking of compliance scores. 410

ChatGLM3 and Huatuo-II perform poorly in 411

symptom collection, indicating a lack of active in- 412

formation request from the patient during commu- 413

nication. However, despite this limitation, Huatuo- 414

II has the ability to recommend numerous medical 415

tests to the patient during the dialogue. By an- 416

alyzing the results of these tests, Huatuo-II still 417

achieves a high rate of correct diagnosis. On the 418

other hand, Baichuan2-Chat and ChatGLM3 have 419

lower diagnostic accuracy because they often vio- 420

late Rule E (Ans Positively) when interacting with 421

the user, rejecting the diagnosis by stating that they 422

are AI models. SFT (Qwen) and SFT (Baichuan) 423

score moderately on the indicators, placing them 424

in the middle range in terms of adherence to the 425

rules. Among these, SFT (Qwen) violates Rule 426

A (Validation) and Rule E (Ans Positively) more 427

frequently, leading to lower correctness in disease 428

diagnosis compared to SFT (baichuan). 429

We will now examine DISC-MedLLM, which 430

employs the same base model and fine-tuning 431

dataset as our approach but differs in the prefer- 432

ence data utilized. As shown in Figure 3, DISC- 433

MedLLM is more proactive in requesting infor- 434

mation from patients and offering a wider range 435

of treatment options compared to SFT (Baichuan). 436

However, the model exhibits less confidence in 437

making diagnoses, as evidenced by its lower ad- 438

herence to Rule B (Diagnose) and Rule E (Ans 439

Positively). This limits the model’s ability to effec- 440

tively utilize its advantage of requesting more pa- 441

tient information, resulting in only a slightly higher 442

correct diagnosis rate compared to SFT (Baichuan). 443

In contrast, the PLPF-optimized model shows a 444
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Strategy Trajectory Length
k=1 k=2 k=3

Avg
Sym. 5.1 9.5 19.7
Test 40.7 28.9 31.3
Dis. 43.7 36.3 42.6

Ours
Sym. 18.9 21.6 24.1
Test 28.0 32.0 41.1
Dis. 47.7 49.5 56.7

Table 3: Ablation test results.

significant improvement of more than 10 points in445

the identification of symptoms, medical tests, and446

diseases compared to the SFT model, which em-447

phasizes the effectiveness of our approach. Please448

refer to Appendix F for case studies.449

4 Analyze450

4.1 Ablation Study451

In this subsection, we will further investigate how452

the scoring method (Eq. 4) and the trajectory pre-453

diction step (Sec. 2.3.2) affect the model’s ability454

to engage in multi-round conversations. To validate455

Eq. 4, we compare it with the weighting method456

by directly setting wr = 1. Additionally, we vary457

the trajectory length to 1, 2, and 3 to assess the458

effectiveness of the trajectory prediction step. A459

trajectory length of 1 means that we only predict460

the immediate doctor responses.461

We conducted studies using SFT (Baichuan) and462

presented the results in Table 3. Based on the re-463

sults, we observed that our method performs better464

than the direct summation of all the rule scores.465

The direct summation approach leads to a model466

that lacks proficiency in inquiring about patients’467

symptoms, resulting in decreased diagnosis accu-468

racy. This is because the rule encouraging symp-469

tom collection is only one of six rules, and directly470

adding up rule scores would diminish its impact.471

Additionally, increasing the trajectory prediction472

length helps the model understand the entire conver-473

sation flow. Specifically, extending the trajectory474

length from 2 to 3 resulted in a significant improve-475

ment in all aspects of the model’s capabilities.476

4.2 Performance on Public Datasets477

In this section, we report the results of all mod-478

els on the public datasets. We selected the479

Meddg (Liu et al., 2022), Imcs (Chen et al., 2022),480

and WebMedQA (He et al., 2019) datasets to test481

the models’ performance. The first two datasets are482

multi-turn dialogue datasets, while the last dataset483

Model Meddg ↓ Imcs ↓ wMedQA ↓

Baichuan-Chat 1.69 1.77 1.44
ChatGLM3 1.66 1.73 1.23
Huatuo-II 1.60 1.73 1.11
DISC-MedLLM 1.59 1.63 1.21

SFT (Qwen) 1.60 1.71 1.26
SFT (Baichuan) 1.67 1.71 1.26
PLPF (Qwen) 1.56 1.59 1.14
PLPF (Baichuan) 1.53 1.60 1.19

Table 4: Performance of the models on the Meddg,
Imcs and WebMedQA dataset. We use red and green to
highlight the best and second-best scores.

Meddg Imcs wMedQA

Golden 23.7 25.2 144.3

Baichuan-Chat 214 207 269.4

ChatGLM 138 169.9 272.2

Huatuo-II 203.2 147.9 425.1

DISC-MedLLM 188.7 172.8 333.8

SFT(Qwen) 50 39.8 167.4

SFT(Baichuan) 64.4 61.3 173.5

PLPF(Qwen) 149.2 115.6 277.8

PLPF(Baichuan) 99.8 107.4 227.3

Figure 4: The average output length of LLMs over
different datasets, where Goden represents the average
length of the standard answer.

consists of single-turn dialogue datasets. 484

During the evaluation of the model, we noticed 485

a significant difference in the length of the con- 486

tent generated by the model compared to the stan- 487

dard answer, as shown in Fig. 4. As a result, tradi- 488

tional statistical measures like BLEU and ROUGE 489

were not effective in evaluating the quality of the 490

model’s output. For more details, please refer to 491

Appendix G. We believe that the main focus for 492

LLMs should be their ability to produce text that 493

implies the standard answer, as this ensures the 494

accuracy and dependability of the model’s output. 495

In accordance with this viewpoint, we have devel- 496

oped a new evaluation metric called GPT-Distance, 497

which measures the extent to which the LLM out- 498

put implies the standard answers. To be more spe- 499

cific, we utilized GPT-4 to determine whether the 500

predictions imply the references, categorizing the 501

level of implication as not implied, partially im- 502

plied, or fully implied. The prompt used for this 503

assessment is provided below: 504

Sentence 1: [predict]; Sentence 2: [reference] 505

Please decide if sentence 1 implies sentence 2? 506

A. Fully; B. Partially; C. Not. 507

Subsequent to obtaining all predicted classifica- 508
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tions, we calculate the GPT-Distance using the for-509

mula (2× |Not|+ |Partially|)/|ALL|, where |Not|510

and |Partially| denote the number of samples cat-511

egorized as not-implied and partially-implied, re-512

spectively. |ALL| indicates the number of test data.513

We randomly selected 200 samples from each514

of the three datasets for testing, and the results are515

shown in Table 4. Our findings demonstrate that the516

models trained by PLPF yielded the most favorable517

results for multi-round dialogs. Although Huatuo-518

II and DISC-MedLLM are able to generate longer519

responses, it is obvious that our generations have a520

higher coverage of physician responses, suggesting521

that PLPF allows the model to better understand522

the physician’s diagnostic logic. In the context of523

the single-round dialog task, Huatuo-II emerged524

as the top performer, with our model securing the525

second and third positions, respectively. This il-526

lustrates that while PLPF is primarily designed for527

multi-turn dialogue tasks, it also exhibits strong528

optimization for single-turn dialogue tasks.529

5 Related works530

Medical LLMs. Significant advancements have531

been made in medical dialogue models since the532

introduction of ChatGPT (OpenAI, 2023). Recent533

research has primarily focused on creating large534

and high-quality instruction fine-tuning datasets535

for LLMs. Studies such as DoctorGLM (Xiong536

et al., 2023), BenTsao (Wang et al., 2023b), and537

ChatMed (Zhu and Wang, 2023) have proposed538

the utilization of powerful LLMs like ChatGPT to539

generate dialogue and question answering data at540

a low cost. However, ensuring the quality of data541

generated through this approach is challenging due542

to ChatGPT’s tendency to generate incorrect in-543

formation. To tackle this issue, Huatuo (Zhang544

et al., 2023) suggested incorporating parts of real545

data into the generated data. Furthermore, to im-546

prove the readability of the real dialogue data, Hu-547

atuo refined it with ChatGPT, and this method has548

been widely adopted by subsequent research. In549

addition to the dialogue data, several studies have550

aimed to generate various auxiliary task data. For551

instance, DISC-MedLLM(Bao et al., 2023) and552

ClinicalGPT(Wang et al., 2023a) have integrated553

knowledge graph-related data into the training data554

to enhance the model’s ability to answer common-555

sense questions. ClinicalGPT has also attempted to556

improve the diagnostic capability of the model by557

including data from electronic medical records and558

medical examinations in training data. While there 559

has been significant progress in fine-tuning medical 560

LLM instructions, there is still limited research on 561

the preferred learning stage. 562

Preference Learning. Preference alignment is a 563

prominent focus in large model training research, 564

as preferentially aligned models exhibit enhanced 565

generalization ability in zero shot scenarios (Kirk 566

et al., 2023). Currently, the most renowned method 567

for preference alignment is reinforcement learning 568

from human feedback, which involves the utiliza- 569

tion of four models for training. However, this ap- 570

proach has drawbacks, e.g., high engineering com- 571

plexity and unstable training. In an effort to stream- 572

line the preference learning process, Rafailov et al. 573

(2023) introduced a direct preference optimization 574

algorithm that can bypass the need to train the re- 575

ward model. Similarly, Gulcehre et al. (2023) has 576

proposed a self-reinforcement learning approach 577

that uses the EM algorithm to eliminate the train- 578

ing of the critic model. Furthermore, RRHF(Yuan 579

et al., 2023) suggests using learning rankings to 580

replace reinforcement learning, thus strengthening 581

learning stability. Furthermore, some initiatives, 582

such as RLAIF(Lee et al., 2023), aim to leverage 583

AI to substitute manual preference data annotation, 584

thus reducing annotation costs. Moreover, Bai et al. 585

(2022) proposes training constitutional evaluation 586

models for self-reflection. Sun et al. (2023) has put 587

forward the idea of using the Principle-following 588

reward model as a replacement for the traditional 589

reward model to achieve dynamic adaptation to 590

human preferences. Compared to these methods, 591

our main contribution is to propose a preference 592

learning approach for multiple rounds of dialogue. 593

6 Conclusion 594

In this work, we have introduced an innovative ap- 595

proach termed preference learning from process 596

feedback (PLPF), which integrates the diagnos- 597

tic logic of healthcare professionals into the LLM. 598

PLPF encompasses rule modeling, preference data 599

generation, and preference alignment to train the 600

model to adhere to the diagnostic process. Our 601

experimental findings, using standardized patient 602

testing, reveal that PLPF enhances the diagnostic 603

accuracy of the baseline model in medical conver- 604

sations by 17.6%. Furthermore, PLPF exhibits effi- 605

cacy in both multi-round and single-round dialogue 606

tasks, underscoring its potential for advancing med- 607

ical dialogue generation. 608
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Ethics and Limitations609

There are several limitations to our approach.610

Firstly, the defined processes are relatively simple,611

and more complex processes require additional test-612

ing. Secondly, the accuracy of the model is still not613

high enough for practical use in SP tests, as it some-614

times generates hallucinatory results. Additionally,615

it is worth noting that there may be a geograph-616

ical bias in the test results, as most of the cases617

used in our study came from the Wuhan region of618

China. Therefore, it is important to consider the619

ethical implications of this geographical bias when620

interpreting our findings.621
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A Rules Scoring Guidelines761

In this section, we provide the annotation guide-762

lines for annotators’ reference. We divide the763

rules into two categories: goal-oriented rules and764

constraint-oriented rules. For goal-oriented rules,765

we have defined strict scoring criteria, which are766

illustrated in Fig. 6. However, assessing the level of767

compliance for constraint-oriented rules is difficult,768

so we allow annotators to score freely. In the end, 769

we consider the consensus among the annotators as 770

the final score. 771

To reduce the annotation workload, we utilized 772

ChatGPT to assist in the annotation process. Specif- 773

ically, we manually created specific scenarios for 774

each score of each rule and employed the In-context 775

Learning technique to allow ChatGPT to pre-label 776

the data. The annotators’ task was to review the 777

annotations generated by ChatGPT and make nec- 778

essary corrections. Our findings indicate that this 779

correction-based approach significantly improves 780

the internal consistency of the annotators. 781

B Standardized Patient Testing 782

B.1 Data 783

During the SP tests, we used three types of data: pa- 784

tient information, dialog scripts, and checklists. Pa- 785

tient information and dialog scripts were employed 786

to create simulated patients, while checklists were 787

used to assess the history of dialogs generated by 788

the model following interactions with simulated pa- 789

tients. Our dataset included information from five 790

departments and the number of cases in each depart- 791

ment was as follows: 23 cases in internal medicine, 792

23 cases in surgery, 8 cases in gynecology, 10 cases 793

in pediatrics, and 8 cases in psychiatry. The follow- 794

ing section provides a detailed explanation of these 795

three types of data. 796

Patient Information. The patient data consists 797

of a wide range of information, such as patient 798

symptoms and treatments, among other things. An 799

example of patient information is shown in Fig. 7. 800

Patient data includes a significant amount of labo- 801

ratory test results, which can be used to assess the 802

analytical capabilities of the model. 803

Dialogue Script. Although the patient informa- 804

tion is detailed, it does not capture patient mood, 805

speech style, and life experience. To make the pa- 806

tient simulation more realistic, a dialogue script is 807

provided (see Fig. 8). The script includes numer- 808

ous exchanges between the doctor and the patient, 809

involving both inquiries and responses. In addition 810

to discussing important symptoms and tests, the 811

script also includes inquiries and responses about 812

less significant symptoms. These less significant 813

symptoms act as distractors for the LLM test, thus 814

improving the reliability of our test. 815

Checklist. A checklist is used to evaluate the 816

model, which consists of three parts: key symp- 817
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toms, key tests, and diseases, as shown in Fig. 9.818

Essentially, a better understanding of the key symp-819

toms and key tests will improve the model’s ability820

to provide a precise diagnosis. It should be noted821

that the evaluation of treatment history, family his-822

tory, and other factors has been included in the823

symptom section.824

Patient Information

Dialogue Script

Patient Database

Truncation

Dialogue
History

Doctor Query

Inquery

Documents

Patient Response

GPT-4

Figure 5: Patient Simulator Architecture.

B.2 Patient Simulator825

In carry out the testing process, we created a patient826

simulator to interact with the model being evalu-827

ated, as shown in Fig. 5. The simulator was de-828

veloped using the retrieval-augmented generation829

technique. Before conducting the tests, we created830

a separate database for each patient. Initially, we di-831

vided patient information and conversation scripts832

into documents with a maximum length of 128 to-833

kens. Then, we encoded these documents using834

OpenAI’s "text-embedding-ada-002" model to ob-835

tain a vector representation for indexing purposes.836

During the testing phase, we encoded the last two837

rounds of conversation history using the same "text-838

embedding-ada-002" model and retrieved the four839

most similar documents from the patient database840

to assist in generating responses. The model used841

to generate the responses was "gpt-4-0613", and842

the specific prompt used is shown below.843

Please play the role of a patient who interacts844

with a doctor. You need to fulfill the following845

requirements:846

1. If the doctor asks a question, answer it based on847

the contents of the knowledge base and the history848

of the conversation, with a response of no more849

than two sentences.850

2. If your doctor recommends a test, inform him851

of the results. If you have not undergone the test,852

simply state that you are unaware of the results.853

3. Do not expose any information about yourself to854

the doctor unless the doctor takes the initiative to855

ask a question, please be passive and accept the 856

doctor’s guidance. 857

4. If the doctor does not ask questions, ask the 858

doctor what disease you have and how it should be 859

treated. 860

5. When you feel that the conversation should end, 861

please output: (End of Conversation). 862

863

Knowledge Base: [documents] 864

Conversation history: [history] 865

Doctor: [question] 866

Your response: 867

To avoid excessive interaction, we set a maxi- 868

mum of 5 rounds for communication between the 869

LLM and the simulator during testing. This choice 870

was made after noticing that medical LLMs usually 871

need only 2-3 rounds of conversation to arrive at a 872

patient’s diagnosis. 873

B.3 Evaluation 874

We employ a manual evaluation method to assess 875

each model using a checklist. To ensure the reliabil- 876

ity of the assessment, two physicians will indepen- 877

dently assign scores to each conversation history. 878

The final score will be determined by calculating 879

the average of their scores. The scoring formula 880

we have adopted is as follows. 881

sj =
1

n

n∑
i=1

cji
mj

i

j ∈ {Sym.,Test,Dis.} (6) 882

Here, n represents the number of standardized pa- 883

tients, and j represents the specific assessment cat- 884

egory, namely symptoms, medical tests, and dis- 885

eases. cji represents the number of items that the 886

model "passes" in the j-th assessment category for 887

the i-th patient, while mj
i represents the total num- 888

ber of items in the j-th assessment category. A 889

"pass" in this context means that: 1) The model 890

actively requests a symptom or medical test result 891

from the patient, and it is included in the checklist. 892

2) The model predicts a disease and is included 893

in the checklist. It is important to note that if the 894

model provides four or more candidate diseases 895

simultaneously, we consider it a failure to diagnose 896

the disease. 897

C Implementation of Our Model 898

All our models were trained using 4 A100-40G. 899

We used the Lora (Hu et al., 2021) technique in 900

the training process, setting lora α and lora r to 901
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16 and 64, respectively, and the learning rate to902

1e-4. For the Qwen model, we trained the modules903

"c_attn" and "c_proj", as well as "w1" and "w2".904

For the Baichuan model, the modules "W_pack"905

and "o_proj" were trained. The batch size used906

for training was 2, and the gradient accumulation907

steps were set to 16. Our REM was trained by908

Baichuan2-Chat (7B) using 1,800 samples, and the909

number of training rounds was 2. When calculating910

the score, we set the values of α, β, γ, d, t1, t2 and911

k to 0.1, 0.8, 0.1, 0.65, 1.0, 1.0 and 5, respectively.912

When applying REM to label preference data,913

response pairs are classified as win, tie, or loss,914

with a tie indicating that the difference between915

the scores of two responses is less than 1. After916

discarding all pairs labeled as tie, we select the top917

2k samples with the largest difference to train our918

target model. Among preference data, the win-to-919

loss ratio between the trajectories obtained by data920

sampling and the tragjectory prediction is 1.2:1.921

D Baselines922

Chat. 1) ChatGLM3 (6B) (Du et al., 2022; Zeng923

et al., 2022): This model is considered the most924

advanced Chinese LLM with a size within 10B925

and has shown performance comparable to GPT-926

4 in the OpenCompass 3 Chinese benchmark. 2)927

Baichuan2-Chat (7B) (Yang et al., 2023): This928

model is based on Baichuan2-Base (7B), which929

is the preferred base model for Chinese medical930

LLMs in recent studies. Baichuan2-Chat (7B) per-931

forms similarly to ChatGPT on the OpenCompass932

Chinese benchmark.933

Medical. 1) DISC-MedLLM (Bao et al., 2023):934

This model is based on Baichuan2-Base (13B)935

and was fine-tuned using 470k medical instruction936

data 4. Additionally, this model utilizes 2k data937

for RLHF. 2) Huatuo-II (Chen et al., 2023): This938

model is based on Baichuan2-Base (7B) and was939

fine-tuned using 5,252k pretraining instruction data940

and 142k medical Q&A data.941

SFT. To create two baselines, SFT (Qwen) and942

SFT (Baichuan), we used the same instruction fine-943

tuning data as DISC-MedLLM to fine-tune Qwen-944

Base (7B) (Bai et al., 2023) and Baichuan2-Base945

(7B), respectively.946

Model Exact Match Fuzzy Match

ChatGPT 56.2 79.5
Ours 62.1 88.3

Table 5: Performance of different REMs on the testset.

E Performance of REM 947

In this section, we showcase the performance of 948

REM on the test set using two different configu- 949

rations. The initial configuration involves exact 950

matching, where we determine the percentage of 951

samples that REM accurately scores. The second 952

configuration involves fuzzy matching, where we 953

assess the likelihood that REM misclassifies a sam- 954

ple with a score of 2 as 0. and vice versa. A high 955

score on this metric indicates that REM effectively 956

distinguishes between good and bad responses. We 957

conducted a comparison between REM, ChatGPT, 958

and 5 instances manually created for In-context 959

Learning to enhance ChatGPT’s accuracy. The re- 960

sults of the experiment are presented in Table 5. 961

Fine-tuned REM exhibits superior performance 962

compared to ChatGPT. However, given the limited 963

performance gap, it is expected that as the overall 964

performance of the generalized LLM improves in 965

the future, the entire PLPF process will become 966

automated, with human intervention only required 967

to design the flow chart and write the rules. 968

F Case Study 969

In this section, we will analyze the response pref- 970

erences of each model during multi-round conver- 971

sations, with the assistance of several examples. 972

We have chosen multiple models for our analysis, 973

all of which communicate with the same standard- 974

ized patient suffering from acute appendicitis, us- 975

ing Baichuan-Base as the base model. 976

Baichuan-Chat. The conversation history of 977

Baichuan-Chat is shown in Fig. 10. Our analy- 978

sis indicates that the model successfully generates 979

an extensive range of potential patient diagnoses 980

and links them to detailed explanations. However, 981

the model lacks in providing guidance to the pa- 982

tient on how to confirm the diagnosis, and it also 983

tends to avoid answering certain patient questions. 984

As a result, these limitations reduce the diagnostic 985

effectiveness of Baichuan-Chat. 986

3https://opencompass.org.cn/leaderboard-llm
4https://huggingface.co/datasets/Flmc/DISC-Med-SFT
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Huatuo-II. Fig. 11 presents the conversation his-987

tory of Huatuo-II, which is characterized by its988

utilization of single-round conversations to achieve989

multi-round conversational objectives. A notable990

limitation of Huatuo-II is its inability to aid pa-991

tients in interpreting medical test results by incor-992

porating symptom information from previous di-993

alogues. Moreover, Huatuo-II adopts a passive994

interaction style, overwhelming patients with an995

excessive amount of information that may impede996

their ability to extract valuable insights from the997

system’s responses.998

DISC-MedLLM. The conversation history of999

DISC-MedLLM is presented in Fig. 12 and Fig. 13.1000

Our analysis suggests that DISC-MedLLM effec-1001

tively extracts information from patients regarding1002

their symptoms. However, the model relies on a1003

fixed response template, where it restates the pa-1004

tient’s statement, provides its own perspective, and1005

concludes with recommendations, with a signif-1006

icant portion of the response dedicated to offer-1007

ing suggestions. As a result, DISC-MedLLM’s1008

responses tend to be longer compared to other mod-1009

els. One major drawback of DISC-MedLLM is1010

the lack of specificity in its points. For instance,1011

when diagnosing a patient with appendicitis, the1012

model simply suggests that the patient may be ex-1013

periencing a gastrointestinal issue. Additionally,1014

while DISC-MedLLM provides numerous thera-1015

peutic recommendations, they are general in nature1016

and do not offer comprehensive guidance.1017

SFT (Baichuan) The conversation history of1018

SFT (Baichuan) is shown in Fig. 14. Our observa-1019

tions indicate that SFT (Baichuan) and Baichuan-1020

Chat both fail to effectively provide patients with1021

information on how to confirm their diagnosis. Fur-1022

thermore, SFT (Baichuan) analyzes the test results1023

submitted by patients in a similar manner to DISC-1024

MedLLM, as it advises patients that further evalua-1025

tion of the test results is necessary, but both lacking1026

detailed analysis of the test results. From this we1027

can infer that DISC-MedLLM primarily improves1028

the model’s ability to inquire about symptoms and1029

offer treatment recommendations.1030

PLPF (Baichuan) The conversation history of1031

PLPF (Baichuan) is shown in Fig. 15. The PLPF1032

model strictly adheres to a process that involves1033

asking for symptoms, proposing a diagnosis, ver-1034

ifying the diagnosis, and suggesting a treatment1035

recommendation. In comparison to the SFT model,1036

the PLPF model is more focused on symptom in- 1037

quiry. For example, our model specifically asks 1038

about the location of pain when it identifies the 1039

keyword "Metastatic ... pain," which is important 1040

for determining the possibility of appendicitis in 1041

the patient. In terms of validating the diagnosis, our 1042

model suggests more precise tests such as blood 1043

tests and ultrasound, while DISC-MedLLM sug- 1044

gests more general tests like gastroscopy and liver 1045

function tests. Our model effectively utilizes the 1046

findings of test results to further refine the patient’s 1047

diagnosis, specifically identifying the possibility 1048

of septic appendicitis. On the contrary, the other 1049

models do not effectively utilize this information. 1050

Lastly, when it comes to offering treatment op- 1051

tions, our model proposes a surgical treatment plan, 1052

whereas the other LLMs only provide a generic 1053

treatment plan. 1054

G Evaluation Based on BLUE and 1055

ROUGE 1056

In this section, we provide the BLUE-4 and Rouge- 1057

L scores obtained by the model on the Meddg, 1058

IMCS, and webMedQA datasets. We also discuss 1059

the limitations associated with these scores. The 1060

scores are presented in Table 6, with the three high- 1061

est scores highlighted in red and the three lowest 1062

scores in purple for each dataset. Moreover, we 1063

include the length of the responses generated by 1064

each LLM. Unlike conventional reporting methods 1065

that typically only present the F1-score, we present 1066

the precision, recall, and F1-score together for the 1067

ROUGE score, separated by the "/" sign. 1068

A strong negative correlation was observed be- 1069

tween the precision metrics scores (such as BLUE 1070

and Rouge-Precision) and the length of LLM re- 1071

sponses. Specifically, Rouge-Precision has a sig- 1072

nificant impact on ROUGE-F1. When traditional 1073

metrics are used for evaluation, models with shorter 1074

response lengths tend to receive higher scores. One 1075

possible explanation for this finding is that physi- 1076

cians’ responses in real datasets are usually more 1077

concise, while the output of medical LLMs often 1078

includes additional details that are not present in 1079

the reference responses. As a result, the BLUE and 1080

ROUGE-F1 scores are lower. It is clear that the 1081

evaluation of a response cannot solely rely on its 1082

length, indicating that BLUE and ROUGE are not 1083

reliable measures for assessing the performance of 1084

LLM responses. 1085
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Meddg(Avg Len = 23.7) IMCS(Avg Len = 25.2) WebMedQA(Avg Len = 144.3)Model B@4 R@L Len B@4 R@L Len B@4 R@L Len

Baichuan-Chat 0.5 4.4/34.2/6.8 214.2 0.5 4.3/27.9/6.3 269.4 2.3 9.7/18.9/10.5 269.4
ChatGLM3 1.8 14.4/26.1/14.7 138.0 1.6 13.2/20.5/12.2 272.2 3.4 11.2/22.7/12.8 272.2
Huatuo-II 0.6 8.6/33.2/10.1 188.7 0.7 7.4/37.3/9.2 333.8 2.9 8.1/28.1/11.4 425.1
DISC-MedLLM 0.7 6.5/28.9/7.6 203.2 0.7 9.5/25.0/9.0 425.1 2.8 8.8/24.7/11.7 333.8

SFT (Qwen) 2.0 19.5/26.4/17.4 50.0 2.1 17.8/18.5/13.0 167.4 4.3 14.3/18.5/13.8 167.4
SFT (Baichuan) 1.5 14.9/27.0/14.4 64.4 1.3 14.3/19.5/11.3 173.5 4.0 12.9/19.6/13.6 173.5

PLPF (Qwen) 1.0 7.5/36.9/10.3 149.2 1.2 8.9/28.0/10.0 277.8 3.5 10.4/23.8/12.8 277.8
PLPF (Baichuan) 1.3 11.3/34.8/13.1 99.8 1.1 10.4/26.7/10.3 227.3 4.0 12.5/21.5/13.8 199.6

Table 6: BLUE and ROUGE scores of LLMs on each dataset.

Before diagnosing and 
guiding the patient, 
doctors needs to 
carefully verify the 
patient’s condition.

### Score = 2
Doctors proactively gather patients' symptoms and inquire about their condition before 
making a diagnosis. They utilize the information provided by the patient to inform their 
diagnostic process.
>>> Or
The patient has already received a diagnosis from a healthcare professional or undergone a 
medical evaluation before the consultation. It is important to note that a patient's self-
perceived belief regarding a specific disease does not constitute a formal diagnosis.

### Score = 1
The doctors did not proactively collect patient information; rather, patients volunteered 
more information. The doctor thoroughly utilized the information provided by the patient 
before making the diagnosis. This was evident in the doctor's analysis of the patient's 
condition using the information provided to determine the type of disease, its severity, 
and other relevant factors.

### Score = 0
The information provided by the patient was insufficient, and the doctor did not offer 
additional guidance, leading to what appeared to be an arbitrary diagnosis or guidance.
>>> Or
The doctor declined to provide a diagnosis for the patient.

Doctors should inform 
patients about their 
disease or the tests 
needed for diagnosis.

### Score = 2
The doctor informs the patient about the disease or a possible diagnosis if it cannot be 
confirmed and refers the patient to an in-person consultation. 
>>> Or
The patient was diagnosed prior to this consultation.

### Score = 1
The doctor gave the patient a vague diagnosis, while failing to tell the patient how to 
confirm the diagnosis of the disease.

### Score = 0
The doctor recommended the patient for a test without providing a possible diagnosis or 
justifying the test. 
>>> Or
The doctor did not inform the patient of their diagnosis or recommend the necessary test.

Doctors should inform 
patients of treatment 
options for the disease.

### Score = 2
The doctor effectively communicated the treatment options for the disease and safe methods 
for relieving the symptoms to the patient.
>>> Or
The doctor discussed conservative treatment options with the patient and recommended 
monitoring the progression of the disease.
>>> Or
The doctor was unable to devise a treatment plan for the patient due to the complexity of 
the condition, prompting the need for additional tests.

### Score = 1
The doctor recommended that the patient go to the hospital without providing a clear or 
reasonable explanation.
>>> Or
The doctor provided treatment options for only a portion of the patient's illness.

### Score = 0
The doctor did not inform the patient of the treatment plan and did not give any reason, or 
the reason was unreasonable.

Figure 6: Goal-oriented rules evaluation criteria.
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Patient **, Female, 36 years old: **Corporate Employee, Patient's self-reported medical history.

Chief Complaint Upset and anxious for over 2 years

Present Medical History Patient presented more than 2 years ago with no obvious triggers for distress and anxiety, 
self-conscious of feeling nervous from time to time, but could not specifically name the 
things she was nervous about. Frequent lack of concentration interfered with work and self-
consciousness was poor. The above situation has been continued, once in the unit did 
physical examination, did not find obvious lesions. At the end of last year, she went to 
our outpatient clinic and took amitriptyline, which she stopped because she could not 
tolerate it. Recently, she felt that her symptoms had worsened, and she had fidgeting, poor 
sleep, occasional headaches, panic attacks, shortness of breath, etc.

Past history Denied history of hypertension, diabetes mellitus, denied history of heart disease, no 
history of hepatitis, tuberculosis, no history of food or drug allergy, and a history of 
cesarean section.

Menstrual history Menarche at 13 years old, usual menstruation is basically normal, usually 3---5 days, last 
menstruation was on April 1.

Marital and childbearing  
history

Married, good relationship, one son, family health.

Family history Parents are alive, deny family history of specific genetic diseases and similar conditions.

Personal History Born and residing locally, denies history of exposure to infected areas, no smoking, 
drinking and other bad habits.

Laboratory Tests Outpatient tests for blood, urine, liver function, ECG, and EEG results were all within 
normal limits.

Neurologic Examination Mental clarity, bilateral pupil diameter 3mm, light reflexes present, normal eye movements, 
no tongue-face palsy, normal reflexes, neck softness and no resistance, Kerb's sign 
negative, limb muscle strength, muscle tone normal, cavity reflexes, etc. present, no 
pathognomonic signs, abdominal wall reflexes sensitive, no sensory diminution. Bilateral 
rotational movements and finger-nose test were normal, and Lomborg's sign was negative.

Psychiatric Examination The patient walks into the ward by himself, conscious, well-groomed, good contact, clear 
speech, relevant answers, moderate emotional response, slight anxiety, cumbersome speech, 
coherent thought content and environment, no thought disorder.

Figure 7: Example of Patient Information.

Doctor May I ask your name and how old you are?

Patient My name is **** and I am 36 years old.

Doctor How did you feel uncomfortable?

Patient I felt distracted, nervous and in bad shape.

Doctor Oh, how long has this been going on?

Patient It's probably been over 2 years.

...
Doctor Have you ever had any suicidal thoughts?

Patient That's not true.

Doctor Have you had any serious illnesses? Any high blood pressure, diabetes, heart disease? 
Hepatitis, tuberculosis?

Patient No, we have annual medical checkups in our organization, and we haven't found any of these 
diseases.

...

Figure 8: Example of Dialogue Script.
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Symptom Nervousness, but no specific goal of nervousness

Panic, shortness of breath, headache

Ask about treatment history

Ask about disease changes and transformation

Ask for general information

Ask about past history

Ask about family history

Test Routine blood test

Routine urine test

Liver Function tests

Electrocardiogram (ECG)

Electroencephalogram (EEG)

Neurological examination

Psychiatric examination

Disease Anxiety disorder

Figure 9: Example of Checklist.

Patient Hello, my name is **, female, 22 years old. Metastatic lower abdominal pain for 3 days.

Doctor Hello Ms. **, I am happy to help you. May I ask if your pain is persistent or paroxysmal? 
Where is the exact location of the pain? Are there any other symptoms such as nausea, 
vomiting, fever, etc.?

Patient The pain was metastatic, starting with pain in the upper and middle abdomen, then moving to 
the lower right abdomen and full abdominal cramps, with nausea, vomiting once, and 
occasional dizziness.

Doctor
Comment: The doctor 
informed the patient of 
the three possible 
diagnoses, but did not 
tell the patient how to 
further confirm the 
diagnosis and simply  
told the patient to seek 
offline help.

Thank you for your reply, Ms. **. According to the symptoms you described, you may be 
suffering from one of the following diseases: 1. Acute appendicitis: this is a common 
abdominal disease that manifests as metastatic right lower abdominal pain, which gradually 
worsens, accompanied by nausea, vomiting and other symptoms. 2. Ovarian cyst torsion: a 
disease of the female reproductive organs that manifests as a sudden onset of severe 
abdominal pain, which may radiate to the waist and groin, accompanied by nausea, vomiting 
and other symptoms. 3. Intestinal obstruction: Intestinal blockage leads to abdominal pain, 
nausea, vomiting and other symptoms. It is recommended that you consult a hospital as soon 
as possible for diagnosis and treatment by a specialized doctor. In the meantime, please 
take rest, avoid strenuous exercise and keep your diet light. If your condition worsens, 
please seek medical attention immediately.

Patient I'm already at the hospital and the outpatient doctor gave me an ultrasound and said 
there's a mass on my right side.

Doctor
Comment: Even though 
the patient provided 
ultrasound results, the 
doctor still did not give 
a definitive diagnosis or 
specific 
recommendations  for 
testing.

Thank you for the information, Ms.**. According to your description, your symptoms may be 
related to a mass in the right adnexal area, which may be caused by torsion of an ovarian 
cyst or rupture of an ovarian cyst. Of course, there are other diseases that may cause 
similar symptoms, such as appendicitis and intestinal obstruction. In this case, you are 
advised to follow the following suggestions: 1. Follow your doctor's recommendations for 
examination and treatment to ensure timely diagnosis and treatment of your condition. 2. 
Keep communicating with your doctor about the progress of your condition and the 
effectiveness of your treatment. 3. Maintain good lifestyle habits, such as maintaining a 
healthy diet, proper exercise, and adequate sleep, to help your body recover during 
treatment. 4. If you experience any discomfort or deterioration of your condition during 
treatment, please seek medical advice in time. 5. After the treatment is completed, have 
regular follow-ups to ensure that your condition is under control and stabilized. I hope 
these suggestions are helpful to you and wish you a speedy recovery!

Patient Doctor, what disease should I have? How should I treat it?

Doctor
Comment: The doctor 
bluntly  refused to give a 
specific diagnosis.

I'm sorry, but as a large language model, I can't see your medical test results and history 
directly. I would recommend that you follow your doctor's advice and they can confirm your 
diagnosis and develop a treatment plan based on your specific situation and test results. 
Also, maintaining good habits and a positive mindset is very important for your recovery.

Patient (End of conversation)

Figure 10: Example of Baichuan-Chat.
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Patient Hello, my name is **, female, 22 years old. Metastatic lower abdominal pain for 3 days.

Doctor
Comment: Doctors do 
not proactively  gather 
information from 
patients, give a specific 
diagnosis, or give 
advice to confirm the 
diagnosis. Rather, they  
provide a great deal of 
information for the 
patient to make her own 
judgment about her 
illness.

Hello, Ms. **. I am sorry to hear that you are experiencing abdominal pain. Based on your 
description, your pain is metastatic, which can mean that the pain originates in one area 
of the abdomen and then moves to another area. This can be due to a variety of reasons, 
including digestive problems (such as gastroenteritis, gastric ulcers, cholecystitis, or 
pancreatitis), urinary problems (such as kidney stones or urinary tract infections), and 
gynecological problems (such as ovarian cysts, endometriosis, or pelvic inflammatory 
syndrome). However, I must emphasize that what I have provided are only possible causes and 
a true diagnosis needs to be made by a doctor. If your pain persists or worsens, or is 
accompanied by other symptoms such as fever, vomiting, bloody urine, constipation or 
diarrhea, you should seek immediate medical attention. If you've already seen your doctor 
and they haven't given you a firm diagnosis, you may need further tests, such as an 
ultrasound, CT scan or MRI, to help determine the cause of the pain. keep in mind that 
these are only general recommendations and specific medical advice should be provided by 
your doctor as they know your personal health and medical history.

Patient I developed metastatic right lower abdominal pain three days ago, starting with upper-
middle abdominal pain and then shifting to right lower abdominal and generalized abdominal 
cramps with nausea, vomiting once, and occasional dizziness.

Doctor
Comment: The patient 
provided more 
information, yet the 
doctor still did not give 
the patient a specific 
diagnosis, but instead 
provided some general 
offline visit advice.

Your symptoms may be caused by a variety of reasons, including but not limited to 
gastrointestinal disorders, urinary tract infections, kidney stones, ovarian cysts, and 
acute appendicitis. Your symptoms, especially the pain in the lower right abdomen and the 
accompanying nausea and vomiting, may be related to digestive or gynecological disorders. 
It is recommended that you seek medical attention as soon as possible so that your doctor 
can perform a thorough evaluation and determine the best course of treatment. Until you see 
your doctor, try to avoid greasy or indigestible foods, drink plenty of fluids to prevent 
dehydration, and avoid overexertion. Please note that this is only one of the possible 
explanations based on the symptoms you have described, and an accurate diagnosis and 
treatment plan can only be arrived at after examination and testing by a medical 
professional.

Patient I've already been to an ultrasound and the doctor said there's a lump on the right side, 
what's going on?

Doctor
Comment: The patient 
provides ultrasound 
results and expects the 
doctor to interpret them. 
However, the doctor 
only  analyzes them in 
isolation regarding the 
problem at hand and 
does not incorporate the 
symptomatic 
information provides by 
the patient.

An ultrasound is a painless medical imaging technique that shows images of the body's 
internal structures and organs. If your ultrasound results show a lump on your right side, 
this usually means that a lump or mass is found somewhere on your right side that is larger 
or unusual than the surrounding tissue. The nature of this mass (benign or malignant) and 
exactly what type of mass it is will depend on a number of factors, including the size, 
shape, and location of the mass, as well as whether it is growing or decreasing in size. 
Some possible types of lumps include cysts, lipomas, abscesses, leiomyomas, tumors, and 
more. In some cases, ultrasound results may require further testing or imaging studies, 
such as an MRI or CT scan, to define the characteristics of the mass in more detail. Your 
doctor will discuss next steps based on the ultrasound results and your symptoms. This may 
include watchful waiting, further testing or treatment. Make sure you communicate fully 
with your doctor, understand their explanations and recommendations, and follow their 
instructions.

Patient I see, so do I need to do any further tests?

Doctor The need for additional tests depends on the details of your ultrasound results and your 
symptoms. Here are some examples of additional tests that may be needed: 1. If your doctor 
suspects that a lump may be malignant, a biological tissue biopsy, in which a small sample 
is removed from the lump and examined under a microscope, may be recommended. 2. If your 
doctor suspects that you may have a specific type of lump or condition, such as ovarian 
cysts or fibroids, they may recommend other tests such as a blood test, urine test, or 
magnetic resonance imaging (MRI) to better understand your condition.3. In some cases, your 
doctor may recommend other types of tests to rule out other underlying conditions that may 
be causing your symptoms.4. It's important to work closely with your doctor to get the 
necessary tests or exams based on their recommendations. They will be able to provide you 
with personalized recommendations based on your specific situation.

Patient (End of conversation)

Figure 11: Example of Huatuo-II.
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Patient Hello, my name is **, female, 22 years old. Metastatic lower abdominal pain for 3 days.

Doctor
Comment: The doctor 
was very proactive in 
gathering information 
from the patient about 
the various symptoms 
and provided some 
generalized ways to 
alleviate them. (Good!)

Hello Ms. **, I am happy to help you. According to your description, you have been 
experiencing metastatic lower abdominal pain for 3 days. This condition may be caused by a 
number of reasons, such as digestive problems, urinary tract infection, etc. In order to 
determine the cause more accurately, I would like to know some more information. First of 
all, is this pain persistent or does it come on intermittently? Is it accompanied by other 
symptoms such as nausea, vomiting or diarrhea? This information will help us better 
determine the possible type of illness. Also, have you had similar symptoms or is there 
someone in your family with a related disease? This is also a factor to consider. In the 
present case, I would suggest that you first try some self-care measures to relieve the 
pain. You can take plenty of rest, avoid strenuous exercise and over-exertion, as well as 
maintain a good diet and avoid spicy and stimulating foods. In addition, you may also try 
applying hot compresses to the abdominal area, which may ease the discomfort. However, if 
the pain does not improve significantly or you experience other discomforts, I strongly 
recommend that you seek prompt medical attention and undergo further tests to clarify the 
cause. Your doctor can help determine the diagnosis by taking a detailed medical history, 
physical examination, and necessary laboratory tests (e.g., routine blood and urine tests). 
Apart from digestive problems, there are other possible causes of lower abdominal pain, 
such as urinary tract infections and gynecological inflammation. So please feel free to let 
me know if you have any questions or need further help.

Patient This pain started with pain in the upper and middle abdomen, then shifted to colic in the 
lower right abdomen and all over the abdomen, accompanied by nausea and vomiting once, 
occasional dizziness, no panic attacks, no radiating pain in the back of the shoulders, no 
sensation of anal swelling, and no bleeding from the vagina. I have not had this symptom 
before and no one in my family has any related illnesses.

Doctor
Comment: The patient 
provided the doctor 
with a great deal of 
information about her 
symptoms, and the 
doctor indicated that the 
diagnosis could not be 
confirmed on the basis 
of this information 
alone, and asked the 
patient for more 
information. (Good!)

Based on your description, your symptoms include upper-middle abdominal pain that has 
shifted to the lower right abdomen and full abdominal cramps, accompanied by nausea, 
vomiting once, and occasional dizziness. While these symptoms can be associated with a 
variety of conditions, it is also possible that the discomfort is due to gastrointestinal 
problems. In order to more accurately determine the cause, I need to know some additional 
information: does this pain occur before meals? Are there any specific triggers that would 
make the pain worse? In addition to this, have you recently experienced any loss of 
appetite or weight loss? This information is important for us to rule out other underlying 
conditions. In the meantime, I suggest you pay attention to the following points: firstly, 
try to avoid oily and spicy foods that may irritate the gastrointestinal tract; secondly, 
ensure adequate water intake, eat more fresh vegetables and fruits, and increase the intake 
of dietary fiber; and lastly, pay attention to a regular work schedule and avoid staying up 
all night and excessive fatigue. It should be noted that the above suggestions are for 
reference only, and the specific treatment plan should be adjusted according to the 
doctor's guidance. If there is no significant improvement in symptoms or other discomforts, 
please consult your doctor and undergo further examination to clarify the cause. If you 
have any questions or need further help, please feel free to let me know.

Patient The pain comes after meals and is especially worse after eating fatty foods. Recently, I 
has lost my appetite and has lost 5 pounds.

Doctor
Comment: The doctor 
gave a vague diagnosis 
while suggesting the 
patient to go for some 
laboratory  tests. 
However, the laboratory  
tests suggested by  the 
doctor were not able to 
detect appendicitis, 
which indirectly  
indicates that the doctor 
did not correctly  
surmise the patient's 
disease.

According to your additional information, the pain occurs mainly after meals especially 
when eating fatty foods and is accompanied by loss of appetite and weight loss. These 
circumstances further support the possibility of gastrointestinal problems. In response to 
your symptoms, I still recommend that you take the following measures to relieve your 
discomfort: first, try to avoid greasy and spicy foods that may irritate the 
gastrointestinal tract; second, ensure adequate water intake, eat more fresh vegetables and 
fruits, and increase your intake of dietary fiber; and lastly, pay attention to a regular 
routine and avoid staying up too late and being overly fatigued. Nonetheless, given that 
your symptoms have not improved significantly and you are experiencing new discomfort, I 
recommend that you seek medical attention as soon as possible and undergo further testing 
to determine the cause of your symptoms. Your doctor can help determine the diagnosis by 
taking a detailed history, physical examination, and necessary laboratory tests (e.g., 
blood tests, liver function, gastroscopy, etc.). In addition to gastrointestinal problems, 
there are a number of other possible causes of similar symptoms, such as pancreatitis and 
gallbladder stones. So please feel free to let me know if you have any questions or need 
further help.

Figure 12: Example of DISC-MedLLM, Part-I.
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Patient I have already had an ultrasound at the local hospital and the doctor said there is a mass 
on the right side.

Doctor
Comment: The patient 
provided ultrasound 
findings and the doctor 
was unable to interpret 
the findings and did not 
correct his diagnosis.

Thank you for the updated information. Based on your description, you underwent an 
ultrasound at your local hospital, which showed a mass on the right side. The exact nature 
of this mass is unclear and further tests may be required to make a definitive diagnosis. 
Based on the description of your condition, I can't give you a definitive diagnosis, but I 
can give you some advice for reference: first, please don't worry too much because many 
lumps are benign. However, to be on the safe side, I recommend that you have regular 
checkups to monitor any changes in the lump. If necessary, your doctor may recommend 
surgical removal. If you are concerned or have any questions about your current diagnosis, 
I encourage you to consult a medical professional for more detailed information and advice. 
They will be able to develop a treatment plan that is right for you on a case-by-case 
basis. I hope my answers have been helpful. Please feel free to let me know if you have any 
other questions or need further assistance.

Patient What do I have and how can I treat it?

Doctor
Comment: The doctor 
provided a vague and 
incorrect diagnosis.

Based on the symptoms you have described, possible diagnoses include gastrointestinal 
problems, urinary tract infections, and more. However, it is difficult to make an accurate 
diagnosis based on textual descriptions alone, so I recommend that you seek medical 
attention as soon as possible and undergo further tests to clarify the cause of your 
condition. While waiting for medical treatment, you can continue to pay attention to 
dietary adjustments, avoid oily and spicy foods, eat more fresh vegetables and fruits, and 
drink a moderate amount of water. It is also important to maintain good living habits, 
including adequate rest, a reasonable dietary structure and moderate exercise. Once you 
have received professional medical advice and a diagnosis, your doctor will formulate a 
treatment plan accordingly. This may include medication, surgery or other appropriate 
treatments. Please feel free to let me know if you have any questions or need further 
assistance.

Figure 13: Example of DISC-MedLLM, Part-II.

Patient Hello, my name is **, female, 22 years old. Metastatic lower abdominal pain for 3 days.

Doctor Hello! I am very sorry to hear about your discomfort. May I ask if you are experiencing any 
other symptoms of discomfort? Such as fever, nausea, vomiting, etc? Also, have you ever had 
a history of sexual intercourse? This information is very important for us to make an 
accurate judgment.

Patient I have nausea, vomiting, occasional dizziness, but no fever. As for sexual history, I have 
none.

Doctor
Comment: The doctor 
provided an incorrect 
diagnosis, and the 
doctor made no attempt 
to verify  his diagnosis.

Thank you for the information you have provided. Based on your description, the pain and 
discomfort may be due to pelvic inflammatory disease. It is recommended that you seek 
medical attention as soon as possible for further examination and treatment. Meanwhile, you 
can pay attention to rest, avoid overwork and maintain good dietary and living habits. If 
you have any other questions or need further help, please feel free to let me know.

Patient Okay, I will follow your advice. May I ask what tests I should do?

Doctor
Comment: It is clear 
from this that the doctor 
is capable of verifying 
the diagnosis, but it 
requires active guidance 
from the patient.

In order to make a definitive diagnosis and develop an appropriate treatment plan, I 
recommend that you undergo a gynecological ultrasound as well as routine blood tests. These 
tests will help us understand your condition so that we can better assist you. Please make 
an appointment for the tests as soon as possible and bring the results with you to your 
next appointment so that we can develop a personalized treatment plan for you based on the 
results. If you need help scheduling an appointment for a test, I can provide you with some 
information and advice about it.

Patient I've had a gynecological ultrasound and routine blood tests, but I haven't gotten the 
results back yet.

Doctor Understood, thank you for the information. Please be patient and wait for your test 
results, and once you have them, please do not hesitate to contact me so that I can work 
with you to analyze the results and develop the next steps in your treatment plan. Please 
also feel free to let me know if you have any discomfort or questions during the waiting 
period, and I will do my best to provide help and support. I wish you a speedy recovery! If 
you have any other questions, please feel free to continue your consultation.

Patient I've got the results back, the ultrasound showed "mixed mass in the right adnexal area", 
and the blood tests were WBC 12.3*10^9/L, NEUT% 89.9%, LYM% 5.5%.

Doctor
Comment: The doctor 
gave an ambiguous 
interpretation of the 
information provided by 
the patient for the 
medical examination.

Based on the findings you provided, a mixed mass in the right adnexal area may require 
further evaluation and management. In addition, the high white blood cell count may be 
related to inflammation. It is recommended that you contact your primary care physician as 
soon as possible for a detailed interpretation of the test results and to discuss with them 
the next step of treatment. In the meantime, maintaining a positive mindset and 
rationalizing your diet and lifestyle will help promote recovery. If you need any help or 
have any other questions, please feel free to let me know. I wish you a speedy recovery!

Figure 14: Example of SFT (Baichuan).
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Patient Hello, my name is **, female, 22 years old. Metastatic lower abdominal pain for 3 days.

Doctor Hello! I am happy to help you. Can you please describe in detail the location of your pain? 
Also, are you experiencing any other discomfort? So that I can better understand your 
situation.

Patient I developed metastatic right lower abdominal pain three days ago, starting with upper-
middle abdominal pain and then shifting to right lower abdominal and generalized abdominal 
cramps with nausea, vomiting once, and occasional dizziness.

Doctor
Comment: The doctor 
informed the patient of 
the definitive diagnosis 
and the medical tests 
used to verify  that the 
diagnosis was correct.

Thank you very much for the information you have provided. Based on your description, the 
abdominal pain may be caused by acute appendicitis. In order to further clarify the 
diagnosis, I suggest you to perform blood tests and ultrasound. These tests can help us 
determine the condition more accurately and formulate a corresponding treatment plan. 
Please go to the hospital as soon as possible for the relevant examinations.

Patient I had an ultrasound at the outpatient doctor and he said there was a mass on the right 
side, but he didn't tell me exactly what it was.

Doctor
Comment: The doctor 
rationalized the patient's 
test report in the context 
of the diagnosis and 
proposed a feasible 
treatment plan.

Understood, you have had an ultrasound in the clinic and a mass on the right side has been 
found. This could be a complication from appendicitis, i.e. a periappendiceal abscess. 
Surgery may be a better option in this case, as medication alone may have limited effect. 
Surgery can remove the infection, reduce inflammation, and prevent complications. After 
surgery, you will also need to continue antibiotic therapy to control the infection. Please 
feel free to let me know if you have any questions or need further information.

Patient So where should I go for surgery now?

Doctor If you have decided to undergo surgical treatment, then I would recommend that you contact 
your local major or specialty hospital as soon as possible to make an appointment for 
surgery. They will have a professional team to assess your condition and arrange a suitable 
surgical plan for you. At the same time, you can also consult your doctor about the 
specific details and precautions of the surgery to ensure a safe and smooth operation. I 
wish you a speedy recovery! If you have any other questions, I will try my best to answer 
them.

Patient (End of conversation)

Figure 15: Example of PLPF (Baichuan).
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