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Abstract

Simple regret is a natural and parameter-free per-
formance criterion for pure exploration in multi-
armed bandits. However, possibly due to the chal-
lenge of characterizing it, in the theory commu-
nity, it has been largely overlooked in favor of
studying the probability of selecting the best, or
an e-good arm. In this paper, we make significant
progress on minimizing simple regret in both data-
rich (T' > n) and data-poor regime (7" < n) where
n is the number of arms, and 7T is the number of
samples. At its heart is our improved instance-
dependent analysis of the well-known Sequen-
tial Halving (SH) algorithm, where we bound the
probability of returning an arm whose mean re-
ward is not within e from the best (i.e., not e-good)
for any choice of € > 0, despite € not being input
to SH. Our bound not only leads to an optimal
worst-case simple regret bound of \/n/T up to
logarithmic factors but also essentially matches
the instance-dependent lower bound for return-
ing an e-good arm reported by Katz-Samuels and
Jamieson (2020). For the more challenging data-
poor regime, we propose Bracketing SH (BSH)
that enjoys the same improvement even without
sampling each arm at least once. Our empirical
study shows that BSH outperforms existing meth-
ods on real-world tasks.

1. Introduction

We consider the pure exploration problem in multi-armed
bandits. In this problem, given n arms, the learner sequen-
tially chooses an arm I; € [n] := {1,...,n} at time ¢ to
observe a reward 7 = i1, + 7+ Where p; is the mean reward
of arm 7 and ) is stochastic o2-sub-Gaussian noise. With-
out loss of generality, we assume that 1 > g1 > --- > py,, > 0.
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After T' time steps, the learner is required to output an arm
Jr that is estimated to have the largest mean reward. The
budget 1" may or may not be given to the algorithm as input.
Such a problem was formalized by Even-Dar et al. (2006)
and Bubeck et al. (2009), but similar problems were con-
sidered much earlier (Bechhofer, 1958; Chernoff, 1959).
Recently, pure exploration has found many applications
such as efficient crowdsourcing for cartoon caption con-
tests (Tanczos et al., 2017), hyperparameter optimization (Li
et al., 2018; 2020), and improving the time complexity of
clustering algorithms (Baharav and Tse, 2019). Hereafter,
we take o2 = 1 for ease of exposition, but all our results can
easily be extended to o2-sub-Gaussian noise.

Among many performance criteria, simple regret proposed
by Bubeck et al. (2009) is a natural measure of the quality
of the estimated best arm J:

ey

Simple regret is an unverifiable performance measure, mean-
ing that the algorithm need not verify its performance to a
prescribed level. This is in stark contrast to the fixed confi-
dence setting (Even-Dar et al., 2006) such as (¢,0)-PAC that
requires the algorithm to verify the quality of the estimated
best arm to the prescribed target accuracy € and confidence
level §. While certain applications do need such verification,
there are many applications where the sampling budget is
too limited to show meaningful guarantees, such as cartoon
caption contests (Jain et al., 2020) and biological experi-
ments (Jun et al., 2016). In these cases, algorithms with
verifiable guarantees may not be meaningful. Furthermore,
existing algorithms with verifiable guarantees are vacuous
in the data-poor regime of 7' < n as it requires each arm to
be pulled at least once (Katz-Samuels and Jamieson, 2020,
Section C.1). The fixed budget setting considers an un-
verifiable measure of }P’(u Jr ¥ ul) (Audibert et al., 2010),
but this quantity inevitably depends on the smallest gap
w1 — po (Carpentier and Locatelli, 2016), which is usually
not meaningful until the sample size is very large.

SRegy :=E [Ml - MJT] :

Despite being attractive, the analysis of simple regret has
been elusive. Existing studies focus on either achieving min-
imax simple regret bound (Lattimore et al., 2016) or charac-
terization of how simple regret is different from the cumu-
lative regret (Bubeck et al., 2009). It is not known whether
simple algorithms like Sequential Halving (SH) (Karnin
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Table 1. Sample complexity comparison with ME (Even-Dar et al., 2006), P3 (Chaudhuri and Kalyanakrishnan, 2019), and BUCB (Katz-
Samuels and Jamieson, 2020). The lower bound for Polynomial(«) instances (Theorem 3, Lemma 3.1) is a contribution of this paper which
improves on Katz-Samuels and Jamieson (2020, Theorem 1) to include the correct dependence on §. The lower bound for EqualGap(m)
was first shown by Chaudhuri and Kalyanakrishnan (2017), which works for the fixed budget setting as well. We omit constant and
logarithmic factors in n and m. Methods with asterisk consider the fixed confidence setting, and those with dagger have an in expectation
bound rather than the high probability one. Anytime algorithms do not require the knowledge of the budget 7" as input, and parameter-free

ones do not require any of {c«,m,€,d} as input.

Polynomial () with o > £ EqualGap(m) with m < n/4 Data-poor Anytime  Parameter-free
ME® & log (5) % log (5) X X X
Ps e loa(5) v Elog?(3) & (5loa(3) +10g” (5)) X X
BUCH' =tz 108 (5) mez 108 (5) X
DSH (ours) élog(%)vﬁ #103;(%)\/6% X
BSH (ours) Llog (%) o log (1)
Lower bound L log (%) = log (1)

et al., 2013) enjoy the optimal simple regret or not.

In this paper, we revisit simple regret and make two main
contributions. First, we provide a novel and tight analy-
sis of Sequential Halving (SH), one of the state-of-the-art
algorithms for pure exploration. We analyze a strong perfor-
mance criterion that we call e-error probability:

]P(/.Ll = Ujp > 6) )

where € is not given to the algorithm as input. This is pre-
cisely characterizing the distribution of p ., which was
mentioned as an interesting direction of research in Latti-
more and Szepesvdri (2020, Section 33.4 Note 9). If an
algorithm A does not take € as input yet has a guarantee for
any €, we say A enjoys a uniform e-error probability bound.
The e-error probability is stronger than simple regret since

SRegy = E[p1 — piy,] = fo P(py — g, >€)de. (3)
Thus, a uniform e-error probability bound implies a simple
regret bound.

We call an arm i to be e-good if pi; > 1 —€. Let A; == g —pu;
be the gap of arm ¢ and g(¢) := {z en]|pwi>p - e}| be
the number of e-good arms. We prove that SH (Karnin et al.,
2013) has the following bound for any € > 0 (Theorem 1):

]P(IJ,JT <pp - 6) < exp(—(:)(HZ;G) )), ()

where (:)() hides logarithmic factors and

1 i
H = .
A= 50y i B2

is the sample complexity function. By setting € = 0, the com-
plexity becomes Hs(0) = max;»o iA;Q =: Hy, so our bound

is never worse than the original bound of SH presented
in Karnin et al. (2013): P(p . # p1) < exp(—(:)(le)). Fur-
thermore, our bound essentially matches the lower bound
presented in Katz-Samuels and Jamieson (2020). We
also derive a minimax-style bound on the e-error proba-
bility, which can be easily integrated out over € to obtain
SRegy = O(\/n/T), and further show that a variant of SH
results in removing logarithmic factors from the bound and
achieve SReg;- = O(y/n/T). Finally, we derive an anytime
version of SH that we call Doubling SH (DSH), which en-
joys the same guarantees without requiring 7" as input. We
present details of these claims in Section 3.

As the second contribution, we propose an improved pure
exploration algorithm for the data-poor regime. This is mo-
tivated by the fact that the guarantee (4) becomes vacuous
in the data-poor regime (1" < max;sg(e)+1 iA7? to be pre-
cise) as it does not even allow us to pull every arm once.
Inspired by Katz-Samuels and Jamieson (2020), we pro-
pose Bracketing SH (BSH) that progressively subsamples a
larger set of arms (i.e., brackets) for which we invoke SH
to find a good arm. Our analysis shows that BSH enjoys a
bound that is essentially the same as (4) but works even for
T < max;sg(e)+1 iA;Q. Compared to BUCB (Katz-Samuels
and Jamieson, 2020), the state-of-the-art algorithm for the
data-poor regime, BSH achieves three improvements: (i)
BSH is parameter-free whereas BUCB requires the target
error rate J as input, (ii) BSH has a high probability sample
complexity bound as opposed to the expected sample com-
plexity bound of BUCB, (iii) BSH shows a much stronger
bound than BUCB. We provide details on BSH in Section 4.

We compare our bounds with existing bounds in various
setups in Table 1. For ease of comparison, we consider

special instances called Polynomial(«) and EqualGap(m).
Polynomial(«) is an instance with gap structure A; = (%)a

for 2 < i < n, where a > 0.5 (Jamieson et al., 2013), and
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Figure 1. The polynomial fitting for the best 150 arms of the New
Yorker Cartoon Caption contest 788.

EqualGap(m) is an instance that has m — 1 arms with the
gap ¢/4 and n—m arms with the gap %e. Both o and m have
the role of adjusting the number of good arms. Our bound
for BSH matches the lower bounds for the first time to our
knowledge, thereby establishing the optimality for these
two instances. Note that many real-world instances follow
Polynomial(«); e.g., see Figure 1. One interesting aspect
of Polynomial(«) is that, although « affects the fraction of
good arms, the optimal rate 1/¢? is independent of cv. This
is because the hardness of returning an e-good arm depends
not just on how many good arms we have but also on how
far they are from bad arms as we explain in Section 3.

Our result also resolves the open problem of having a factor
of In?(1/6) rather than In(1/8) when obtaining accelerated
sample complexities under the presence of multiple good
arms. Such an issue appeared repeatedly in the literature;
e.g., Chaudhuri and Kalyanakrishnan (2019), Katz-Samuels
and Jamieson (2020, Section E), and Aziz et al. (2018, Sec-
tion 5). They all rely on the subsampling device or its
variants. Our improved bound can be attributed to the fact
that an accelerated sample complexity can be obtained even
without the subsampling device — we are the first to achieve
such a result, to our knowledge.

We evaluate our algorithm on the cartoon caption contest
dataset in Section 5 and conclude our paper with future work
in Section 6. Due to space constraints, we have the related
work section in the appendix, but directly-related works are
discussed throughout the paper. All the proofs are deferred
to the appendix.

2. Preliminaries

We focus on the fixed budget and anytime setting in pure ex-
ploration. In the fixed budget setting (Audibert and Bubeck,

2010), the learner is given a budget 1" > 1 as input and is
required to return an estimated best arm Jp € [n] at the
end of T'-th time step. In the anytime setting, there is no
prescribed T, and the learner is required to output J; € [n]
for every time step ¢ > 1. In these settings, unlike the fixed
confidence setting, the learner is not required to verify the
quality of the returned arm Jr. We collectively call these
settings the unverifiable setting and refer to the fixed con-
fidence setting as the verifiable setting. Note that for any
verifiable setting, one can consider an unverifiable version.
For example, the verifiable (m, €)-good arm identification
problem (Chaudhuri and Kalyanakrishnan, 2017) requires
that the learner, given (m,e€,d), identify an arm i that is
(m,€)-good (i.e., i1; > pum — €) w.p. at least 1 — 4. One
can consider the unverifiable (m, €)-good arm identification
problem where the goal is to minimize P(p7, > fim, — €)
after T' time steps.

Sample Complexity. When comparing bounds for simple
regret or e-error probability, it is often easier to consider the
sample complexity, which measures the number of samples
required to achieve the target performance level. For exam-
ple, the sample complexity for the e-error probability is the
smallest time step 7 such that V¢ > 7, P(pu1 — g > €) < 4.

Notations. Throughout the paper, “const” is a universal
and positive constant, which may have different values for
different expressions. Both ©(-) and O(-) omits logarithmic
factors on m, n, but not 1/4.

3. Improved Analyses of Sequential Halving

Sequential Halving (SH) (Karnin et al., 2013) is a simple
and parameter-free algorithm that has had an outsize impact
on pure exploration since its introduction. Many recent prac-
tical algorithms for pure exploration (Aziz et al., 2022; Li
et al., 2018; 2020; De Heide et al., 2021) make use of this
algorithm, either with slight modifications or as a subrou-
tine. These works have demonstrated that the algorithm’s
practical and theoretical significance is greater than its orig-
inal presentation. Even beyond the basic bandit setting, SH
also has been used for planning in reinforcement learning
(Danihelka et al., 2022), where SH is observed to be easier
to tune compared to some UCB style algorithms as it does
not have problem-dependent parameters.

We present SH in Algorithm 3.1. SH consists of [log,(n)]
stages. In each stage ¢, the algorithm performs a uniform
sampling over the surviving arms S, followed by eliminat-
ing the bottom half of Sy w.r.t. empirical means and sets
Sp41 as the resulting arm set.

SH is known to achieve a nearly optimal instance-dependent
bound on the (e = 0)-error probability, which we detail in
Table 2 in the appendix. However, it is unknown if SH is
a good algorithm for returning an e-good arm. For € > 0,
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though in the fixed confidence setting, Median Elimination
(ME) achieves the sample complexity of 5 log(%) (Even-
Dar et al., 2006). Does SH achieve a similar sample com-
plexity for e-error probability? Despite the similarity be-
tween SH and ME, the answer is not clear because the
sampling scheme of SH is different from ME. In light of
the ubiquity of this algorithm and recent empirical success,
a stronger characterization of the performance of SH is of
great interest to the community.

In this section, via a powerful analysis of the e-error proba-
bility incurred by SH, we show that this algorithm achieves
an optimal bound for the unverifiable (m,¢)-good arm
identification problem that further implies a minimax opti-
mal simple regret bound (Lattimore and Szepesvari, 2020,
Exercise 33.1). We also provide a near-optimal instance-
dependent uniform e-error probability bound for the first
time.

Our main theorem shows the following instance-dependent
uniform e-error probability bound for SH.

Theorem 1. For any € € (0,1), the e-error probability of
SH satisfies

P(pry < p1—€) < eXp(—@(HQT(E) ))

for T> é(maXizg(€)+1 é)

The proof is in Appendix B.5. Note the requirement of
T>0 MaXi5g(c)+1 ﬁ) is not a weakness of our result.

One can easily see that if A; = ¢, Vi > 2, the standard
result of SH (Karnin et al., 2013) becomes vacuous for
T = o(Zz). We stress that, unlike all existing work that
we are aware of, Theorem 1 bounds the e-error probability
for an algorithm that does not require e as input. That
is to say, € is a parameter for analysis only. This upper
bound of e-error probability implies a sample complexity of
O(Hz(e) In(1/5)).

Polynomial gap instances. The class of polynomial gap
instances was introduced by Jamieson et al. (2013), who
referred to them as ‘a-parameterized’ instances. The au-
thors studied these instances in the best-arm identification
setting, showing that for « > 1/2, the sample complexity
H =¥, A7? scales like Q(n?®), with the increase in sam-
ple complexity corresponding to the growing number of
close-to-optimal arms as « increases. In one of the highlight
results of this work, we show that when € > 0 is not patho-
logically small, SH returns e-good arms on these instances
with an optimal sample complexity that is independent of
the number of arms n.

Corollary 1.1. For Polynomial(«) with o > %, we have
7 < 4
max —— < —.
g(%) i>g(e)+1 A? €2

HQ(E) =

The proof is in Appendix B.6. While this result initially
seems surprising, the lack of dependence on n stems from
the ratio between the number of ‘well-separated’ e-good
arms and the sample complexity of filtering out e-bad arms
(i.e., non-e-good arms) on these instances. As n increases,
due to the polynomial gap structure, the number of well-
separated e-good arms (e.g., the collection of €/2-good arms)
increases linearly with n, which balances the linear growth
in n of the sum over the e-bad arm gaps Z?=g(e) A7
This second term is effectively the sample complexity of
discarding all e-bad arms. Since we only require one of the
good arms to be returned, we get to divide Y}~ g(e)+1 A7?

by g(€/2).

Lower bounds. We compare our upper bound in Theorem 1
with lower bounds. For brevity, we present an informal
version here and defer the full version to Appendix C.3
along with a slightly stronger version.

Theorem 2. (Informal version of Katz-Samuels and
Jamieson (2020, Theorem 1)) For any algorithm, there exists
an instance where the expected unverifiable sample com-
plexity for returning an e-good arm with probability greater
than 15/16 satisfies

D 1 1
Q| H"(e) := 3 (2) -
g(e) i=g(e)+1 A; Ag(e)+1

Corollary 2.1 (Comparison with previous lower bound).

9(%)

In the case that g(¢) and g(%) have the same order (7%

is irrelevant to ¢€), the sample complexity measure Hs(¢€)
satisfies

, - 2
H'"(€) s Hy(e) s H™ (€) + =
g(e)+1

where < hides constants and logarithms of n and 1/4.

The sample complexity implied by Theorem 2 for returning
an e-good arm with probability 1 — §, with § € (0,1/16), is
Q(H""(e€)), which does not have the factor In(1/5). We
contribute a new lower bound that suggests a sample com-
plexity of Q(ﬁ(e) log(l/d)), with a complexity term H (¢)
that we describe next, and with which we show that Theo-
rem 1 is essentially tight on polynomial gap instances with
a>1/2.

For an n-armed bandit instance v, let

i no©
H(V’E): Z Aig(e)’
=2
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Algorithm 1 Sequential Halving (SH)
Input: budget: T, arms: [n]
Initialize: S, = [n]

for 7 = 1,...,[log2n] do
Sample each arm i € Sy for T} times where

Let Sy,1 be the set of [Sg / 2] arms in Sy with the largest
| empirical rewards.
Set Jr as the only arm in S[
Output: Jr

log, n] .

where for simplicity we assume that 7 is an integer multiple
of g(e).

Theorem 3. Fix n > 2, € > 0 and an n-armed unit-
variance Gaussian instance v. With a == H (v, €) we define
B..(a,€), the collection of n-armed bandit instances with
unit-variance gaussian arms for which H (V' €) < a for
each v' € B, (a,¢). Then for any algorithm w and sample
budget T € N,

sup ]P)V'JT(MJT <1 - e)
v'eB, (a,€)

11
> Inaux{27 % exp(—24T/a)} .

The complexity term H (v, €) plays the same role in our re-
sult as that of H(v) = Y1, A;? in Carpentier and Locatelli
(2016, Theorem 1). The proof of Theorem 3 can be found
in Appendix B.8.

Lemma 3.1. Consider a Polynomial(c) instances with fixed
a > 1/2. Then for any e < 1/2, H > % where c(«) is a
problem-dependent constant which does not depend on e.

The proof is in Appendix B.9. Combining Corollary 1.1
and Lemma 3.1, we see that Theorem 1 is optimal up to
logarithmic factors in the sample complexity for polynomial
gap instances with o« > 1/2.

3.1. Unverifiable (m, ¢)-Good Arm Identification

We show the error probability of SH for unverifiably identi-
fying an (m, €)-good arm (defined in Section 2) and discuss
its implications.

Theorem 4. For any m < n and any € € (0,1), the er-
ror probability of SH for identifying an (m,€)-good arm

satisfies
HD(ILLJT <um—e)s

T
4nlogs(2m)log, n

log, n-exp —const-m-(

- ln(4e)) .

Thus, there exist an absolute constant ¢1 > 0 s.t. if T >

In(4e)+Inlnn)nlog2(2m)log, n A
cl( (de) )62 g2 (2m) logs :@(6%), we have

2
]P)(/,LJT < o, — 6) < exp(—é(meT)).
n

The proof is in Appendix B.3.

Remark 1. Note that our bound implies a verifiable sample
complexity bound for the (m,¢)-good arm identification
setup as well because, given (m, €, ), one can work out the
sufficient samples size T' to control the RHS of Theorem 4
to be at most § and then run SH with T'.

Implications for m = 1. The worst-case upper bound of
Theorem 4 for m = 1 corresponds to the sample complexity
of (5(6% log %) This is the same as the classic lower bound
result of the (¢, d)-PAC problem (Mannor and Tsitsiklis,
2004) up to logarithmic factors. While numerous algorithms
achieve a matching upper bound, including Even-Dar et al.
(2006) and Hassidim et al. (2020), our result in Theorem 1
indicates a tighter bound when there are many good arms.

We now apply (3) to convert a uniform e-error probability
bound into a simple regret bound.

Corollary 4.1. SH satisfies SReg < (’5(\/? )

The proof is in Appendix B.2. Note that our bound is
minimax optimal up to logarithmic factors (Lattimore and
Szepesviri, 2020, Exercise 33.1). To our knowledge, the
only algorithm that we are aware of that achieves the mini-
max simple regret is MOSS (Audibert et al., 2009; Lattimore
et al., 2016). However, as MOSS is designed to minimize
cumulative regret, it cannot enjoy low instance-dependent
bounds for pure exploration tasks (Bubeck et al., 2011).
While uniform sampling can also achieve a near-optimal
simple regret, one can show that uniform sampling can be
arbitrarily worse than SH w.r.t. the (e = 0)-error probabil-
ity as its sample assignments over the arms are inherently
non-adaptive.

Remark 2. In Appendix B.12, we show that one can adjust
Ty in Algorithm 3.1 to achieve the minimax optimality up to
a constant factor (i.e., no logarithmic factors), but it is not
clear if this variant achieves a similar instance-dependent
sample complexity as Algorithm 3.1.

Implications for m > 1. We now show that SH enjoys
the optimal worst-case guarantee for the unverifiable (m, €)-
good arm identification problem up to logarithmic factors.
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Algorithm 2 Doubling Sequential Halving (DSH)

Input arms: [n]
Initialize 7 = [n log, n], J = j for some arbitrarily chosen
j € [n], i* = —oo. Define the time blocks 771 = {1,...,T1}
and Ty, = {11 (281 -1)+1,..., Ty (2% -1)}, Yk > 2, which
satisfies |75.| = 71271, k = 1. An instance of SH denoted
by S; with budget |77 .
fort=1,2,... do
Pull arm I; according to the recommendation from Sy,
Receive reward R; and send it to Sy,
if £ = max 7, then
Set (7, /i*) as the output arm and its empirical mean
from the last stage of S
k<k+1
Initialize a new instance of SH denoted by S, with
budget | 7|

| Output: J;, = j and M, = i*.

Our result is especially attractive since the target number of
good arms m is not an input to SH.

Our upper bound of Theorem 4 corresponds to a sample

n

complexity of @( — log(%)), which matches the lower
bound in Chaudhuri and Kalyanakrishnan (2017), thereby
closing the gap between the upper and lower bounds from
previous work; the algorithms therein have suboptimal up-
per bounds that scale with 10g2(%). Furthermore, these
algorithms all require (m,¢€,d) as input, which is natural
for obtaining verifiable sample complexities but becomes
a limitation in other settings. In contrast, Theorem 4 al-
lows (m, €) to be chosen freely to measure the algorithm’s
performance since the parameters for measuring the perfor-
mance are no longer necessary for executing the algorithm.
Therefore, one can rewrite Theorem 4 as follows:

min

72
~ T
exp| -6 m’ €
{(m/ & ):A,, +e'<e} n

]P’(MJT<M1—6)§

3.2. Anytime version of SH

To support anytime simple regret minimization, we combine
SH with the doubling trick (Jun and Nowak, 2016), which
we call Doubling SH (DSH). Specifically, DSH repeatedly
runs SH. The k-th SH receives a doubled budget compared
with the (k — 1)-th SH. Before it finishes k-th SH, it always
returns the output of (k — 1)-th SH. The pseudocode can
be found in Algorithm 3.1. The following theorem shows
that DSH enjoys the same guarantee as SH up to a constant
factor.

Theorem 5. Let ¢ € (0,1). A single run of DSH satisfies

the following e-error probability

P(pgy <p1—€) < eXp(_é(HgT(e)))’

simultaneously for all T > é(maxizg(e)ﬂ ﬁ)

This is a direct consequence of the fact that at time ¢, the
latest finished SH was run with a budget of at least ¢/4. The
full proof is in Appendix C.2.

4. Simple Regret in the Data-Poor Regime

Despite the optimality of SH shown in the last section, it
requires at least €} MaAX;>g(c)+1 ﬁ) samples, which in the

worst case could be (:)(n/ 62). This requirement is unac-
ceptable when the number of arms n is large (or even infi-
nite) while the fraction of the e-good arms is kept constant.
This setup is commonly referred to as the data-poor regime,
where one would like to return a good arm even before the
algorithm samples every arm once.

To cope with the data-poor regime, we take inspiration from
BUCB (Katz-Samuels and Jamieson, 2020) and propose
Bracketing SH (BSH) that enjoys a similar guarantee as
DSH but enjoys non-vacuous sample complexity in the data-
poor regime. To understand the bracketing trick, suppose
that we uniformly sample a subset of size n/m (0 < m <
n) from the entire arm set [n]. With constant probability,
this subset includes at least one of the top m arms. By
applying any pure exploration algorithm to this subset, we
expect to find the best arm within the subset with the sample
complexity that scales with n/m rather than n. Such a
subset is called a bracket. Note that there is a natural trade-
off here with the bracket size. If the size is large, we are
likely to include many good arms, but the sample complexity
of identifying a good arm becomes large because we have
a lot of arms to pull at least once. On the other hand, if
the size is small, we are not likely to include any good arm,
although the sample complexity of identifying an arm that
is good relative to the bracket is small. As we show later,
one can precisely work out such a tradeoff mathematically
and find the best bracket size. The challenge is, however,
that the best bracket size typically requires knowledge of
the number of good arms.

To avoid requiring such knowledge, BSH adopts the brack-
eting technique of Katz-Samuels and Jamieson (2020) that
progressively creates a larger and larger bracket size as the
time step ¢ gets larger while invoking a base algorithm for
each bracket by cycling through them (i.e., Round Robin).
Specifically, BSH uses DSH as the base algorithm. At each
time step, BSH takes in the estimated best arms and their
empirical means from all the brackets and outputs the one
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Algorithm 3 Bracketing SH (BSH)

Input: arms: [n]

Initialize: ¢t = 1, B = 0, by = 1. Define
(I(D),J(D), M (D)) to be the arm to be pulled next, the
current estimated best arm, and its empirical mean from an
algorithm D, respectively.

fort=1,2,3... do

if ¢ > B25 then
B« B+1

Sample a bracket Ap = U([n],n v 27)
Initialize a new instance of DSH, denoted by Dp,
with the bracket Apg.
Pull arm I; = I(Dy,)
Receive a reward R; from the environment and send R;
to Dbt
Output J; = J(D;) where b=arg maxyep] M (Dy)
by+1 ifby<B
1 otherwise

bt+1 =

with the largest empirical mean. We summarize BSH in
Algorithm 4 where the operator U ( [n], k) samples k items
with replacement from [n] (uniformly at random). If k > n,
U([n], k) returns [n]. To define terminology, we say a new
bracket is opened when a new bracket is sampled. We set
the bracket-opening schedule such that the B-th bracket is
opened at time step (B — 1) - 2871, The arm pulls between
the time step (B —1)-257! and B- 27 are equally allocated
to the opened brackets (total B of them). We say an arm rep-
resents bracket Ap at time step ¢ if it is the output returned
by the DSH on bracket A g at time step ¢.

Let us first show the properties of the bracketing technique.
The bracketing design ensures the diversity of the size of
opened brackets. Specifically, the smallest bracket has 2
arms, and the largest bracket has (:)(t) arms. Moreover, it
also ensures that all the opened brackets have received an
(order-wise) equal amount of sampling budget at any time.

We now present the e-error probability bound of BSH.

Theorem 6. Let e € (0,1). A single run of BSH satisfies the
following e-error probability

- t
P(p1 —pg, >€) <exp| -©
( L ) max{HQ(g),e%}

)

simultaneously for all t > é(Hg ( 5 ) )

The proof is in Appendix C.4. The key difference between
Theorem 5 and Theorem 6 is the latter does not require the

number of samples to be at least T > (:)(maxizg(e)ﬂ ﬁ)

To show the effectiveness of Theorem 6, we now discuss
the implication of our result and compare it with BUCB
by Katz-Samuels and Jamieson (2020) using their perfor-
mance measure called (e, §)-unverifiable sample complex-
ity.

Definition 1 ((¢, d)-unverifiable sample complexity). (Katz-
Samuels and Jamieson, 2020). For an algorithm m and an
instance p. Let 7. 5 be a stopping time such that

P(‘v’tZTe,(;:th>u1—€)21—(5.

Then 1. s is called (e, §)-unverifiable sample complexity of
the algorithm with respect to p.

The (¢, 0)-unverifiable sample complexity indicates how
many samples are sufficient for an algorithm to begin to
output an e-good arm with high probability. Compared with
the verifiable sample complexity, it does not require the al-
gorithm to verify the output is e-good. More discussion can
be found in Katz-Samuels and Jamieson (2020). While the
verbatim requirement of (¢, &)-unverifiable sample complex-
ity is stronger than the uniform e-error probability bound,
we show that the latter implies the former under a mild
assumption in Appendix C.8.

To make explicit comparisons, we turn to specific problem
instances and show the (e, ¢)-unverifiable sample complex-
ity bounds for BUCB (Katz-Samuels and Jamieson, 2020,
Theorem 7) and BSH.

Corollary 6.1. Consider the EqualGap(m) instance.
BUCB achieves an expected (¢, 0 )-unverifiable sample com-

plexity as
E[T€5]S@ Llog E .
’ e2m )

BSH achieves an (¢, §)-unverifiable sample complexity as,
with probability 1 - 6,

<[ n 1
7'6’5 < 0(62771 log((s))

The proof is in Appendix C.5. In this instance, BUCB
and BSH have nearly the same performance guarantees
except that BUCB’s (¢, §)-unverifiable sample complexity
is stated as an expected sample complexity. Interestingly,
Katz-Samuels and Jamieson (2020, Section E) remarks that
their attempt to derive a high-probability bound resulted
in the factor of In*(1/4), which we believe is due to the
suboptimal bound (i.e., no accelerated rates) of their choice
of the base algorithm.

Scaling with n/m instead of n reveals the merit of the (¢, 0)-
unverifiable sample complexity that was not achieved by the
algorithms designed to achieve verifiable sample complexity
such as Median Elimination (Even-Dar et al., 2006).
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Corollary 6.2. Consider the Polynomial(«) instance; i.e.,
A; = (%)a with o« > 0.5. For any € € (0,1), let 7. 5 be
the upper bound of the expected (e, 0)-unverifiable sample
complexity reported in Katz-Samuels and Jamieson (2020,
Theorem 7) for BUCB. Then, BUCB satisfies

E[TE’(S] < 7A'5)5 = é(g”ﬁflmog(;))_

On the other hand, BSH satisfies, with probability 1 -9,

Te,s < @(6_2 log((ls)) .

The proof is in Appendix C.6. The (e, §)-unverifiable sam-
ple complexity of BSH for the Polynomial () instance does
not scale with the number of arms n polynomially, unlike
BUCB. For large-scale instances, BSH provides a much
stronger guarantee than BUCB. Even when n is not too
large, as long as A, < e (which implies €x < n), BSH still
has a better sample complexity bound than BUCB.

5. Experiments

We test Bracketing SH on a real-world dataset called The
New Yorker Cartoon Caption Contest (Jain et al., 2020).
For each cartoon, the editors of The New Yorker collect
the evaluation score of n captions from the participants.
Specifically, upon arrival of a participant, the algorithm se-
quentially shows a number of captions and receives the eval-
uation score of “unfunny”, “somewhat funny”, or “funny”.
Following Katz-Samuels and Jamieson (2020), we use the
proportion of times the score was “somewhat funny” or
“funny” as the ground truth mean reward for each caption.
We then set the reward distribution as the Bernoulli. We
choose contests 780, 781, and 782, which contain 6509
arms, 5969 arms, and 4389 arms, respectively. As we are
especially interested in the data-poor regime, we report the
performance of the algorithms up to time step 10,000, which
is only about twice larger than the number of arms in our
dataset. We ran BSH and BUCB with various ¢ choices to
see the best version of BUCB, which was repeated 500 times
with a different random seed. We used a desktop with AMD
Ryzen 5 PRO 4650GE CPU and 16GB RAM to conduct
the experiment, which took two hours to produce each plot.
We summarize the results in Figure 2, where BSH is a clear
winner over BUCB. Specifically, in contest 781, at time step
4,000, Bracketing UCB achieves simple regret about 0.18
for § = 0.2, while BSH achieves simple regret about 0.11,
amounting to 39% improvement. We explain more on the
implementation in Appendix D.

# of arms: 6509

06 —— BSH
BUCB, 6 =0.01
05 —— BUCB, 6=0.05
] —— BUCB, 6=0.1
go4 —— BUCB,5=02
o
o
£9°
@
0.2
0.1
0 2000 4000 6000 8000 10000
t
# of arms: 5969
0.5 — BSH
BUCB, 6 =0.01
—— BUCB, 6=0.05
804 —— BUCB,6=0.1
g —— BUCB, 6=0.2
2003
o
£
0.2
0.1
0 2000 4000 6000 8000 10000
t
# of arms: 4389
05 —— BSH
BUCB, 6 =0.01
—— BUCB, 6=0.05
804 —— BUCB,6=0.1
g —— BUCB, §=0.2
203
=
£
0.2
0.1

0 2000 4000 6000
t

8000 10000

Figure 2. The simple regret comparison between Bracketing UCB
and Bracketing SH for the New Yorker Cartoon Caption contest
780, 781, 782.

6. Conclusion

Obtaining a uniform e-error probability bound is precisely a
way to characterize the distribution function of A ;. induced
by a particular algorithm, based on which we believe that a
uniform e-error probability bound is a fundamental quantity
for any measures for returning an e-good arm.

As such, we believe our paper opens up numerous excit-
ing open problems. First, SH does not achieve an optimal
worst-case sample complexity of ©( % In(1/0)) (due to
logarithmic factors). While adjusting its sample allocation
scheme does achieve the optimal rate as we report in the
appendix, it does not seem to achieve the usual instance-
dependent sample complexity of O(Y,;(evA;)~?) achieved
by many existing algorithms. We wonder if a modified SH
or other algorithms can simultaneously be optimal for both
sample complexity measures. Second, another practical
pure exploration algorithm is track-and-stop by Garivier
and Kaufmann (2016) and their variants. They are also
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parameter-free if we only take their sampling strategy and
not the stopping strategy. It would be interesting to in-
vestigate if track-and-stop achieves similar near-optimal
guarantees as DSH.
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Appendix

A. Related work

Pure exploration. Pure exploration has a broad position in several closely related research directions, including multi-armed
bandits (Audibert and Bubeck, 2010; Karnin et al., 2013; Carpentier and Locatelli, 2016; Aziz et al., 2018; Karnin et al.,
2013; Jamieson et al., 2014; Garivier and Kaufmann, 2016; Chen et al., 2017b; Simchowitz et al., 2017; Hassidim et al.,
2020) and reinforcement learning (Even-Dar et al., 2006; Azar et al., 2017; Kaufmann et al., 2021). Even more, the
Monte-Carlo tree search with tree depth 1 is also a pure exploration problem (Kocsis and Szepesvari, 2006). Even if we only
consider multi-armed bandits, there are various types of problems that have been formulated. Our investigation focuses on
the standard K-armed bandits model. But we note here pure exploration has also been studied in structured bandits like
kernel bandits (Camilleri et al., 2021) and linear bandits (Soare et al., 2014; Zhu et al., 2022).

Started from Even-Dar et al. (2006); Mannor and Tsitsiklis (2004), pure exploration in K -armed bandits is studied with the
celebrated (¢, 0)-PAC framework. Mannor and Tsitsiklis (2004) show a lower bound, which matches the upper bound of
Median Elimination in Even-Dar et al. (2006). The recent work by Hassidim et al. (2020) further shows that it is possible to
achieve 5’ log % asymptotically, where the constant factor of 1/2 is the optimal one. Aziz et al. (2018) study (e, §)-PAC
for the infinitely-armed bandits model, where they model the infinitely-armed bandits setting as the arm reservoir. Among
them, Even-Dar et al. (2006); Hassidim et al. (2020) focus on the worst-case guarantee. Aziz et al. (2018) provide more
instance-dependent bounds.

Best arm identification. The best arm identification is the factually dominating setting for studying the pure exploration
problem. Specifically, there are two problem setups of the best arm identification, fixed budget (Audibert and Bubeck, 2010;
Karnin et al., 2013; Carpentier and Locatelli, 2016) and fixed confidence (Karnin et al., 2013; Jamieson et al., 2014; Garivier
and Kaufmann, 2016; Chen et al., 2017b; Simchowitz et al., 2017; Degenne and Koolen, 2019). In the fixed budget setting,
the algorithm takes a budget as the input and is required to return an output before exhausting all the sample budget. The
paper by Audibert and Bubeck (2010) is the first one to open up this direction and proposes Successive Rejects algorithm,
which achieves the optimality up to logarithmic factors. The follow-up work of Karnin et al. (2013) proposes SH algorithm,
which is also an elimination-based algorithm as Successive Reject, but it eliminates empirically bad arms more aggressively.
It was not until Carpentier and Locatelli (2016) SH was proven to be optimal up to doubly-logarithmic factors.

Many meaningful results have been developed for the fixed confidence setting. To our knowledge, the paper by Garivier and
Kaufmann (2016) is the first one that claims asymptotic optimality. They propose a non-asymptotic lower bound for the
sample complexity and also an algorithm called Track-and-Stop that matches the lower bound asymptotically as § goes to 0.
This result is further extended to the setting where the best arm is not unique (Degenne and Koolen, 2019).

Simple regret. In our opinion, simple regret is the least understood measure for pure exploration. Though many works claim
simple regret as their target, their performance bounds are either on best arm misidentification or (¢, §)-PAC identification.
Of course, by Audibert and Bubeck (2010), one can always use the probability of best arm misidentification to upper bound
simple regret. However, in the data-poor regime, i.e., t < n, the probability of best arm misidentification is vacuous since
we cannot even guarantee each arm has been sampled at least once. For (¢, 0)-PAC identification, the algorithm usually
requires e as the input of the algorithm. However, simple regret itself is a parameter-free performance measure. Perhaps
only Carpentier and Valko (2015) truly deals with simple regret directly. The algorithm of Carpentier and Valko (2015)
works for the simple regret minimization problem since it does not take such a predefined threshold € as the input. There
is another different problem setup in which the algorithm is required to output one of the top-m arms with e slackness
(Chaudhuri and Kalyanakrishnan, 2017; 2019). Though such a problem setup also characterizes how close the output is to
the best one, it still needs m and e as the input of the algorithm. Recent work by de2 proposes an algorithm that guarantees
that it returns one of the m best arms with the same mean reward without knowledge of m as input to the algorithm. The
algorithm of de2 works for both finite and infinite arms settings. However, in light of its limited problem setting that requires
the top m arms to have the same mean reward, it is unclear to us if the result can be extended to guarantee simple regret
or e-error probability bound as we do. The model of our paper can be regarded as a generalization of de2 because all the
results of de2 can be matched with our results up to logarithmic factors if we consider their setting, but our paper does not
require the identity among the optimal arms. Furthermore, we provide analysis on e-error probability, a generalization of
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misidentification probability, and analysis on simple regret.

(e, 6)-Verifiable and unverifiable sample complexity. The fixed confidence best arm identification shares some similarities
with the (e, §)-PAC identification. For both settings, the algorithm is required to verify the output can meet the corresponding
criteria, simple regret of 0 or simple regret of €, with error probability §. Verifiability requires the algorithm to pull each
arm at least once. Therefore the (¢,0)-PAC is inherently impossible for the data-poor regime, e.g., t < n. Katz-Samuels
and Jamieson (2020) argue (€, d)-PAC is not aligned with practical usage. They propose the (e, §)-unverifiable sample
complexity, which does not require the algorithm to verify the output is e-good. Instead, the (¢, d)-unverifiable sample
complexity represents the number of samplings that the algorithm minimally needs such that it has the ability to output an
e-good arm. Note the sample complexity of a fixed budget algorithm (or, to be more accurate, the doubling trick version
of the fixed budget algorithm) also captures the nature of the (¢, §)-unverifiable sample complexity. In the reinforcement
learning setting, Dann et al. (2017) also discuss the limitation of (€, §)-PAC and propose a notion called Uniform-PAC.

Top-k arm identification. The top-k arm identification problem requires the algorithm to return k arms with the highest
mean reward instead of only the best one (Kalyanakrishnan and Stone, 2010; Kalyanakrishnan et al., 2012; Chen et al.,
2017a; Simchowitz et al., 2017). The seminal work is Kalyanakrishnan and Stone (2010). Their problem formulation is
a direct extension of the (¢, §)-PAC identification problem. The goal is to return k arms that have mean rewards no less
than p, — e. The worst-case lower bound is shown in Kalyanakrishnan et al. (2012). The first instance-dependent lower
bound for the k-identification problem is given by Simchowitz et al. (2017) and Chen et al. (2017a) almost at the same time,
together with the near-optimal algorithms. Zhou et al. (2014) proposes the aggregate regret to measure the performance of
the algorithms for top-k arm identification, which is defined as the gap between the average reward of the top-k arms and
that of the output. The best arm identification can be regarded as a special case of the top-k arm identification problem. The
similarity is that we are both interested in good arms, but we are measuring the likelihood of identifying one arm out of the
top-k rather than the set of top-k arms.

B. Improved Analyses of Sequential Halving

B.1. Implication of Theorem 4 for m = 1

The following theorem corresponds to the implication of m = 1 of Theorem 4. However, we prove it independently here.

Theorem 7. For any ¢ € (0,1), the error probability of SH for identifying an e-good arm satisfies,

P(p, < ) <31 ¢ _T
—€) < 0gy N EXP| — < .
Hap < H1 g2 p 32 nlogy 1

Proof. To avoid redundancy and for the sake of readability, we assume 7 is of a power of 2. It is easy to verify the result for

any n. Lete; =¢/4, T" := 1ogT —. And define €y,1 = % - ¢¢. For each stage ¢, define the event G as
2

Gy =4 max p; >maxfi; — €.
€Sy

1€Sp41

Thus as long as ﬂléigf " G happens, we have that the arm returned after the final stage is an e-good arm, because

log, n oo -1 oo -1 B n
2 €é<2(3) -61=€Z(3) < € 2B
£=1 /=1 4 45:1 4 4 n—oo 1_3/4

Thus, by a union bound,
logy, n ¢
P(py, <pi—€) <Pl N Ge

< Y P(GY). Q)
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Let a, be the best arm in .Sy,
P(G5) = P(GS, fia, < pa, — €6/2) + P(GS, fla, > e, — €0/2)
< P(ﬂaz < Ha, — 6@/2) + P(GE | ﬂae 2 Ha, — 6@/2)'

2

<exp el +P(Gf | fia, > - /2)
= ¢ | May 2 Ma, — €2 .
2 |54

For the second term,

P(G7 | fiay > fta, = €/2) < ]P’(|{i €Sy | fii > pi + e0/2}] 2 |Sz|/2)
(ap) E[HZ €S¢ | fui > pi + 6@/2}|]
- |Sel/2
|Sz|eXP(—%|§;|)
|Sel/2

62 Tl )
= 2exp| -+ .
( 2 |S|

For (a1 ), we use Markov’s inequality. Then,

e T 9\ e 1 9\ e
P(Gf) < 3exp| -+ =3exp| [ =) —=——|=3exp|-[Z] =—]|
(i) eXp( 2 Se|) P (16) 322Dy | 7P (8) 32 n

Taking the above into (5), we have

Py, <p1—€) < Yy, P(GY)
=1
log, n 9 -1 62 T!
< [:Z; 36Xp —(8) 33;

e T
<3log, n-exp _ﬁnlog ol
2

B.2. Proof of Corollary 4.1

We state the following result that includes two different budget allocation schemes for SH. The appendix B.12 should be
read first where we define the two budget allocation schemes:

-1
T T 1
Option 1: Ty = | —=——— |, Option 2: T; = (6) v
|Sg|[log2 n] 8ln \ 9

Corollary 4.1. The simple regret of SH satisfies

log?
Option 1: SRegr < O \/% ,  Option 2: SRegTSO(\/;).

Proof. The simple regret can be calculated by considering the following integral with respect to e. We use SH with Option
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2. For Option 1, the same analysis holds.

SReg - :[0 IP’(M - Wy >e)de
:f (1/\exp(—e2T))de
0 n
s[\/?lde+f exp(—ezT)de
0 n

0
oo T
< E+‘/. exp(—eQ)de.
T Jo n
2

We can borrow the result from Gaussian distribution with mean 0 and variance o<,

f‘x’ 1 x? q 1
exp|-— |dz = =.
0 o2 P 202 2

Taking 515 = £, we have

fooexp(_€2T)d€: ov2n = ﬁ\/@
0 n 2 2 T
n
SReg, < O \/j .
egr < ( T)

Thus, we have

B.3. Proof of Theorem 4

Theorem 4 is an equivalent result to Theorem 8, so the proof of one implies the other. While Theorem 8 takes a form that is
easier to instantiate the bound for specific instances, Theorem 4 takes a form that is easier to prove. Thus, we choose to
prove Theorem 4 directly, leaving the proof of Theorem 8 as a consequence of Theorem 4.

Let us first provide an intuitive explanation. Imagine one possible ‘typical’ scenario where, in each stage, the set of surviving
arms for the next stage happens to maintain the fraction of good arms as at least m/n. This means that, after O (log, m)
stages, we expect to have at least one good arm in the surviving arm set. The number of surviving arms at that time is around
n/m. At this point, the rest of the procedure can be analyzed by the standard analysis of SH where the goal is to find the
arm that is the best in the current surviving arm set. Thus, it remains to bound how likely it is to have the ‘typical’ event
above. That is, we would like to bound the failure probability of this event at each stage as tightly as possible. Bounding this
failure probability is our key technical innovation (Proposition 9), which promotes the fast rate of the failure probability that
improves as a function of the number of good arms. Another key technical step of the proof is a careful design of events
that would guarantee the chosen arm’s suboptimality in the last stage to be at most €, which requires splitting € into smaller
pieces to be distributed over the stages.

Theorem 4. For any m < n and any ¢ € (0,1), the error probability of SH for identifying an (m, €)-good arm satisfies
T
4nlog3(2m)log, n

- 1n(4e)) .

]P’(,uJT < b — e) <log, n-exp —const~m(

In(4e)+Inl log?(2m) log ~
1(n( e) nnn)n >(2m) 271:@(6%)’

Thus, there exist a positive constant ¢y such that for'T' > c =

~ T
]P(;UT <,um—e) <exp| -O|m— ||,
n
where, © means ignoring the logarithmic factors of m,n and constants.

14
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Proof. Let us consider the case of m < n/2 first.

T

* _ ! _ € I . _
Let £* = [logQ m]’ €= 2log, m’ T [log2 n

]. And gy denotes the number of (m, ¢-¢’)-good arms after finishing stage

{e [[log2 m” For stage ¢, we define the event Gy as,

Gy = {gg > 2_£~m} .

Specifically, we have G- to be the event that the number of (m, €¢/2)-good arms after finishing stage ¢* is at least 1. We
define Gy~ as the algorithm succeeds to return an arm in Top,,, (€),

Gpep1 1= {MJT 2 fm, — 6} .

Then the event ﬂﬁ?{l G is a possible path the algorithm returns an arm in Top,,, (¢) in the end. Thus the probability of
missing all of the (m, €)-good arms can be upper bounded as follows. Define F, = (ﬂf;ll Gi) NGy forl>1, Fy = GS.

* . . - * c
Since ﬂfil Gy c Gy implies G§. | = {uJT < hyn — e} c (ﬂfil Gg) ,

£ +1 ¢
Py < fim —€) <P (ﬂ Gg)

=1

(al)ﬁ"'l -1
< Y PIGIING:
Y/ 1=1

i=1

o -1 o
= ]P)(GE N Gi) +IP’(G§*+1 N Gi)- (6)
= i=1

For (a;), we use P(A, B) < P(A|B).

For the first term of (6), we apply the result of Proposition 9 to each stage of SH with the parameters therein as k = 27%-m,, s =

15
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27n,m' =271 .m, e= ¢, and T = T". Thus, for stage ¢,

P(G{ | Gi1)
—4+1, 121 —0+1, 121
< (2 m) eXp(—qun6 T ) + ( 2 " )) exp(—QE.(n - Tn)i6 T )

2-tm 2:2-(-).p 2-t(n-m 2:2-(t-1).p

(a3) ¢ 6’2T, ¢ 6’2T,
< h(’leXp(—Q mm +h,g’2€Xp -2 (n—m)m

m 2T n—-me?T'
< hgjexp ~3 o +hy o exp| - 3 ™

(as) I2T/ /2Tl
§4 h&l eXp(—Tn6 ) +hg,2 eXp(—n6 ) (7)

2 2n 4 2n

T
<exp —T;— +In(2e)27%m
2 2nlog; mlogy n

T

+exp —E;— +1In(4e)27%(n - m)
4 2nlog; mlogyn

T

4n 10g§ mlogyn

<exp —m( -2 ln(4e)2_€)

T

+exp . Z— ~2In(4e)27"
2\ 4nlogsmlogyn

T

<2exp| -m| ———5———
4nlog; mlogyn

- 21n(4e)25)

where (a3) is (iilmm) < (26)272"” =: hy 1 (Sterling’s formula (Z) < (%)y) and (2,2[2:7:1)) < (2en/(n- m))QiZ'(”’m) <

(4¢)>" =i hy 5 and (ay) is by the assumption m < n/2.

Then we have,

2T

o
P(GS | Gy—1) < const-log, m-exp| -m| —————
e; ( ¢l 1) 52 (4nlog§mlog2n

- ln(4e)) . ®)

For the second term of (6), G§.,, | Gy indicates the events where SH fails to return an (m, €)-good arm given the event
that there is at least one (m, €/2)-good arm after finishing stage £*. Note the stages from £ to the last stage can be regarded

as a whole process of SH with a budget ([1og2 n} - 6*)T’ > const: 1og2(%)ﬁ.
2

after finishing stage £*. Note we have 274 = n/m arms surviving, denoted by Sy~ after finishing stage £*. Let ¢ be the
index of the true best arm in Sy+. Due to the event G+, we have pi. > ji,, — 5. Then, by applying the result of Theorem 7,

The initial arms are the surviving arms

P(Gfesr | Gex) = Py < i — €| G

€
SIP)(MJT <Nc_§ | G@*)

n m 62([1og2 n] - 6*)T'
SSIOgQ(—)exp -——
m 128 n]ogZ(%)
T
< logg(n)oexp(—consbm ¢ ) . ©)
m nlogyn

16
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Bringing (8),(9) into (6), we have,

T
4nlogi(m)logy n

- ln(4e)) .

]P’(/UT < fm = e) < logy n-exp —const~m(

Note the above analysis is for m > 1. To incorporate the result of Theorem 7 for m = 1, we rewrite the final formula as

T
4nlog3(2m)log, n

- 111(46)) .

P('UJT < fhm — e) < logy n-exp —const-m(

2 . ~
Thus, there exist a positive constant ¢; such that for T > ¢; (In(4e)+Inln "):210‘%2(27”) logam _ @(E%)
2
~ e“T
IP’(/UT <,um—e)£exp(—®( - ))

For the case of m > n/2, we consider

]P’(,uJT < o, — e) < I[D(/.,LJT < fonj2 = e).

Thus, one can repeat the same analysis as above with m replaced by n/2. Using m/2 < n/2 < m, the statement of this
theorem holds. O

The result of Theorem 4 directly improves the previous works including (’)( pr log? ( % )) of Chaudhuri and Kalyanakrishnan
(2017), and (’)( 6% ( - log( % ) +1log? ( % ) )) of Chaudhuri and Kalyanakrishnan (2019). They share a similar strategy that,
assuming the knowledge of m, € and §, uniformly samples @( - log( % )) arms first and then runs the Median-Elimination
algorithm of Even-Dar et al. (2006) or LUCB of Kaufmann and Kalyanakrishnan (2013) for this subset.
B.4. Proof of Theorem 8
Theorem 8. For any e € (0,1), the error probability of SH for identifying an e-good arm satisfies,

2T
4nloga(2m/)logy n

P(pgy <p1—€) < min log, n- exp| —const-m’
{(m/ e ):A,r+e'<e}

- 111(46)) .
Proof. Note the result we proved in Theorem 4 holds for any m < n and any € € (0,1). Thus IP’( Wap < p1 — e) can be upper
bounded for any (m’,€’) € {(m’, €):Apy+€ < e}. The result is therefore implied. O

B.5. Proof of Theorem 1
Theorem 1. For any € € [0, 1), the e-error probability of SH satisfies

T

P(uJT<u1—e)SeXp -0 1 )

MmMaX;>g(e)+1 fg'g(é)

forT > é(maXizg(6)+1 ﬁ)

Proof. To avoid redundancy and for the sake of readability, we assume n is of a power of 2. It is easy to verify the result for
any n. Recall g( g) is the number of $-good arms in the instance, and gz(g) is the number of $-good arms at the beginning

of stage ¢. Thus gl(g) = g(%) Let ¢/ = max {1 <l <logy(n) -2 Ap > e}. There are three cases we need to consider:

17
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o V' =logyn —2.
o 1<t <logyn—2.

* Such an ¢’ does not exist.

The last case that such a ¢’ does not exit means € > A=z, which means that the instance has ©(n) amount of e-good arms,
therefore an easy instance. We address this case at the end of the proof.

Case 1. /' =logyn -2
In this case, we have Ay > ¢, then the problem is a fixed budget best arm identification problem rather than an e-good arm
identification problem. Since g(¢) = g(%) =1 for Ay > ¢, the theorem statement reduces to

T

P(Ml—MJT >6)£€Xp —(:) —
max;>2 Az

which is a trivial consequence of (Karnin et al., 2013, Theorem 4.1) under the theorem’s condition on 7.

Case2. 1</ <logyn -2
For 1 </’ <logyn -2, recall that [Ag| = 57=;. One can show that

|Api1]/4 < g(€) <|Aw|/4 and A\Az’u\/‘l < Ag(e) <e< A|Ae'\/4 . (10)

For £ € [¢' + 1], define the good event for stage ¢ as

o fo5)o(3) | vl |

Note GG holds with probability 1. Define m/ := [;{(Ei)n = C:)(g(g)) Intuitively, we allow at most m’ of §-good arms to

be eliminated per stage in the initial phases, i.e., £ € [¢’ + 1] of running a Sequential Halving. The e-error probability can be
expressed as

IE”(M — e > e) :IE”(,ul — gy > €, nﬁ':;Gz) + ]P’(ul — yp > €, (021:21(}’4)0).

Since
P(M = lJp > €, ﬁﬁlfglGe) < P(,Ul — gy > €| ﬂﬁ;glGe),
and
c , c 4
P -y > e (105'G) ) <P((560) ) < X B(Gha | niGa),
(=1
we have
ZI
Py - pryy > €) < P(Ml — gy > €] nﬁzglag) +3 IP(G§+1 | nfﬂGi). (11)
/=1

We bound the two terms in (11) respectively.

We start with the second term. Let £ € [¢']. To bound P(GS,, | nf_,G; ) with Lemma 9.1, we need to relate the quantities in
stage ¢ with those in Lemma 9.1.

We first claim that, given n?_; G;, the event G¢, , implies that there are at least m’ of £-good arms that are eliminated durin
g i=1 0+1 p 2 g g
the stage £, i.e., g¢(5) — ger1(5) > m'.

18
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To see why, we have by nf_, G,

o) oo(5) gl

and by Gy, ,,

w(5) <of5)-| s |

Therefore, using [z + y| — [z] + 1 > [y], we have

92(;)—9£+1(;)=[ g(ﬁ) “4_1_’7(( 1) (6) “Z" 9(%)

= m, s
2logsn 2logsn 2log, n“

which proves the claim.

Define A, as the set of surviving arms at the beginning of stage ¢, A, ; as i-th best arm in A (ties are broken arbitrarily),
and A;[L+1:R]: {Ag it € [R]\ [L]} Let dy(¢) be the smallest gap of the mean rewards between any two arms chosen

from Ay [W +1: 22—,1] and Ay [1 : gg(%)] respectively, i.e.,

dg(e):min{uz ,u]|geAg[2€+1+1 = 1] ZEAg[l ge(;)]}

The definition of dy(€) is same as d, of Lemma 9.1. By Lemma 8.1, we have d;(€) > é €)= %.
We can now apply Lemma 9.1 with T' = T", s = 37, k = m/, and q = 577 as follows:
B(Gin |0l Gi)
(e T (o (oI
20 el i ) (el 5 G157
%exp(—m'm +m/ ln( eg:r(u;) ) + exp(— 221 gz(;% + % ln(2e))
Sexp(—m’gi%él_zll m’ ln( eg;ilg)) +exp —221 322“21_31 + % In(2e) (de(e) 2 %Azﬁl)
bésexp(—(:)(m'S’g(e)T)) + exp(—é( ST Sg(E)T))7 (T > (:)(521(6) ))
(12)

where,

e by isby (z) < (Z’) for 2’ > x and max, (z) = (lwg/EQJ) = ([;52]),

* by is by upper bounding the binomial coefficients by Sterling’s formula (2) < (%)y and moving the coefficients into
the exponent.
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e byisby T > 9( (e )) which is implied by T" > (:)(maxizg(e)ﬂ ﬁ) in the theorem statement.

By the definition of ¢’ and the fact of £ € [¢'], we have

A_n_ >e.
20+1
By the definition of g(%), we have
€

Bas) <3

Thus
€
Agtr ~By(5)> 3

which means 77+ > g(§) > m/. We continue to upper bound (12). For T' > 9( )) we have

Sexp(—(:)(g(;)Sg(dT)). (' =6(g(5)))

13)

Next, we bound the first term in (11). The stages £ > £’ + 1 can be viewed as a new Sequential Halving game with Ay, as
the initial arm set, gg’+1( ) of which are 5-good. When ﬁ£ _1G, happens, we have, as ¢’ < log, n,

w5 )2of5) | P o) 222 12 22 -6 (u5))

%)—good arm in Ay, returned after finishing the final stage of Sequential Halving is an

By Lemma 8.2, a (gé,ﬂ(%)’

e-good arm. We define ji,,, (A) as the m-th largest value in {y; : j € A}. We apply Theorem 4 and set m, n, € of Theorem 4
£ Ag +

asm = g£/+1(§)7n = |AE’+1‘76 = &

true, which means we need 7" > é(ﬁfﬂ) Note by (10), we have ;75 < g(e), thus [Ag1] = 5 < 4g(e) < 4(g(e) +1).

g(e)+1

To apply Theorem 4, we need the condition of 7" > 9( 5 ) in Theorem 4 to be

Using this bound and the condition on 7' from the theorem statement, we have 1" > @(maxizg(e)ﬂ ﬁ) > é(%) >
i g(e)+1

é('ﬁ"’ﬂ) So, the condition of Theorem 4 is satisfied. Then, we have

g(e)+1

P(p = s > €| n31G)
1 ’
_P(M9£'+1(§)(AZI+1) - Uy > 5Ag(€)+1 | ﬂf;ilGi) (Lemma 82)
A2 T

~ € (e)+1 o gle)+1
<exp| -6 o [ £ ) 2L > 6 g )
exp (913 +1(2) [Ap] ) T Az )

¢ A2( ) 1T’

< -0 (,).L ) () =6(gf €
exp (g 2 4(9(6)+1) (g[ +1(2) (9(2)))
(14)

20



Revisiting Simple Regret: Fast Rates for Returning a Good Arm

The role of considering ¢’ is that as long as the Sequential Halving goes well (mé 1 G happens) the ratio of 5-good arms to

the all surviving arms is increasing to g( ) /g(¢€) after finishing stage ¢’. Specifically, for the Polynomial(«) instance of our
i

interest where A; = (5) with o > 0.5, g( ) /g(€) can be lower bounded by a constant. The last step is to combine (13)

and (14). For T > C:)(maxizg(e)ﬂ ﬁ), we have

P =ty > €) <P = prgr > €| {5 G ) + ﬁ_:(Gmlm 1G:)

<exp| -6 (E) Ag(e)ﬂ +log(n) exp| -© (E)minS (e)T
=P 2) 4(g(e)+ 1) )| OB EPLTI )
<exp| -©| min g( At g(e)mmSe(E) T (T>é(max'> 1%))
B 4(g(e) +1) 7\ 2 ) ese z i2g(e)+1 A2
) A? A%,
<exp| -© g(£)~min 9(e)+1 ,min z::l T
2 4(g(e) + 1) <t P

~ 2
<exp|-© g(i)- min A—,ZT
2) izg(e)+1 1

~ T
=exp| -©

MmaXi>g(e)+1 AZZ g(%)

Case 3. ¢’ does not exist
This case condition implies that A» < ¢, which means the number of e-good arms is ©(n), so we can use (14) solely to
claim our bound. O

Lemma 8.1. In the case of 1 < {' <logyn — 2, for £ € [{'], define dy(€) as the minimum gap of the mean rewards between
any two arms chosen from Ay [QZ—’L +1: 22%] and Ay [1 : gg(%)] respectively,

de(€) :min{ N CARY) EA5[24+1 +1: ot- 1] vie A [1 9@(2)]}

Then dy(¢) satisfies

de(

Proof. By definition, we have A, c Ay, which implies the i-th best arm in A, has an mean reward lower than or equal to the
i-th best arm in A;. Then we have

. n n ) n n
max{,uiHEAg[W+1:2€_1]}£max{ui|zeA1[2é+l+1:2€_1]}

< n
SH of+1

=pu-A

n_ .
20+T

€ €
indpiyieAg|1go[ S) [V 2 - S
min {M 1€ g|: gz(z)]} M1 5

21
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Therefore for Vj € Ay [ 525 +1: 52 ] and Vi € A, [1 : 95(%)]’

€
Mi—ﬂjzﬂl—*—(ﬂl—Aﬁ)=A2‘%—*-

2 2
Since £ € [¢'], by the definition of ¢’ we have
A_n_ >e¢
BYZS]
Thus
N -
HimHi2 85 =5 = Ty T Ty a7

O
Lemma 8.2. A (ger+1(§), %)-good arm in Ayryq returned after finishing the final stage of Sequential Halving is an
e-good arm.
Proof. We first claim that
AJT > € — AJT >Ag(€) .

To see this, for the forward direction, we have A ;. > € > Ay(). For the other direction, if A, > Ay is true, then
Jr > g(€). This means that A ;.. > . Then, we can also show that

A,]T > € <— A.]T > Ag(€)+1,
which can be shown easily by showing
Ay > Ag(e)+1 = Ay, > Ag(g).

Define A,,,(A) to be the m-th smallest value in {A; : i € A}. Then, we have Ag£/+1(§)(A€'+1) < Le. Using the fact that
€ < Ag(ey+1, We have

Bur 2 Bgon = By, (5)(Aee) + By =By, (5)(Aern)
1
> Age,ﬂ(%)(Aé%l) + Ag(e)+1 - 56

1
> Agzzﬂ(%)(A@@l) + 5A9(6)+1' (6 < Ag(€)+1)
By defining fi,,, (A) as the m-th largest value in {1, : j € A}, the above equivalently means
1
e <Hg,,, (5)(Are1) = SBg( -
Therefore the output is not a ( gor+1 (;)7 % )—good arm in Ay 1. Our claim holds by contraposition. O

B.6. Proof of Corollary 1.1

Corollary 1.1. For the Polynomial(«) instance where A; = (ﬁ)a with a > 0.5, we have

i 1 4
H = max —-—— < —.
)= DL AT o(2) < @
Proof.
1 1 1-2a 1 4
) max éiﬁ = max 'L’172Oén2a71/a < (nel/a) n20‘71/a < -
i>g(e)+1 A7 g(i) i>g(e)+1 n(g) TL(%) €
where both the last inequality and the last equality are by « > 0.5. O
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B.7. Proof of Corollary 2.1

Corollary 2.1. Katz-Samuels and Jamieson (2020) shows a lower bound of the sample complexity for identifying an e-good
arm that scales as

ow _ 1 ” 1 1
KAl r i) (A) A

=g(e)+1 g(e)+1

9()

In the case that g(¢) and g(g) have the same order( ) satisfies
low low 2
H(6)  Ha(e)  H™ () + 57—
g(e)+1
where $ hides logarithms of n and constants.
Proof.
1 n 1 1
HIOW(E) - Z -
g(e) i=g(e)+1 A2 AE( )+1
1 n 1 7 1
") i=g(+1 b A2 Ag( )+1
1 i -~ 11
(6) 'L>g(e)+1 Az i=g(e)+1 ) A§(6)+1
(a1) 1
< -log(2n) -
g(é) z>q(e)+1 AQ Ag(e)-f—l
g €
() b1 - og(2m) -
9 Ay
9 €
(5) Hj(€)-log(2n),
0
for (a1), weuse 7" (o) % < Yien] % < log(2n), which can be found in Audibert and Bubeck (2010). On the other hand,
1 n 1 1
HlOW(E) — Z -
g(E) i=g(e)+1 A? A§(6)+1
) — 1
Z maX ! 92(6) 3
@ AL Byoa
( i _g(e) ) 1
>g( )+1 A2 A2 AZ(E)Jrl

gl |1
>g(e)+1 A Ag( )+1 A§(6)+1

2
6) z>q( )+1 A A2(€)+1
9(5)
2( )_ 2
( ) Ag(e)+1
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B.8. Proof of Theorem 3

For an n-armed bandit instance v and a fixed value of ¢ > 0, consider a partition of the arms of v, A =
{[g(e)], [g(e) +1:2:g(e)],...,[n—g(e)+1: n]}, where we avoid rounding by making the assumption that n is an
integer multiple of g(¢). We use A; := [(i — 1)-g(¢) : i-g(€)] to denote the subsets of the partition .A. Making use of this
partition, we define
N n/g(e) _
H(v,e):= > AR,
i=2

where for an arbitrary set of arms A ¢ [n] we define Ay = maxjea Aj, the largest gap among the arms in A.

Proof of Theorem 3. The proof structure follows Carpentier and Locatelli (2016, Theorem 1). Fix n > 2, € > 0 an n-armed
unit-variance gaussian instance v and an arbitrary policy w. Let P, . denote the probability measure over interaction
histories induced by the interaction of 7 with instance v. Without loss of generality, we take the arm means of v to be
ordered such that f11 > g > ... > p,. Understanding g(€) to refer to the number of e-good arms on v, we define instances
V' fori € [2:n/g(e)] from v by setting v} = v; for j ¢ A;, and setting pu; := i + 2A; for j € A;. Each instance v has g(e)
e-good arms with indices in A;, and H(v*,¢) < H(v,€) = a forall i € [2:n/g(e)].

We will make use of a change of measure between v and these alternate instances, restricted on an event on which the
interaction histories on v and v* are hard to distinguish from one another:

T n ) P ; 1
si:{zZm:j}[w)—(1+p>KL<uj,vj)] < plog<1/6>},
t=15=1
) dv; (X
where A} (j) = IOg(dVJiEXt;) fori e [2:n/g(e)], and p > 0 is a parameter to be chosen later.
l/j t

Lemma 8.3 (Jun and Zhang (2022, Lemma 10)). Foralli € [2:n/g(¢)] and arbitrary 7, p > 0, and § € (0,1),

IP)U’,,T(Ei) >1-96.

We can now prove the result. Denoting the number of times arm j € [n] has been pulled in T rounds of interaction by
N;(T),lett; =E, » [ZjeA,; N;(T)] be the expected number of pulls that arm group A; receives, for i € [2: n/g(e)]. By
Markov’s inequality, for all i € [2: n/g(e)] we have

]P)w,( S Ny(T) > 6tz-) <1/6.

jeAi
Defining the event
E;={J e A1} n{&)} m{ > N(T) < th}
JjeA;
forie[2:n/g(e)] and setting § = 1/6 in Lemma 8.3, for all ¢ € [2: n/g(¢)] and arbitrary
P, (E;)21-(1/6+1/6+¢) =2/3-¢,

where € = Py, (J; ¢ Ar).
It follows that for i € [2: n/g(€)]

Py (Je ¢ Ai) 2P - (J; € Ar)
ZIPViJr(Ei).
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Making use of a standard change of measure technique for bandits (Audibert et al., 2010), we have

T

H{Ei}exp(—z > L{l, =a} A (j)

t=1 jeA;

]P)V"',Tr(Ei) = Eu,ﬂ'

T

>E, . l]l {Ei}exp(— > 1{L =5} 2KL(V;, vj) - log(ﬁ))] (on F;, taking p = 1 and § = 1/6)

t=1 jeA,

jeA; ke

>E, » l]l {Ei}exp(— Z 4Nj(T)'m%{ Ai - log(6))]

EVJI’

aEAi,

% IL{E,-}exp(— D 4Nj(T)Af4i)
> éIE)l,_,r [1 (E} exp(—24tiA?4i)]

= é exp(—24tiA?4i) Pu,ﬂ(Ei)'

(evaluating the KL-divergence)

(definition of A A;)

(on E;)

If & > 1/2, the result follows. Otherwise if & < 1/2, then P,(F;) > 1/6 and it follows that P,.(J; ¢ A;) >

% exp(—24tiAf4i )

Observing that H (e, v) = ¥4 A72, and S/ 4, = T, there exists some i € [2 : n/g(€)] such that

T

T

t; < = =
H(E’V)Aili

B
al e

9

which can easily be shown by way of contradiction. For this 7, by our display above, we have

max {Pyi77r(Jt ¢A),P, (¢ Al)} > maX{l/Z, % eXp(—24T/a)}.

B.9. Proof of Lemma 3.1

Proof of Lemma 3.1. To see this, for a given value of n and o > 1/2, fix € < 1/2. We have

I
H(e)= ) AL
=2

"e©f 5 \2
B ; (i~9(6))

25

(Polynomial(«) instance)

(x72* decreases monotonically on x > 0, for « > 0)

(( 9() )O‘ < €, by definition of g(€).)

(assuming € < 1/2)
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B.10. Analysis of the uniform sampling

Uniform sampling means the algorithm that takes a budget T" as the input and equally allocates the budget to all the arms.
Define Top,, (€¢) := {4 : yt; > ftm, — €} and a shortcut of Top,, := Top,,, (0).

Proposition 9. Suppose we run the uniform sampling on a n-armed bandit with a budget T and output the s arms with the
largest empirical rewards. Let Cr(s,m’,€) be the (m', €)-good arms of the output. Then,

IP’(|CT(3, m',€)| < k) < (min_, k:) exp(—(m' - k)iT) i (n - |T0me(6)|) exp(—(S - k)if)

n s—k

This proposition is where our key contribution is rooted at. We show that our bound is tight for the uniform sampling in
Section B.11.

Proof. Step 1
We claim that the intersection of the two conditions below is a sufficient condition for |C’T(s7 m’, e)| > k.

€

{ieTopm,:ﬂi>ui—§

>k+1.

L]

{i € Tops,. () : i < i + § | 2 [Tops ()] = s+ ki + 1.

If all arms in {Z € Top,,,, : fti > i — ;} are included in the output, the claim naturally holds. Thus we focus on the situation
where at least one of the arms in {z e Top,,, & fli > i — %} is not included in the output. We prove the claim by contradiction.
Suppose |C’T(5, m', e)| < k. Then the output includes no less than s — k non-(m’, €)-good arms. Since

)

s—k+|Top, (e)| - s + k + 1 = [Top’,, (€)| + 1 > |TopS, (¢)

at least one arm in {z € Tops . (€) : fu; < pu; + %} is included in the output. To be more specific, there must exist overlap
between {z € Topy.(€) : fu; < pi + %} and the set of the non-(m’, €)-good arms included in the output; otherwise the union
of these two sets is even larger than the set of all the non-(m/, €)-good arms we have in the entire arm set. Additionally,
all arms in {z € Topy ., (€) : fu; < pi + %} have less empirical rewards than any arms in {z eTop,,,, : fti > pi — %} Thus the
output includes all arms in {z e Top,,, : fti > i — %} as well. This leads to the contradiction with our supposition that at
least one of the arms in {z € Top,,, + fbi > s — %} are not included in the output.

Step 2
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We apply union bound and Hoeffding’s inequality for the event that at least one of the two conditions does not hold.

<k+ 1)

{i € Topy . (€) : fu; < pi + %} < |T0p$n,(e)| -s+k+ 1)
=P( 2m'—k:)

+IP( 2s—k)

—P(HAC Top,,y,s.t. |A| = m’ — k and Vi € A, fi; < p1; - 5)

IP’(|CT(s,m’,e)| < k) SIP( {z e Top,,,, & fli > i — f}

m(

{z’eTopm,:msm—g}

i eTops () 1> i+ 5

+IP(EIA c Top;,/(€),s.t. A =s—kand Vie A, fi; > p; + %)
m' T — | Top, . ()| T
S(m/_k)exp( (m k;) ™ ) ( .k )exp —(s—k)S—n .

Lemma 9.1. Suppose we run the uniform sampling on a n-armed bandit with a budget of T' and output the s arms with the
largest empirical rewards. Let C (s, €) be the e-good arms in the output. Assume s > g(e) with g(¢) being the number of
e-good arms. Let q be a parameter satisfying g(€) < q < s and dg = fig(e) — fiq+1, then

IP’(|CT(5,6)|§g(e)—k) (g( )) ( k 833) ( ?;fk)exp(—(s—q+k)a§3).

Especially for Sequential Halving where s = 3, choosing q = 7 we have

]P’( C’T(g,e) Sg(e)—k)s(g( ))exp( k 3:) (Z?){k)exp(—(2+k)d§:).

O

Proof. The event
{lcr(s, 0] < g(e) - k}

implies that there are at least k e-good arms eliminated. Since g(¢€) < g < s, the s output arms include at most ¢ — k arms
that are from the best ¢ arms {z | i > uq}. Such that, the s output arms include at least s — ¢ + k arms that are from the

worst . — g arms {z | i < uq}; otherwise, the number of outputs is even less than s. Denote the set of eliminated arms that
are e-good as A’, and the set of output arms that are from the worst n — ¢ arms as B’, we have |A| > k,|B’| > s — ¢+ k. We
then have the existence of A, B satisfying

{34c[9()], 141 = k,3B < [n]\ [a],|Bl = s - g+ k,s.t, Vi€ A,j € B, jis < jis}.

The above implication can also be seen as a generalization of the technique of Karnin et al. (2013). We then have

d d
{EIAC [g(e)],|A| =k,ABc [n]\[¢],|Bl=s-q+k,s.t,Vie A je B, [ S,Ui_?q or i > i +2q}
By the distributive law of Boolean algebra, we have at least one of the following two holds,

d
{EIA c[g(e)],|Al =k,s.t., Vie A, fi; < p; - 2'1},
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or

d
{HBC[n]\[CI]a|B|:s—q+k7s.t.,jeB,,&jZMjJr2‘1}_

Thereby the probability of {|C’T(s, e)| <g(e) - k;} can be upper bounded as

IP(|CT(8,6)| <g(e) - k)

SP(HAC[Q(@]JAI kysit, Vi€ A, fi < i d;)

ce(3me 48150 i e By 2+ )
d 2

S(g(ke))exp —k(é;)T (7‘1) !

. +( n-q )exp (s—qe k)P

s—q+k

2

(7 ex ( ;j)+(qu—gk)exp(-<s_q+k>d;j).

B.11. Lower bound for uniform sampling

Theorem 10. Consider a family £(n,m, €) of all two-level univariate Gaussian bandit instances with n arms, of which m
arms have mean € > 0 and all other arms have to mean 0. We consider the problem in which samples are drawn from some
instance 6 € E(n, m, €) in an off-line, uniform fashion with B samples from each arm (i.e., with a total sampling budget of T
samples, B = T [n ignoring integer effects) and a subset of arms Sc [n] of size s is then chosen based only on the observed
samples (i.e., without knowledge of 0) in a symmetric fashion. Here ‘symmetric’ is taken to mean that for any subset S ¢ [n],
Pe(S=9) = Py 0y (S = 0(S)) where o € ©,, is an element of the permutation group on sets of size n, and o(S) is taken
to mean the element-wise application of o to the elements of S." That is to say that the choice of S is independent of the
specific indices of the arms chosen.

Suppose m < s Anf3 and s < n Let My be the number of false negatives (i.e. || >) Then, there exists 6 € £(n,m, ) s.t.

l’m
~ 1 1 6 n—-s\' 1
Po(Mp > ~m) >min| =, 2 2nzs exp|l -1+ 16-%/@ mBe?
4 2 5 s In (g.n=s)

where Py is the probability measure induced by sampling from instance 0.

Proof. Let 6 = (e,...,€,0,...,0) € R" with € > 0 be a vector of mean rewards for each arm where the first m coordinates
are nonzero. Let S € [n] be the output of the algorithm (recall |S | = 5). Let M be the number of false negatives when
taking S as the prediction for the true support [s ] of 6. Let Q, c 2] be the collection of all subsets of [n] of size s such
that My = a. For convenience, let v = fm Letk ==

f::PQ(Mg Zm—k) = Zk: ]PQ(MQ :a)

a=m-k

5y 5
> Z ]Pg(Mg = a).

a=3vy

'Note that the assumption of a symmetric selection Sis equivalent to considering a lower bound for general selections S in the face of
a uniform mixture over all permutations of 6 (see Simchowitz et al. (2017) for a more in-depth discussion)
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Let first(Q,) be the first member of Q,, in lexicographic order. For example, first(tQ,) = [a +1:a+ s] where [A: B] :=
{A,A+1,...,B}. Then, by symmetry, one can see that Py(My = a) = |Qu| P (S = first(Qa))-

We consider the event on which the ‘empirical KL-divergence’ concentrates, which can be shown to be true with probability
at least 1 — § by Jun and Zhang (2020, Lemma 5):

n B , Ay = n ,
conc(¢',0) = {Z;tzlln(m) -(1+ p)B; KL(0;,6;) < ll)ln(l/é)}.

We now employ a change of measure argument to Py(S = first(Q,)) and switch 6 with 6’ that would result in My, =
a — 37 =:b. For a € [37 : 5], this can be achieved with the choice of 8" = (0,...,0,¢,...,¢,0,...,0) that is supported on
[3v+1:m+ 3v]. Let © be the set of permutations of §. Then,

Po(My = a)
= |Qal Po (S = first(Qu))
> |Qa|Por (S = first(Qq), conc(8',6)) exp(—(1 + p)2mB-(e2/2) — p~ In(1/5)) (change of measure; p > 0)
> |Qu| P (S = first(Qq), Ngesconc(8’,o(0))) exp(=(1 + p)mBe? — p~tIn(1/6))  (X: symmetric group of [n])
> |Qa| Py (S = first(Qp), Ngesconc(h, o(0))) exp(=(1 + p)mBe® - p~L In(1/5)) (symmetry)
= ||g“| Py (Mjp = b, Ngessconc(8, o(0))) exp(=(1 + p)mBe? — p~' In(1/6)) (symmetry)
b
|Qal

2160 (Po (N = b) - [6]0) exp (~(1 + p)mBe* - o~ In(1/3)) .
b
(P(A,B) > P(A) - P(B°); union bound over {c(f) : 0 € X})
Thus,

OE’Y: P@(Mg = a)

a=3vy

min 1Qal Po(My € [0:27]) —(2v +1)|O]8 exp (—(1+ p)mBe* - p~" In(1/5)) .

" ae[3y:57] |Qa—3’y| -

S— 21—5
=Y
1 1-¢

Let us choose ¢ = Since the LHS above is at most £, we have

£> Yl ;5 exp (—(1 +p)ymBe® - p! ln(w))

2 (2v+1)[O]"

1-¢

One can consider two cases, namely & > % and £ < %, to arrive at

€ > min (;7 exp (—(1 +p)mBe® - p ' In (4(2y +1)|6)]) + ln(4Y)))

It remains to find an appropriate value of p. One simple choice is
a1 In(4Y")
2In(4(2y+1)[0])

which satisfies that p~! > 0 as show later. Thus, we have

f((uw)m)

1
&>min| -,
2 In(4Y")
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It remains to figure out bounds for Y and |©)|. For Y, note that |Q,| = (m"ja)(s (i a)) So, fora € [3v:5y]and b=a - 37,

i [Qal _ Gta) ()

“ |Qb| (7r:,—Lb)(57—L_mn-;—Lb)
_ (m-b)(m-b-1)(m-a+1) (n-s-b)(n-s-b-1)(n-s-a+1)
a(a-1)-(b+1) (s—-m+a)(s-m+a-1)(s—-m+b+1)

@ (m-b\" (n-s-b\"
- a s—-m+a

6\> n-—s—2y 37 6\> (n—s)37
> o —=L (=] -

5 s—3y ) S

3’y _ 37
— Y = min JQa| 2(?) (n s)

a€[3y:57] |Qa—2’y‘ S

where (a) is due to the fact that mT‘b > 1 implies (m—-b—-4)/(a—1i) > (m—-"b)/aforie[0:a-b-1] and, with a similar
reasoning, n > /2 — %‘Tj” >1 = (n-s-b-i)/(s—m+a-1i)>(n-s-b)/(s—m+a). Then, using

ol=(")< (‘;’;) we have

In (4(2y+1)|0]) y In(m +4) +mln (<)

In(4Y) T In(4) + 2In(8.n=2)
@,  min(5})
In(4) + 2 In (&.2=2)
In(en/m)
1 R S A
(T

where (a) isby m <n/3 = In(m+4) <mln(en/m).

Altogether,

3
-1 1 ~s\" 1
Py(M > =m) > min| =, 2(6.71 i exp| - 1+16-M mBe?
i > 5 =y
6

> 1, which is true for s < -

n-—s

To verify that our choice of p is nonnegative, it suffices to show that 6

B.12. A minimax optimal budget allocation scheme for SH

T

ST (1—96)6_1 ~€J, SH can achieve a sample complexity of

We show that with a different budget allocation scheme Ty = [

O( % log %) (without any logarithmic terms of n). We call this budget allocation scheme Option 2 and the original one of
Karnin et al. (2013) Option 1. The price of achieving this exact minimax optimality is the potential loss of the near instance
optimality (or at least the standard proof technique does not work). We summarize the comparison in Table 2. It is not clear
to us whether there exists a different value of 7} in SH that can achieve both the minimax and instance-dependent optimality.
It is also not clear whether Option 2 can achieve a similar bound as Theorem 1. Note that for the fixed budget setting, there
is still a loglog(n) gap between the instance-dependent upper and lower bounds.

Theorem 11. For any € € (0, 1), with Option 2, there exists an absolute constant ¢y, such that the error probability of SH

for identifying an e-good arm satisfies,
2
e“T
P(py < p1—e€) < eXp(—G())7

n

forT >c1- 5.
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Proof. Still let ¢; = ¢/4. And define €y, = % - €¢. For each stage /, define the event G4 as

1€Sp41

Gy:= {max b > ax [h; — 6@}.
€Sy

We have

logn o (3 -1 €
Z€g<;(4) '6121

=1

= (3\7 e 1-3A)"
2(4) Sillm 71_3/4 =€.

For stage ¢, we assign budget 7j - n2~(*"1) := L. (16 )e— on27ED = I (%)e_1 - £. We can verify this allocation
scheme does not exceed the budget as follows,

logn [=5) T 8 £-1
om0 < $ L () P
Z; ¢ ; 81 \9
Let a, be the best arm in Sy,
P(G) =P(GY, fua, < ta, — €0/2) + P(GY, fra, > Ha, — €¢/2)
< P(ﬂae < Ha, ~ 64/2) + P(GE | ﬂaz 2 Ha, — EZ/2)'

For the first term

2 |S|

29\l T r16\¢1 —(-1
coxp| - (i5) s (§) -€-n27"D
- 2 n2-(-1)

For the second term,
P(GF | fra, 2 pra, = €0/2) <P(|{i € Se | fis > ps + €0/2}| 2 [S:]/2)
]E[|{z €Sy | fi; > i + 6@/2}”
Se|/2
I8tlexp(- 55550
- |Se|/2

2
=2exp| - = Z].
32-81n

By contraposition,

. €2T
Let X := Tosin > 0,

P(py, <p1—€) <Y 3exp(—£X)

=1
1-exp(—{X
< 3exp(_X)1_exp((_)())
1
< 36Xp(—X)Tp(_X,)
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Table 2. The e-error probability of SH (worst-case) and (e = 0)-error probability (instance-dependent) for Option 1 and 2 where
H> = max; ﬁ is the problem hardness parameter. Here, we omit constant factors. Check marks for the worst-case means that it is

optimal, and those for the instance-dependent means that it is optimal up to log log(n) factors in the sample complexity (Mannor and
Tsitsiklis, 2004; Carpentier and Locatelli, 2016).

Worst-case Instance-dependent

. . _ T 2T T
Option 1: T} = [Sellogs 1] X logy n: eXp(— Tbleogg n) logy n- eXp(_m)

Option 2: Ty = 8% . (%)é_l ¥4 eXp(—GQTT) X log, n‘exp(—m)

As is a monotonically decreasing function, there exists an absolute constant c1, such that

P(pyy <p1—€) < eXp(—@(ezT)),

n

1
1-exp(-X)

holds for T' > ¢ 5. O

C. Simple Regret in the Data-Poor Regime
C.1. The number of opened brackets

Lemma 11.1. The number of opened brackets till round t, denoted by Ly, satisfies
0.63-logy (1 +In(2)t) < Ly < 1 +logy(1 +1n(2)t).
The size of the largest bracket satisfies

2Lt > O(1).

Proof. Recall that whenever t > B27 is true, we open a new bracket and increase B by 1. B = 0 before the game starts.
First, note that for ¢ = 1 we have L; = 1. Then, let us focus on ¢ > 2. It is not hard to verify that

L= maX{B 1> (B- 1)23—1}.

Fix ¢t > 2. Then, we can define
t'i= (Ly —1)2571, (15)
the first time point that the bracket L; was opened. Clearly ¢’ < . Solve (15) for L;.

t'=(Li-1) exp(ln(2)(Lt - 1)),
In(2)t’ =1In(2)(L¢ - 1) exp(In(2) (L, - 1))
= X exp(X).

Solving it for X is exactly the Lambert W function. By Lemma 17 of Orabona and Pal (2016), we have
0.6321-In(1+1In(2)t') < X <In(1 +In(2)t").
This implies that
X =In(2)(L¢-1) <In(1+In(2)¢') <In(1+1In(2)t) = L, <1+logy(1+In(2)t).
To obtain a lower bound, define

t” - Lt2Lt ,
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which is strictly larger than ¢. Using similar techniques as above, we can derive
L; >0.6321 - log, (1 +1n(2)t") > 0.63 - log, (1 +In(2)t).
Together, we have
0.63-logy (1 +1n(2)t) < Ly < 1 +logy(1 +1n(2)t).
Note that we have
L2kt <t < (L, +1)25,

Thus

t t

2kt > > > =
2(Le+1) 2(2 +logy(1+ 1n(2)t)) 4logy t

o(t). (t>4)

C.2. The number of pulls for the representative arms

Lemma 11.2. At round t, the number of times the representative arm of bracket B has been pulled in the latest finished SH,
denoted as Dp 4, satisfies,

D > t—.
Bt = COM ) Togy (n)

Proof. We call the round interval (L, — 1)25+71 < t < L;2%¢ as phase L;, whose length is L;2Ft — (L, — 1)2%¢71 =
Ly-1
(L; +1)2%¢71, Correspondingly, sampling budget of % is assigned to each bracket. For each opened bracket

Ap, B € [L; - 1], the sampling budget for it is accumulated from phase B to phase L, while phase L; is not finished yet.
The sampling budget bracket A p receives satisfies

Li=1 oi-1(; Li-1
02 1) t-277"(Ly-1
Tp,t = E (z+ )+ (L. 1)

i-B 1 Lt
obe=2p, ¢t -2l (L, - 1)
> +
L,-1 L,
t
>7
4L,
t t

> > . t>16
1+ 4log(1+In(2)t) ~ 4Int >16)

Recall we run the SH with the doubling trick on each bracket individually. We claim that the latest finished SH receives
a budget of at least Tz ;/4. To see this, note that we initialize Algorithm 3.1 with budget starting from [n log, n] Then

restart the SH algorithm with budget 2~[n log, n] and so on. Before finishing the k-th doubling trick, the best arm from
(k — 1)-th doubling trick is output. Thus the portion of the lasted finished SH ranges in

Tical [ Tacl )
ST ST )

br—l br—l (16)
4by_1 = by’ 2by_1 = by )

which, by some simple calculations, is

That is to say, the most recently finished SH, which gives the current output, has a budget of at least Tz ; /4. We notice that
T'B,. is essentially irrelevant to B. This means each bracket receives an order-wise equal amount of budget to query the SH
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algorithm. In the SH algorithm, the output arm is pulled a fixed number of times when the number of arms and the sampling

budget is fixed. It is pulled G)( L ) times for budget 7. We have all we need to determine the lower bound for Dp ;.

log, n

Dp, > t——.
7= I (0) Togy (n)

C.3. Lower bounds and their implications in special instances

While Katz-Samuels and Jamieson (2020) shows a lower bound for the (¢, §)-unverifiable sample complexity that can match
the upper bound in special instances, the final result they presented has a negative term, which results in looseness, and
the bound can even go to 0 in certain instances. Recall the definition of 7. s, the (¢, §)-unverifiable sample complexity
(Definition 1).

Theorem 12 (Theorem 1 of Katz-Samuels and Jamieson (2020)). Fix € > 0,0 € (0,1/16), and a vector u € R™. Consider n
arms where rewards from the i-th arm are distributed according to N'(p;,1). For every permutation 7 € S™, let (F[ )ten be
the filtration generated by the algorithm playing on instance 7(). Then the (¢, 0)-unverifiable sample complexity satisfies,

1 -2 1 D —2
E[Teﬁ] 2 64 —(Hl - Mg(e)+1) + m i:g(ZE)H(m i) s

where the expectation is with respect to m € S™ and 7(u).

In fact, the proof of Katz-Samuels and Jamieson (2020, Theorem 1) shows a stronger bound, which is more useful for
deriving lower bounds for specific instances.

Theorem 13 (A stronger version of Theorem 1 of Katz-Samuels and Jamieson (2020)). Fix e > 0, € (0,1/16), and a vector
€ R™, Consider n arms where rewards from the i-th arm are distributed according to N (1;,1). For every permutation
m e S™, let (F{ )ien be the filtration generated by the algorithm playing on instance w(u). Then the (e, )-unverifiable
sample complexity satisfies,

11 n —2
ElTes| > —— i)
[ 5] 64 g(c) iﬂ%)ﬂ(lﬁl )

where the expectation is with respect to m € S™ and w(p).

Corollary 13.1. For the EqualGap(m) instance, Proposition 13 shows a lower bound of the (¢, )-unverifiable sample
complexity as

Proof.
1 1 n o 11 & 16
— (p1—pi) "= —— —
64 g(e) i:2gz(2)+1 64 m i—z;ﬂ 25¢?
1 n-2m 16
T 64 m 25

O

Corollary 13.2. For the Polynomial(«) instance, Proposition 13 shows a lower bound of the (¢, d)-unverifiable sample
complexity as

11 ,
E[r.]>— —— (21202 _ &),
[T]_1282a—1( roct)
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Proof. For the Polynomial(«) instance,

Le e i(i

64 9(€) i—2g()1 64 9(c) i=2g(e)+1\

i (1)
64 et/e i= 2g(e)+1 ¢

1 n2@

64 ne / i= 2g(e)+1

The summation of 37", 9(e) +1(%)2a can be bounded as

2c 2c
n 1 (@) 1 7™ (1
i=2g(e)+1\ * 2 J2g(e)\ 4

%(f(n) f(QQ(E))) (f(z) = mghram2041)
1 1 —2a+1 1 —2a+1
=2(—2a+1n " a1 2) )

:1 ;n—%ﬂl _ 1 (Qnel/a)—2a+1 :
2\ 2a+1 2a+1

where (a1 ) is by the geometric meaning of integral and

2 2 2a 2a
1(1 1 1 1
| = - . <= <|— . (t>1,a>0.5)
2\ 23a4 21 1+ 1

Thus
1 1 n ~ 1 p2o-t n 1\%
6l Z (p1 - .Uz) Z ()
64 g(&) i=2g(e)+1 64 el/a i=2g(e)+1 ¢
> Lﬁ 1 n_20‘+1 —_ 1 (znel/a)—2a+1
128 el/e \ -2+ 1 —2a+1
1 1 1 21720‘ —20+1
o e—— — —_ 6 (e
128 et/ \ 20 +1 —2a+1
= ie—é 1 (21—2%7-2?1 B 1)
128 20— 1
1 1
S )
128 20 -1
]
C.4. Proof of Theorem 6

Theorem 6. For any € € (0, 1), the e-error probability of BSH satisfies

~ t
]P)(/’Ll — Mg, > 6) <exp -0 1 3 1 y
@ T MAing(5)41 277 5(5)

fort > é(HQ(%))
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Proof. Due to the doubling nature of the bracketing scheme, it is not hard to see that each bracket receives an order-wise
equal amount of sampling budget é(t) (details in Appendix C.2). Our analysis is centered around finding the ideal bracket
whose representative arm is expected to be of the highest quality, which we call the best bracket. Intuitively, on the one
hand, if the best bracket is too large, the per-arm sampling budget will be too small to guarantee a meaningful output. On
the other hand, if the best bracket is too small, it may not well represent the entire instance. The core idea of the proof is
balancing this trade-off.

We define the following notations.
e A*: the best bracket, which is a multiset satisfying Vi € A*,i € [n]. We have |A*| = L with L being specified later.

e r= %: the subsampling ratio of the best bracket A*.

o €= 2’“‘15, for k € [K], where K = [logg(é)]. Also K satisfies €1 < 1,ex > 1.

« Zy = {z e[n]|A;e [O,min{ek,l}]}.

* g(er) = |Zxl-

« Zp={ieA"| A e[0,min{e, 1}]}.

* 9'(e) = |73

* u;(A): the mean reward of the i-th best arm in A.

* Al =max {uj(A*) |j € A*} — p; (A*): the suboptimality gap of i-th best arm in A* with respect to the best arm in
A*.

o A =y — p;(A*): the suboptimality gap of i-th best arm in A* with respect to the best arm in the entire instance.

. Ul(g) = MAX;5g(eg)+1 Ai?, and U2(§) = MAX;5 g/ (e)+1 ﬁ We call this the un-accelerated sample complexity on the

entire instance and the best bracket for identifying an §-good arm.

We define the following events:

g'(ex) _ gler)
L n

g(ex)
<2n'

« By: Vke[K],

* Ej: an 5-good arm represents the best bracket.

The event F; ensures that the best bracket can well represent the entire arm set in the sense that, for each peeling piece k, the

() i close to its original ratio @. The e-error probability

ratio of the arms therein to all the arms in the best bracket T

can now be bounded as

P(py, <p1—€) =P(ps, <p - €, EY) +P(py, < p1— €, By, ES) + P(pg, < p1 — €, E1, E»)
P(E}) +P(E1, ES) +P(p, < p1 — €, Es)
<P(E{) +P(ES | Ev) +P(py, < 1 — €| En). (17)

IA
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N Q(Ek))
2n

We bound each term separately. For the first term.

B(E) :H,,(3 N ‘g%ek) _9(@)

L n

S olld'(en)  glen)|  gler)
S,;P( Lk - nk g 275 )
Sgp(g'(zk) < 9(26:) or g'(LEk) S 392(:Lk))

s 9'(er) _ (Gk) 9'(ex) _ 39(ex)
(U <) se(U5 - 20e)

Let KL(p, q) be the Kullback-Leibler divergence between two Bernoulli distributions with parameters p,q. The first
summation can be upper bounded by the additive Chernoff bound for binomial distribution (Arratia and Gordon, 1989),

kip(g’(;k) 9(26:))<Z p( LKL(Q(Z@) (ek)))

k=1 n
< S ng 7(lzk) KL(p,q) > (-9 )
_kz::lexp _8 g(:L") ( p,q) 2 2max{p,q}
LS 1
= Z exp(—Lg(Gk) .
k=1 8 n

The second summation can be upper bounded by

Z ( (ex) | 3g<ek>)<ZeXp LKL(I_Sg(ek>71_g<ek)))
o1 2n n
al K
5 o _LKL(:%g(ek),g(ek)))
il 2n n
K 1 g (ek) ( )
__—J_mn® p—q
SI;GXP DI (KL(p,9) > 5octoy)

IA

Soo(-1252)

where (a1 ) is by the definition of KL divergence for Bernoulli distribution. Since g(¢;) is a non-decreasing function of k,

we have
P(ET) < Zexp( (Zk))+§exp(_112L9(€k))

n

We choose L = @( Then

i)
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Our choice of L here also ensures that a bracket of size L is opened because the largest bracket is in the size of é(t) by
Lemma 11.1. Furthermore,

L- @((m) I A e(n;”‘i) _o(a2t) <60,

g(e1)Ha(3) MaXizg(cs)+1 A7

The second term of (17) means the probability that SH fails to return an $-good arm from bracket A* given that bracket A*

can well represent the entire instance. Denote H. 5(;) as the sample complexity of returning an $-good from the bracket A*,
ie.,

m(3) e
— | = max N0 :
N2) " gle)r A2 g'(a)

Let H, ( %) be the sample complexity of returning an $-good arm from the entire instance, i.e.,

I ( € ) . i 1
—|= max -—-——.
2 2 i>g(e2)+1 AZQ 9(61)
We use Theorem 1 to upper bound the second term of (17). To do so, we need to verify that the best bracket is allocated to
enough budget, i.e., the budget allocated to the best bracket should be no less than Us ( %) By event E1, we have

1
57"9(61@) <g'(ex) < 2rg(er). (19)

Then, by Lemma 13.1 and our choice of L, we have

() - () <2ty 5) -2 - o AN ) - 60

Meanwhile, each bracket receives C:)(t) budget by the bracketing design. Thus the best bracket is allocated to enough budget.
By applying Theorem 1 to (a1) and Lemma 13.1 to (as2) below, we have

(a1) ~ t (a2) ~ t
P(ES| E < -0 < -0l ———11. (20)
(B 122) = exp (fg(;)) (&(z))

The third term of (17) means an arm whose mean reward is less than 11 — € has a larger empirical reward than an arm whose
mean reward is larger than p; — €/2. Note the recently opened brackets may not have finished their first SH yet. In this case,
the DSH always returns an empirical reward of negative infinity. Thus the arms returned from these brackets will never be

selected by BSH. Denote A(t) := {a € Ué;l Apear Ak fa < pa = e}. We have

‘A(t)‘ < :21 2F < 9 (21om (1) _ 1) < 8(1+In(2)t).
By the number of arm pulls in Lemma 11.2,
P, < p1 — €| Es) S]P’(Elal € Ays(ry, 3as € A(t), 8t ftay > 11— €/2, fia, < ﬂ@)
<|A(1)|[ 42 )| exp(-O(e))
<exp(-6(¢0) s[4
Sexp( o) +n(8:(1+ ln(Z)t)t))
<exp(-6() + O(Int) )

<exp(-6(et)). 1)
Given (18), (20) and (21), we have the result proved. O]
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Lemma 13.1. Let Hé(%) be the complexity measure of returning an -good from the bracket A*, i.e.,

(3) e
— | = max NG
2 2 i2g’(e2)+1 Aiz g/(el)

Let Ho ( %) be the complexity measure of returning an 5-good from the entire instance, i.e.,

€ ? 1
H. (7) = max —5- .
2] 7 gl A2 g(e))

Given the event E1 happens, we have

€ €
Hi =) <64H,| = ).
2(2)‘6 2(2)

Proof. For the entire instance, by Lemma 13.2,

4
max 9(ex) < Ul(i) < max g(zek) (22)
ke{3,, K} €

For the best bracket, by Lemma 13.3, we have

7
max —-< max — <4 max —-.
i2g'(e2)+1 AL2 T izg/(ea)+1 A2 izg'(e2)+1 A2

Note the term max;s g (e,)+1 ﬁ can be considered the un-accelerated sample complexity on a virtual instance where all the

arms are the same as the ones of A*, except the best arm of A* is replaced as the best arm in the entire instance (if the best
arm of A* is same as the best arm in the entire instance, then the virtual instance is same as A*). The above inequalities
essentially show that on event E', setting the best arm in A* to have the same mean reward as the best arm of the entire
instance does not change its un-accelerated sample complexity (up to a constant of 4). Denote

() s

Thus,
U’(f)gU (f)g4U’(f). 23
2{ 5 2( 5 2{ 5 (23)
By Lemma 13.2,
! 7
e Q(Sk)S 2’(5)3 4g (;k).
ke{3,,K} €L 2 ke{3,, K} €5
By event E, we have for k € [ K]
1
57“9(61@) < g (ex) < 2rg(er). (24)
Thus
max ro(ex) < Q(E) < max M (25)
ke(3,K} 265 2) " ke{3,K} €2
By (23) and (25),
ro(er) < Ug(f) < max 7327“9(6]@). (26)
ke(3, K} 2€s 2) " k{3 K} €
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Therefore, by (22) and (26), we have

1 U3 8 o
32r T Us(S) "7
By U1(%) = g(e1)Ha(%). Ua(5) = ¢'(e1) H3(5). (24) and (27), we have
€Y 9(a) U2(§) _ €
4(5)= gy a) = () -oum(5)
O

Lemma 13.2. Let U (%) be the un-accelerated sample complexity on any bandit instance for identifying an 5 good arm
(note €3 = 5), i.e.,
€ 1
U (7) = max -——.
2 i>g(e2)+1 AZQ

Then up to a constant of 4, the un-accelerated sample complexity can be approximated by maXje(s.... ky =z, i.€.,

max g(ex )<U( ) max 4g(ek)
ke{3, K} €2 2) " k{3 K} €

g(er)
€k

Proof. Letig > g(ez) + 1 satisfy

U( € ) 1 20

— = max -—&=-—"—"5.

2 i>g(e2)+1 Af A?O

Denote kg as the smallest index of the peeling interval to which i¢ belongs, i.e., €x,-1 < A;, < €g,. Since ig > g(ez) + 1, we

know kg > 3. By €,-1 = 5%, we have 2o < A,;,. Thus,

U(E) o Ao dglew) o, 9l

2 2 -
2 Aio € ek ke{s,...,K}

b

o
where the second inequality is by i < g(€x, ). By the definition of U(;), we have

U(g)2 ax g(er) i g(ex)
ke{3,-

2 K}A ) ke{3,~-,K} 2

Thus,

max (ek)_U(E)S max 49(2%).

ke{3,,K} €L
O

Lemma 13.3. Given that the event Ey holds, for i > g'(e2) + 1, Al the suboptimality gap of i-th best arm in the best bracket
with respect to the best arm in the best bracket can be approximated by A, the suboptimality gap of i-th best arm in the
best bracket with respect to the best arm in the entire instance, i.e.,

< L < 4
D) _Af = A2

(3 7

Proof. The first inequality holds trivially, and the equality holds when the best arm out of the entire arm set is included in
the best bracket. For the second inequality, as the best arm in the best bracket is {-good, we have

A _Eoar_ ESAT €
4T 2702 4’

which results in the second inequality. O
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C.5. Proof of Corollary 6.1

Corollary 6.1. Consider the EqualGap(m) instance. BUCB achieves an expected (¢, d)-unverifiable sample complexity as

BSH achieves an (€, d)-unverifiable sample complexity as, with probability 1 — 6,

~[ n 1
Te, s < O(@mlog((S))

Proof. For BUCB, Theorem 7 of Katz-Samuels and Jamieson (2020) gives the following instance dependent upper bound
for the (e, §)-unverifiable sample complexity,

IE[ ] < min ! gf:)(A )_2 1n( n ) + Zn: A2 1n( 1)
Tes| = = ivj,g(e < j i AR

i Jelg(a17 | i3 e Jo i=g(e)+1 7 0
Plug the instance

5
/,Ll:Ze,ui:e,Vie{2,...,m},/,ti:O,Vi2m+1forsomem22,e>0.

We easily have

For BSH,

7 1 16m
max —si—— = —.
izg(e/2)+1 A? g(i) 25me2

C.6. Proof of Corollary 6.2

4

Corollary 6.2. Consider the Polynomial(«) instance; i.e., A; = (;)a with oo > 0.5. For any € € (0,1), let 7. 5 be the upper
bound of the expected (¢, d)-unverifiable sample complexity reported in Katz-Samuels and Jamieson (2020, Theorem 7) for

BUCB. Then, BUCB satisfies
EZ[T6 5] <Tes = o e nlog 1 .
) ) 5

On the other hand, BSH satisfies, with probability 1 - 6,

Te,s < @(6_2 log(i)) .

Proof. We first show the result for Bracketing UCB. Theorem 7 of Katz-Samuels and Jamieson (2020) gives the following
instance dependent upper bound for the (¢, §)-unverifiable sample complexity,

T. 5= min 1 gi)(A- , )_2ln(n)+ Zn: A_an(l) (28)
P jelgeng | F e 30) gt 7 \O))
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Plug the instance A; = (%)a into the above,

1 g(e)

7A'e,5 = vmin - Z (Aivj,g(e)+1)_2 111(;715) + Z A- 21n(6)

jelg(a)] 7\ i3 i=g(e)+1

1 g(e)

-2 n
in L (Auygren) I 2
7 seloton Zl( i0(9+1) n(ﬂ)

l\’)

1\ [t
,1 -
> foin —In 5 (Z Aivjg(e)i1)

1 -2
>jgf;1(n)*1 5\ (Rg).(e y+1) )

> 1min —1n 1
ilo(1 7 \9/\ (g(e) +1>a—<g<e ))?

1
jelg(e)] 7 d

> min —1

1
jelg(e)] 7 o

(a1) (
> min —1n

)Qa 2

2(29(6)
2—2a+2a—2n2a | 1 )
nl =
(g(6 20( 1 5

(a2)2 2a+2a 2
il

Note here we lower bound the upper bound in Theorem 7 of Katz-Samuels and Jamieson (2020). The inequality (a; ) results
by

)
) @ (g(e>+1
)
(

g+1
(g+1)*-g* =f az®tdr <a(g+1)*
g

1/«

The equation (as) is because of g(e) = ne'/“ by the definition of the instance.

We also upper bound (28). Note that for ¢ > 7, we have
«@ s _ g a-1 - -\ ca—1
-7 —[ ax®  de > a(i-j)j
J
With this, we have

oo 1 ! 9§> 1 ! Z 1
Tes <M min —_—
isa(e) (g(€) +1=4)252072  j S (g(e) + 1—d@)?ie2 5, .,y (i— )%

We can bound the third sum by

1 2 1 < 1 1
J i = 5)2202 7 2o U g(e) 41—
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Take j = g(e) — \/g(€). This means that j = O(g(¢)) and g(e) — j = \/g(e). With this choice,

1 1 9Le) 1 1 1 1
7A-67§ S nQOt 200—2 + ’ Z -\ 2 ’ 22 + 2a-1 ’
g9(€)-g(e) 9(E) N imgior gt 9(€) +1-1) g(e) g(e€) 1+/g(e)

< p2e 1 + 1 7772 . 1 1

2@ @S T (0 T (0
1 1 n

< 2a, _ 20 )

sn g(e)2e-1 n (nelfay2ai = 2t

For Bracketing SH,

1 1 1\ 1 16
max %7 = max il_%‘nmil < n(E) nQO‘il <=
izg(e/2)+1 A7 g(i) izg(e/2)+1 n(i) Jex 2 ?”L( ) le ¢

N1

where both the last inequality and the last equality are by « > 0.5.

C.7. An alternative upper bound for BSH

The following bound of BSH is similar to the bound of Theorem 6. Though the bound of Theorem 14 is minimax in nature,
we show, in Corollary 14.1 and 14.2, that it still achieves the same upper bound as BUCB for the EqualGap(m) instance and
a better upper bound for Polynomial(«) than BUCB when n is large enough because it does not scale with n polynomially.
Since this bound involves an optimization problem, we speculate it could be tighter than the bound of Theorem 6 for certain
instances.

Theorem 14. For any e € (0,1), the error probability of Bracketing SH satisfies
iA?

P <p1 —¢€) <exp| -6l min{ max M,EQ 11,
(1, <1 —€) <exp {ie[g(em] "

where t' = —

= - Accordingly, @(max {minie[g(e/z)] < — log( %)’ }2 log( é)}) samples are sufficient for Bracketing

i,9(e/2)+1

SH to output an e-good arm with probability 1 - 4.

Proof. The proof idea is similar to the proof of Theorem 6. The core idea is to find the best bracket whose size is well-
balanced. At round ¢, define the best bracket as bracket r; () = [logg(cAzg(e/Q)Ht’ﬂ, where i € [g(e/2)] is a free

?

-1
. . . 2 iA?, e/2 +1t,
parameter and c is a logarithmic term for shorthand ¢ = (16 In(4e) logs (—LLd2) log2(2A§,g(e/2)+1t’)) . Thus the

n

size of bracket () satisfies,

cA?

logy(cA? oyt )+1 _ 2
z,g(6/2)+1t, < ‘Arj(f)| < 2 2(0 29(e/2)+1 ) = 20Ai,g(6/2)+1t,'

Define the following events:

A2
AT J(ejoyit
2n .

* Ej: the number of arms with mean reward at least y; included in bracket r* (¢) is at least j;, where j; = {
e Fy: Ha,s oy > pp — €/2, where ar(t) is the arm representing bracket r; (t) at round t¢.
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Then the error probability of Bracketing SH can be expressed as follows,

P, < pir =€) =P(pg, < p1 — €, EY) + P(pg, < p1 — € Er, BS) +P(pg, < pa — €, By, Ey)
<P(E{) +P(Ey, BS) +P(pg, < p1 - €, Es). (29)

We bound the three terms respectively. For the first term, we use the same technique as in the proof sketch.

' Jt 7
P(E1) <exp _|Ar3(t)"KL i
|4z
(a1) |Ar;(t)|n it .
< exp| - 3 i
N |
’ A7 ey
<exp _Aivg(6/2)+1tn + N
8 A?ag(e/2)+1tl n
CZAQ t,
<exp —g(/2>+1)
8n
~ ZAQ t,
- _@(W) ' (30)
n

The inequality (a;) is due to KL(p,q) > %. For the second term of (29), we bound the event that SH returns a

non-(js, A; g(e/2)+1)-good arm, where j; is with respect to the best bracket. We use (i, ) for the mean reward of the j;-th
best arm in bracket 7 (). Thus 1,y — A; g(¢/2)+1 = p1 — €/2. By Theorem 4,

P(E1, ES) g[@(uam) <p1—€/2] El)

IN

]P}(’u'ar;(t) < Ky = Ai,g(e/2)+1 | El)

A

2
( i,g(6/2)+1t,

4|A7,;(t)| logg(th) 10g2‘Ar§(t)‘

< A2 /
CZAi,g(5/2)+1t )

—In(4e)

ay) .
< logQ‘AT.:(t)|~exp —const-j;
n

<log, ‘Ar;’ () | exp(—const-

n

_[iA? t'
<exp —@(“’(5/2)*1) . G1)
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For the inequality (a; ), we bound the term in parenthesis as a constant,

A7 eyt ~In(4e)
4] Ay 1) 1083 (231 10| Ay 1|
> A? q(6/2)+1t, —In(4e)
B2, oy ort 1083 20 2 oy (2082 oy, 1)
> L —1n(4e)

i,9(e/2)+
8clogs (#) logQ(QAf,g(e/Q)Ht’
>21n(4e) — In(4e)
=In(4e).

The third term of (29) means an arm whose mean reward is less than p; — € has a larger empirical reward than an arm whose
mean reward is larger than 1 — ¢/2. Note the recently opened brackets may not have finished their first SH yet. In this case,
the DSH always returns an empirical reward of negative infinity. Thus the arms returned from these brackets will never be

selected by BSH. Denote A(t) := {a € Uéil kear* (1) Ag, pha < b1 — e}. We have

. L,
|[A)] < 3 28 <2 (210 1) < 8.(1 4+ In(2)1).
k=1
By the number of arm pulls in Lemma 11.2,

P(ﬂjt < - Esz) gP(Hal € Ar;‘(t% Jdas € A(t)ys.t.,ﬂal > {1 = 6/27,[1(11 < ,aaz)
s\A(t)IIAr:<t>\eXp(‘(z) 'C"“St'logzn)

N (e

<exp| —const-e? + 1n(8~(1 + ln(2)t)2Aig(€/2)+1t'))

2
<exp| —const-€ log

—+ O(lnt))

exp(-0(¢%t')). (32)

(
(—const €
(-6
]i

Combine (30)(31)(32) and the fact i € [g(e/2)] is a free parameter, then we have

- iA2
P <up—€) < ~O| mi 7'79(6/2)+17 2\
(MJt 41 e) exp min {ie[gn}?ﬁ)] — €

O
Corollary 14.1. Consider the EqualGap(m) instance. BUCB achieves an expected (¢, §)-unverifiable sample complexity as

E[r.s] < o( 1g(§))

For BSH, the bound of Theorem 14 shows that BSH achieves an (¢, 0)-unverifiable sample complexity as
~[ n 1
Te, s < O(ez'n’], log(é))

45
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Proof. For BUCB, the proof is presented in the proof of Corollary 6.1. For BSH, the result is straightforward by plugging
the instance,

min nlog(l) <min nlog(l) nlog(l) = nlog(l)
ielg(e/2)) A7 |12y 5]~ (6/2)2 §) me? ) me2 §
O

The following corollary shows that even if we use the upper bound of Theorem 14 that is minimax in nature, we can still
achieve an upper bound for the Polynomial(«) instance that does not scale with the instance size n, and for moderately
large € or large enough n, the upper bound of Theorem 14 is always better than the upper bound of BUCB.

Corollary 14.2. Consider the Polynomial(«) instance A; = (%)a BUCB achieves an expected (¢, §)-unverifiable sample
complexity as

E[TE’(S] < 7A'5,5 = é(e_rz%—lnlog(;)).

For BSH, the bound of Theorem 14 shows that BSH achieves an (e, 0)-unverifiable sample complexity as

ol uf)

with probability 1 - 6.

Proof. For BUCB, the proof is presented in the proof of Corollary 6.2. For BSH, first, notice that

The sample complexity satisfies,

it ) : ()
o min _——a—— —]< mn 5a o - - log| —
icla(e/D] IAT oy 6 ze[g(e/zni((g(;/z)) +(i)2 _Q(zg(e/m) ) §

n n2

n.n2a

= min

ielo(e/2)] z‘((g(e/2))2“ + 20 - 2(z‘g(e/2))°‘) 1Og(5)

(a1) 2_n2a+1

1
S (g(e/2))2o71(1 + 220 — g-av1) 1og(5)

9.p20+1 ( 1 )
log| =

" (n(e/2)1a)20+1(1 + 220 — g-avl) s
9P (14 972 gy T log((ls).
The inequality (a) is by taking ¢ = g(€/2)/2. O
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C.8. (¢, 0)-unverifiable sample complexity of algorithms with e-error probability bound

Definition 1 ((¢, 0)-unverifiable sample complexity (Katz-Samuels and Jamieson, 2020)). For an algorithm 7 and an
instance p. Let 7. 5 be a stopping time such that

P(VtZTE,(;:th >u1—e)2 1-96.
Then, T s is called (e, §)-unverifiable sample complexity of the algorithm with respect to p.

The (¢, 0)-unverifiable sample complexity requires all the outputs at and after ¢ = 7, s are e-good. This is slightly different
from the sample complexity of BSH. However, we show they are order-wise equivalent. To see this, let us consider an
anytime algorithm that achieves an exponentially decreasing error probability,

P(py, < p1 —€) < exp(-ct).

Let t. s be the first time step that satisfies IE”(,u Je, 5 <H1- e) < d. Note this only guarantees the output at round ¢, ;5 is e-good

with probability 1 — 4, instead of all the outputs at and after te,s. We prove our claim by showing the probability that there is
a non-e-good output at or after ¢, s has an exponentially decreasing rate with the same parameter.

IP’(EItztE_,(;:th <u1—e)g Z ]Pj(ﬂjt <,u1—e)
t=te,s

< i exp(—ct)

t=te,s

1-exp(—ct
 lim exp(—et, 5) LS
=00 "1 -exp(-c)
1
<exp(-ctes)————
exp( ¢ ’6) 1-exp(-c)

= exp(—@(c~t€75)).

D. Discussion on the Practical Algorithm Implementation

The design of DSH (Algorithm 3.1) and BSH (Algorithm 4) involves two key ideas, bracketing and doubling trick. In
practice, both two techniques could be implemented in a more efficient way. In addition, the base algorithm SH (Algorithm
3.1) has a commonly used implementation for reusing samples (Baharav and Tse, 2019; Jun and Nowak, 2016). We
summarize these strategies as follows for the practitioner’s consideration. However, they do not make any order-wise
difference (not more than logarithmic factors) in terms of the theoretical guarantee.

e SH: The whole procedure of SH is divided into log, n stages. All the stages are independent of each other since the
samples of prior stages are abandoned when a new stage starts, as described in Algorithm 3.1. In practical usage, one
can keep all the samples since the first stage for the surviving arms.

e DSH: The common doubling trick does not require keeping the samples after finishing one invocation of the base
algorithm. Not requiring to keep the samples is convenient to implement as we only need to repeatedly initialize a new
instance of the base algorithm with the doubled budget parameter. In fact, for multi-armed bandit problems, keeping all
the samples of prior invocations is beneficial. For the implementation, one can create a class for the base algorithm SH,
and we initialize a new instance of the class with initial empirical rewards equal to the empirical rewards saved in the
prior instance.

* BSH: The bracketing technique does not promise to avoid overlap with the already-opened brackets. A more practical
implementation of BSH is to share the samples of the same arm across different brackets. Such that the empirical
reward is more accurate. However, reusing sampling across different brackets is meaningless if we consider the
infinitely-armed bandit models. Because, for the infinitely-armed bandit models, we will not draw exactly the same
arm more than once. Thus it is barely possible to have overlap among the opened brackets.

Note our implementation reported in section 5 only uses the first reusing strategy for the base algorithm SH.
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