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Abstract

Scaling visual generation models is essential for real-world content creation, yet
requires substantial training and computational expenses. Alternatively, test-time
scaling has garnered growing attention due to resource efficiency and promising
performance. In this work, we present 77S-VAR, the first general test-time scaling
framework for visual auto-regressive (VAR) models, modeling the generation
process as a path searching problem. To dynamically balance computational
efficiency with exploration capacity, we first introduce an adaptive descending batch
size schedule throughout the causal generation process. Besides, inspired by VAR’s
hierarchical coarse-to-fine multi-scale generation, our framework integrates two
key components: (i) At coarse scales, we observe that generated tokens are hard for
evaluation, possibly leading to erroneous acceptance of inferior samples or rejection
of superior samples. Noticing that the coarse scales contain sufficient structural
information, we propose clustering-based diversity search. It preserves structural
variety through semantic feature clustering, enabling later selection on samples with
higher potential. (ii) In fine scales, resampling-based potential selection prioritizes
promising candidates using potential scores, which are defined as reward functions
incorporating multi-scale generation history. Experiments on the powerful VAR
model Infinity2B show a notable 8.7% GenEval score improvement (0.69—0.75).
Key insights reveal that early-stage structural features effectively influence final
quality, and resampling efficacy varies across generation scales. Code is available
at https://github.com/ali-vilab/TTS-VAR.

1 Introduction

Recent years have witnessed significant progress in image generative models [1—4]. Previous text-to-
image generative models primarily rely on diffusion models [5, 6], which iteratively denoise the latent
to generate high-quality images from random noise. Yet, advancements in large language models
(LLMs) [7-9] have spurred interest in Auto-Regressive (AR) architectures for image generation [10-
12], leveraging sequential modeling to capture visual patterns. Among these, Visual Auto-Regressive
Modeling (VAR) [13, 14] has emerged as a groundbreaking paradigm. It encodes images into
multi-scale coarse-to-fine representations and progressively predicts the "next scale" to synthesize
images through hierarchical aggregation. Due to its superior efficiency and the potential for unified
integration with LLMs, VAR is fast emerging as a key research frontier.
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Figure 1: TTS-VAR generates several samples concurrently like Best-of-N (BoN). In 77S-VAR, we
adopt an adaptive descending batch size schedule to make the most of AR efficiency, with feature
clustering at early scales to ensure diversity, and resampling according to potentials at late scales for
more valuable samples. (1-3) are overviews showing the difference between raw inference, BoN, and
TTS-VAR. (a) is a detailed example of the generation process of our method.

Meanwhile, following the success of test-time scaling in LLMs [15-19] , researchers have begun
exploring this methodology to image generative models for better results. In auto-regressive models,
previous works typically formulate image generation as an image-level [20] or token-level [21]
multi-stage process, treating the sequence of stages as the Chain-of-Thought (CoT). However, these
methods require additional training to achieve effective scaling. Alternatively, diffusion-based
approaches [22-26] regard scaling as a path searching problem, which scores different intermediate
states and selects the most promising noise to denoise for higher-quality images. There are two main
strategies to achieve great improvement. One [22, 23] introduces additional denoising steps to obtain
the clean latents for image decoding and select intermediate latent states based on the final decoded
results. The other [24], instead, directly scores decoded images from intermediate noisy latents to
guide selection by reward functions [27].

Inspired by this perspective, we explore whether VAR models can also benefit from path searching.
However, directly adopting the two strategies from diffusion models is non-trivial. For the former,
the extra inference steps incur prohibitively high computation for VAR models with exponential
complexity growth. They also disrupt the KV Cache mechanism [28, 29], which is crucial for
retaining efficiency in AR inference. The latter also fails to reach the expectation. We observe that the
rewards of images at early scales struggle to accurately represent the quality of final images, leading
to incorrectly ruling out certain early-scale tokens which could be promising for later-scale generation,
as demonstrated in Sec. 5.4. We attribute this to the difference between VAR and diffusion. In VAR,
unlike diffusion process that can refine generated noise through iterative denoising, all tokens remain
fixed once generated. Each token not only contributes to decoding the final image but also directly
affects all subsequent token generation, resulting in much lower tolerance for poor early-stage tokens.



In this paper, we introduce the first Test-Time Scaling framework for VAR, abbreviated as 77S-
VAR. Different from simple selection according to reward functions, we design scaling strategies
aligned to the causal coarse-to-fine generation process of VAR. Firstly, noticing the progressively
increased consumption of FLOPs and RAM in VAR, we implement our framework under an adaptive
descending batch size schedule, reduced from larger batch sizes at coarse scales to smaller ones in
fine scales. This promotes the expression of more possibilities with little additional consumption.
Secondly, though early scales are hard to evaluate by reward functions, we observe that structural
information, which has a great impact on image contents, can be captured since early scales, as shown
in Fig. 1 (b) and Sec. 5.5. This motivates splitting the generation process into two key components:
clustering-based diversity search for early scales and resampling-based potential selection for late
scales. At early scales, while results of intermediate states can hardly be estimated, we aim to keep
the diversity as batch size decreases, thus enabling later selections on samples with higher potential.
We employ clustering on semantic features extracted by pre-trained extractors like DINOv2 [30],
and pick from each category for dissimilar samples to ensure sampling diversity. At late scales,
while scores of intermediate images share high consistency with those of final images, we calculate
potential scores to directly resample preferred samples. The potential scores are specifically defined
reward functions based on the generation history of all scales, instead of only the current one.

To summarize, we propose 77S-VAR, the first general test-time scaling framework for VAR models.
By integrating clustering-based diversity search and resampling-based potential selection tailored to
VAR’s causal generation process, T7S-VAR consistently delivers stable performance improvements.
We conduct comprehensive experiments and analysis on Infinity [14], a scaled-up text-to-image VAR
model, revealing why resampling methods exhibit scale-dependent limitations and demonstrating the
benefits of structural feature clustering. Notably, TTS-VAR significantly improves the GenEval score
from 0.69 to 0.75, along with consistent improvements in other metrics.

2 Related Works

2.1 Test-time Scaling in Diffusion Models

Diffusion models [6, 31-34] create high-resolution images by denoising a Gaussian distribution into
an image distribution. Initial research efforts [35, 5, 36] concentrated on scaling up the number of
denoising steps to enhance the quality. However, it has been observed that as the number of inference
steps increased, performance plateaued, and sampling additional steps is ineffective. Consequently,
early research [37-39] mainly aims to reduce inference steps while maintaining image quality.

Ma et al. [22] address the scaling issue in diffusion models as a path searching problem, achieving
significant improvements by applying several search strategies within the latent space, with reward
functions serving as verifiers. Building on this problem definition, subsequent studies [23, 24]
investigate the effectiveness of various search strategies and methods to accurately verify intermediate
states for choice. Oshima et al. [23], for instance, employ few-step sampling instead of one-step
sampling for denoised images that are clearer and more suitable for verification.

2.2 Test-time Scaling in Autoregressive Models

In autoregressive Large Language Models [9, 7, 8], test-time scaling is a widely employed technique
to enhance performance. Since Wei et al. [15] proposed Chain-of-Thought and enabled LLMs to
benefit from a structured thinking process, various studies [16—19] have explored tree search, graph
search, and other methodologies to improve outcomes further. All these strategies leverage the
reasoning capabilities of models and utilize the properties inherent in natural language for scaling.

However, within autoregressive image generative models [10, 13, 11, 40], characterized by a determin-
istic process with a steady token length, it is unnatural to directly increase the image token sequence
as "thinking". Instead, Guo et al. [20] conceptualize generation CoT as an image-level problem. By
employing a unified understanding and generation model [41] that first generates and then evaluates, it
self-corrects results to align with expectations. Nevertheless, this approach relies solely on evaluating
results, neglecting the generation process itself. Jiang et al. [21], instead, propose splitting the task
into semantic-level and token-level phases, enabling a multi-stage generation as the thinking process.
However, this method necessitates additional reinforcement learning for fine-tuning.



3 Preliminary: Visual Auto-Regressive Modeling

Unlike traditional next-token prediction auto-regressive models such as LLama-Gen [10], Visual Auto-
Regressive Modeling (VAR) [13] tokenizes an input image I into a feature map F' € R*w>xd_ With
quantizer @, it quantizes the feature map F' into a sequence of multi-scale discrete residual feature
maps [42] {rk}kﬁl, where K represents the number of residual features across varying resolutions.
For each residual feature map 7, the resolution is hy X wy,, which progressively increases from k = 1
to k = K. Specifically, when k = 1, hy = wy, = 1, and when k = K, hy = h, wx = w. From the
sequence of residual features, at each scale k, a gradually refined feature map f; can be computed as:

k
fk = Zup(rk7<haw))7 (1)
i=1
where up(-, -) denotes upsampling the single-scale feature map to the target resolution, and fj, is the
aggregated sum of features {rj };-_,. During inference, the downsampled accumulated feature map
fr = down(fx, (hg+1,wr+1)) is appended as initial tokens for the prediction of the next scale and
a scale-wise causal mask is employed to facilitate local bi-directional information modeling. The
transformer is trained to predict the next-scale residual feature map. In Infinity [14], a VAR-based
model scaled up for text-to-image generation, the quantizer () is advanced from VQ [43] to BSQ [44].
Additionally, a Flan-T5 [45] text encoder W is harnessed for prompt embeddings. With text prompt ¢
as the condition, the overall likelihood is:
K
p(ri,ra,... k) = H(Tk|7“177“27~--ﬂ“k—1;‘1’(0))- @)
k=1

4 Method

In TTS-VAR, we conceptualize the generation of high-quality and human-preferred images as a path
searching problem, and identify two primary subproblems: (i) how to search for more possibilities,
and (ii) how to select intermediate states for superior final results. Besides applying an adaptive
batch size schedule as illustrated in Sec. 4.1 to enlarge the search scope, we introduce clustering-
based diversity search in Sec. 4.2 and resampling-based potential selection in Sec. 4.3 to solve these
problems. The complete method is illustrated in Fig. 1 (c).
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Figure 2: Different Batch Size Schedules. We visualize the memory usage in (a) and computation
complexity in (b) for 13 scales during the generation of Infinity, with fixed batch size 1 and adaptive
batch size. Specifically, the adaptive batch size here is [8,8,6,6,6,4,2,2,2,1,1,1,1]. This batch size
schedule enables more possibilities with little additional consumption.

Influenced by the causal attention mechanism, in VAR models, both RAM memory consumption and
computational expense increase along with the length of the token sequence. As illustrated by the
blue lines in Fig. 2 (a) and (b), during the inference process of early scales, memory requirements and
computational costs are minimal. However, at later scales, when the pre-existing sequence extends
significantly and the current prediction scale encompasses a large number of tokens, the resource
consumption becomes substantial.

Therefore, we implement adaptive batch sizes during inference, capitalizing on the efficiency of lower
consumption at early scales. This descending adaptive batch size schedule {bg, b1, ..., bk}, where



K represents the number of scales, generates more samples in earlier stages and fewer samples in
the later stages. For a typical VAR model encompassing 13 scales, the batch size schedule is {8,
8N, 6N, 6N, 6N, 4N, 2N, 2N, 2N, IN, IN, IN, I N} unless otherwise specified. At early scales,
clustering in Sec. 4.2 filters several categories. At late scales, resampling in Sec. 4.3 chooses superior
states. As demonstrated in Fig. 2, while the increased number of batches amplifies memory and
computation costs at early scales, these additions are relatively minor in the overall expenditure.

4.2 Clustering-Based Diversity Search

As sequence length increases, maintaining a large batch size becomes cost-prohibitive, necessitating a
filtering method for the desired samples. A straightforward approach involves calculating the reward
function for intermediate results and selecting those with higher scores. However, our findings in
Sec. 5.4 indicate that rating models struggle to evaluate early intermediate images for reward scores
consistent with the final images, as also observed by Guo et al. [20]. To avoid erroneous elimination
of certain initial samples that may hold potential for later-scale generation, we explore ways to keep
the diversity of samples.

We observe that during the generation process, unlike the details appearing in late scales, the
structural information, which significantly influences the quality of final images, is conveyed from
the early phases. We analyze this phenomenon in Sec. 5.5 and find extractors like DINOv2 [30] can
effectively capture features strongly connected with structures. Given this, we create clusters based
on the semantic features to filter samples from each category and ensure structural diversity, thereby
maximally enhancing possibilities for valuable results.

Specifically, from the current batch size b;, we need to select b; 1 samples as next states. Firstly, for
b; intermediate images {I; }?;1, each image is embedded in a high-dimensional semantic embedding
space via a feature extractor F', creating a set of embeddings S = | P (I;). Subsequently, we
apply the K-Means++ [46] algorithm to cluster these embeddings into b, cluster centers and select

samples with the shortest L2 distance to cluster centers as new batches.

To extract structural information for diversity, we primarily employ the self-supervised DINOv2 [30]
as the extractor, generating the feature map s € R(W xw)xd Ty obtain one-dimensional features for
clustering, we apply PCA reduction on feature patches for s’ € R™ xw") We also consider pooling
the second dimension for s’ € R?, and supervised features from InceptionV3 [47] without the final
fully connected layer. We discuss these choices in Sec. 5.5.

4.3 Resampling-Based Potential Selection

In contrast to early-stage diversity preservation through clustering, when intermediate images show
high consistency with final results, reward functions can directly guide the generation toward higher
quality and alignment with human preferences at late scales. Typically, a reward function r4(z) is
derived from a reward model ¢, which includes specially trained rating models and vision-language
models. For scores conditioned on a text prompt ¢, the reward function can be expressed as r4(z, ).
In the context of a generative model based on the generation distribution py(x), we aim to steer the
distribution to align with reward preferences [48, 24], as follows:

per(x) = %pg(x) exp(A - rg(x, c)) 3

where pg/ () is the target distribution, Z is a normalization constant, and A is a hyperparameter to
control the temperature in selection.

To obtain high-quality samples, we evaluate the reward score for each intermediate state at current
scale k and replace them with ones sampled from a multinomial distribution based on the potential
score Pj,. Considering that the generation of VAR is a path with historical states and merely rating
the image x, = D( %), decoded by the image decoder D from the accumulated feature fi, may not
adequately reflect the potential of final results, we therefore contemplate several potential scores.

Potential Score P;. We denote Py (xo,x1,...,x)) as the potential score of a sample at scale &, with
Zo,T1,- - ., T representing the generation history of this sample.

* Py(zo,21,...,25) = exp(X - r4(xk, ¢)): This directly utilizes the reward score as the
potential score, referred to as Value. It is also known as importance sampling (IS) [49, 50].
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Infinity+Ours (/V = 4) 8B 0.9304 0.8036 0.7600 0.8188

Figure 3: Score Curves
Table 1: Quantitative evaluation on GenEval. over Sample Number N.
* Py(xo,21,...,25) = exp(A - (r¢(zk,c) — re(zr—1,c¢))): This computes the difference

between two consecutive scales as the potential score, termed DIFF.

* Pi(20,21,...,75) = exp(\ - max’_o{rys(x;,c)}): This selects the highest score in the
generation path as the current potential score, designated MAX.

* Py(zo,21,...,2) = exp(\- Zf:o r4(xi, c)): This accumulates all scores from the history
to determine the current potential score, labeled SUM.

Different potential scores benefit distinct attributes of the generation history. For instance, DIFF
favors samples with higher growth rates, while MAX favors those with higher ceilings. In our setting,
VALUE performs well. We will explore these choices in Sec. 5.4.

5 Experiments

In this section, we demonstrate the effectiveness of our 77S-VAR on the powerful VAR model
Infinity [14] with resampling temperature A = 10. We present the comparisons in Sec. 5.1 and
Sec. 5.2, and precisely analyze design details in Sec. 5.4 and Sec. 5.5. Following previous work [24,
22, 51], we utilize ImageReward [52] as the reward function for guidance. We evaluate results using
the main metric GenEval [53], and T2I-CompBench [54], with relevant indicators ImageReward [52],
HPSv2.1 [55, 56], Aesthetic V2.5 [57], and CLIP-Score [58, 59], based on prompts offered by
GenEval.

5.1 Overall Performance

As shown in Table 1, our proposed method demonstrates significant improvements over existing
state-of-the-art models and conventional test-time scaling strategies (Importance Sampling and Best-
of-N). With a model size of 2B parameters, 77S-VAR achieves an overall GenEval score of 0.7530
at N = 8, surpassing the record 0.74 of Stable Diffusion 3 (8B parameters) while utilizing 60%
fewer parameters. Our framework also exhibits substantial gains across single items, like two objects.
Notably, even with minimal computational overhead (/N = 2), our approach attains the competitive
performance of score 0.7403, outperforming Best-of-N (N = 8) with only 25% sample number.

From the perspective of different IV, 77S-VAR maintains consistent performance gains across varying
sample sizes in both GenEval and ImageReward metrics, as illustrated in Figure 3. While Best-of-N



2D 3D Non-

Color Shape  Texture Numeracy Complex

Model Avg. Spatial ~ Spatial spatial
B-VQA B-VQA B-VQA UniDet UniDet  UniDet S-CoT ~ S-CoT
Stable v2 [31] 0.4839 | 0.5065 0.4221 04922 0.1342  0.3230 0.4582 0.7567  0.7783
Stable XL [2] 0.5255 | 0.5879  0.4687  0.5299 0.2133  0.3566 0.4988 0.7673  0.7817
Pixart-a-ft [1] 0.5583 | 0.6690  0.4927 0.6477 0.2064 0.3901 0.5032 0.7747  0.7823
DALLE- 3 [3] 0.6168 | 0.7785  0.6205 0.7036  0.2865 0.3744 0.5926 0.7853  0.7927
FLUX.1 [4] 0.6087 | 0.7407 05718  0.6922  0.2863 0.3866 0.6185 0.7809  0.7927
Infinity2B [14] 0.5688 | 0.7421  0.4557 0.6034  0.2279  0.4023 0.5479 0.7820  0.7890
Infinity2B+IS (N = 8) 0.5965 | 0.7746  0.5078  0.6501 0.2462 0.4194 0.6002 0.7803  0.7937
Infinity2B+BoN (V. =8)  0.6115 | 0.7950  0.5439  0.6886  0.2545  0.4205 0.6090 0.7870  0.7937
Infinity2B+Ours (N =2) 0.6151 | 0.7887  0.5578  0.6858 0.2697  0.4286 0.6112 0.7853  0.7936
Infinity2B+Ours (N =8) 0.6230 | 0.8073 0.5914 0.7121 0.2644  0.4302 0.6340 0.7880  0.7963

Table 2: Quantitative evaluation on T2I-CompBench.

sampling benefits more from larger N, its performance remains distinctly inferior to ours, even failing
to match our results at N = 2 with N = 8. Detailed evaluations across different /N values are
provided in the appendix for comprehensive analysis.

To better demonstrate the generalizability of our framework across different models, we also con-
ducted comparative experiments on the Infinity8B model. The results show that even on this stronger
8B model, our approach effectively boosts performance, improving accuracy from 0.76 to 0.82—an
increase of about 7Moreover, it surpasses the gains achieved by methods such as IS and BoN un-
der the same settings. This indicates that our method can be directly applied to other VAR-based
architectures.

We further evaluated performance on T2I-CompBench [54]. As presented in Table 2, TTS-VAR
exhibits a remarkable improvement across every indicator compared to the base model. Consistent
with the consequences on GenEval, our method achieves superior results at N = 2 compared to
Best-of-N at N = 8, and secures the highest scores on most individual items and the overall average.

5.2 Qualitative Comparison

We present images generated by different methods here for reference, to further explain the improve-
ment in image quality and text alignment. As displayed in Fig. 4, our method correctly generated
objects with the required number, for example, the "kayaks" in the first case and the "birds" in the
second case, which is hard for base models and other scaling strategies to achieve. In the complex
scenes with several pairs of numbers and colors, T7S-VAR ensures the color attribute like the "golden
apples" in the fourth case, avoiding the problem of attribute forgetting.

5.3 User Study

To evaluate from the view of practical usage and gather user feedback, we selected a small set of 15
image groups and compiled them into a questionnaire on Google Forms. For each group, the images
are randomly shuffled, and participants were asked to select the best generated image based on three
criteria: Image Quality, Image Rationality, and Consistency with the Prompt. In total, we collected
21 completed questionnaires, resulting in 315 sets of survey data for each indicator. The percentages
of votes received by each approach are summarized in Table 3 below.

Metric Baseline IS BoN Ours
Image Quality 133% 79% 133% 65.4%
Image Rationality 13.7%  8.6% 8.6% 69.2%

Consistency with the Prompt 1.3% 1.9% 25% 94.3%
Table 3: User Study.

5.4 Resampling for Superior Samples

Analysis. In path searching, resampling intermediate states with high potentials is a straightforward
yet effective approach for superior results with minimal consumption. However, in VAR, this may not



SD3 Infinity Infinity-1S Infinity-BoN Infinity-TTS-VAR

Prompt: An oil painting, where a green vintage car, a blue scooter on the left of it and a black bicycle on the right of it, are parked on the

with two butterflies hovering above them in a V-formation.

Prompt: An elegant dining table with a dark wooden surface holds two ivory candles burning gently, a crystal vase with three red roses,
and a silver tray holding two golden apples.

Figure 4: Qualitative Comparison. Each line shows results generated by Stable Diffusion 3
(SD3) [60], Infinity, and Infinity with test-time scaling strategies, with objects marked blue and
relationships marked green.

be advantageous and can even be detrimental at certain scales. In Fig. 5 (a), we illustrate the score
distinctions between solely employing Best-of-N (N = 2,4) and concurrently applying potential
(VALUE) resampling at specific scales. Although Best-of-N selection ensures comparatively high
results, it is evident that resampling at early scales (e.g., scale 3) leads to a noticeable decline in the
final results. Instead, resampling at later scales yields a certain degree of improvement.
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Figure 5: Resample choices. The left graph shows the variation in ImageReward Score when
executing resampling-based potential selection at different scales (0-11). The right graph shows
the consistency between scores of intermediate states and those of final results at each scale. It
demonstrates that in VAR, not all scales are suitable for selection, and some may lead to degradation.



N Resampling Scale GenEval ImageReward  HPS CLIP  Aesthetic
1 - 0.6946 1.132 03042 0.3366  0.5811
2 [6,9] 0.7133 1.2572 0.3066 0.3379  0.5801
2 [6, 8, 10] 0.7130 1.2591 0.3066 0.3381  0.5809
2 [6,7,8,9,10,11] 0.7114 1.2497 0.3067 0.3378  0.5810
4 [6,9] 0.7276 1.3534 0.3082 0.3398  0.5817
4 [6, 8, 10] 0.7247 1.3592 0.3085 0.3397  0.5822
4 [6,7,8,9,10,11]  0.7210 1.3558 0.3083 0.3398  0.5830

Table 4: Resampling Scale Difference. This table shows results with different resampling scales.

We analyze this phenomenon from the perspective of consistency between intermediate states and
final images, as shown in Fig. 5 (b). We compute potential scores at each scale and select the one with
the highest potential accordingly. We then assess whether the selected best intermediate state aligns
with the best final image (the optimal state at scale 12), resulting in a sequence of scores between 0
and 1, termed consistency. Low consistency of early scales in this evolving curve indicates that those
scores rarely accurately reflect the quality of final results. The scores become valuable from a certain
late scale, like scale 6, with comparatively high consistency. This explains why resampling efficacy
varies and should be applied selectively on later scales.

Resampling Scales. Based on the aforementioned observation, we further investigate whether
increasing the resampling frequency at late scales is beneficial. As illustrated in Table 4, compared
with raw inference, resampling greatly enhances the results. However, increasing the frequency has a
negligible impact. For instance, there is a modest improvement in ImageReward and HPS for scales
[6,8,10] compared to scales [6,9], but at the cost of Geneval. Considering that executing resampling
incurs additional computational expenses related to image decoding and score calculation, we opt to
resample only at scales 6 and 9.
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Figure 6: Consistency of Different Potentials. We visualize the consistency between different pairs
of potential scores and final results. Accordingly, VALUE and MAX can better indicate the potentials.

Potential Scores. As mentioned in Sec. 4.3, we have developed distinct computational modes to
explore those with higher potentials. Initially, we seek better options through a theoretical approach
by visualizing the consistency. As exhibited, DIFF continuously yields low consistency levels and
fails to predict the desired outcomes. SUM demonstrates a stable increment but with comparatively
low values. In contrast, VALUE and MAX exhibit similar characteristics, maintaining relatively high
scores since scale 6 and showing a steady increase.

Experiments in Table 5 with N = 2, 4 present coherent results. Among these potentials, DIFF lags in
all indicators. Although SUM achieves some acceptable outcomes, the overall score remains low. As
forecasted by consistency, VALUE and MAX achieve the highest scores in text-related metrics such
as GenEval, ImageReward, and HPS, indicating a higher likelihood of selecting for superior final
results. Considering that MAX requires score calculations at each scale and leads to an additional
computational cost, we utilize VALUE as the potential score.

N Potential GenEval ImageReward HPS CLIP  Aesthetic
2 VALUE 0.7133 1.2572 0.3066 0.3379  0.5801
2 MAX 0.7150 1.2510 0.3065 0.3379  0.5803
2 SUM 0.7130 1.2364 0.3064 0.3379  0.5801
2 DIFF 0.7006 1.1725 0.3042 0.3365  0.5798
4 VALUE 0.7276 1.3534 0.3082 0.3398  0.5817
4 MAX 0.7285 1.3495 0.3082 0.3398  0.5815
4 SUM 0.7244 1.3326 0.3082 0.3394  0.5830
4 DIFF 0.7030 1.2412 0.3051 0.3378  0.5808

Table 5: Potential Score Difference. This table shows results with different potential scores.
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5.5 Clustering for Structural Diversity

Generated 0 1 2 3 4 5 6 9 12
Scales >

Figure 7: Visualization of Generation Process. The text prompt is "a photo of a bottle and a bicycle".
The left is the generated image. The right is the generation process and visualized DINOv2 features
from scales. It demonstrates that features in early scales can indicate the structural information.

Analysis. In reference to Sec. 5.4, resampling is not universally applicable to all scales. Nevertheless,
in VAR, the effectiveness and low cost associated with early scales present an invaluable and
unmissable opportunity to search for more samples, thereby unlocking greater potential for the final
outcomes. We notice that, given the same prompt, the structure of images significantly influences the
scores. Moreover, unlike details that emerge later, structural information can be captured from the
early scales. The right side of Fig. 7 demonstrates that the generation process follows a structure-
to-detail progression, with rough outlines becoming discernible from scale 2. When using DINOv2
to extract intermediate images and visualizing them through PCA, as seen in the bottom line, these
features exhibit characteristics akin to the original images. Consequently, we leverage structural
information and conduct clustering-based diversity search to sample dissimilar structures, thus scaling
for more possibilities, especially when resampling may not suffice.

N Clustering Scale GenEval ImageReward N Extractor GenEval ImageReward

2 - 0.7087 1.2545 2 PCA 0.7184 1.2682

2 [2] 0.7089 1.2513 2 Pool 0.7127 1.2720

2 [51 0.7099 1.2558 2 Inception 0.7073 1.2727

2 [2,5] 0.7184 1.2682 4 PCA 0.7337 1.3610

4 - 0.7244 1.3471 4 Pool 0.7296 1.3629

4 2] 0.7300 1.3502 4 Inception 0.7207 1.3664

4 [5] 0.7293 1.3558 . . .

4 2,5] 07337 13610 Table 7: Extractor lef.eren.ce. This table

) shows results when adopting different feature

Table 6: Clustering Scale Difference. This extraction methods. PCA and Pool here are
table shows results with and without cluster- both transformed from 2-dimensional features
ing at certain scales. extracted by DINOV2.

Clustering Scales. According to Fig. 7, features at scale 2 display a coarse structure, while those at
scale 5 reveal a refined structure similar to final outcomes. Therefore, we specifically apply clustering
on these scales. The results of N = 2,4, with and without clustering, are presented in Table 6.
The first lines of each block denote the results without clustering (Best-of-N), with subsequent
lines showing outcomes under different clustering scales. Evidently, each clustering increases the
likelihood of yielding better results, and there is an obvious growth when employing both scales.

Extractor. We tested various extractors for clustering features outlined in Table 7. Both PCA
and Pool are transformations of features extracted by DINOv2 [30], as detailed in Sec. 4.2. While
supervised InceptionV3 [47] features perform optimally in ImageReward, they notably underperform
in GenEval. PCA delivers superior results on average and is employed. We attribute this to that the
patch-level features from PCA align more closely with the observed structural traits.

6 Conclusion

In this work, we introduce the first general test-time scaling framework for VAR models. Through
analysis on different scales, we demonstrate that 77S-VAR, which incorporates adaptive batch
sampling, clustering-based diversity search, and resampling-based potential selection, aligns with
distinct stages of VAR generation process. This dual-strategy approach enhances final result quality
with minimal additional computational cost while maintaining algorithmic efficiency. We notice the
limitation and potential societal impact on privacy and copyright, and discuss these in the appendix.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Yes. Our main contributions are illustrated in both the abstract and the
introduction.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

16



Justification: We discuss the limitations in the supplemental material.
Guidelines:
* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: There are no theoretical assumptions and results in this work.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

¢ All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We use publicly-accessible VAR model Infinity as the base model. We illustrate
all the details of our method, making it reproducible.

Guidelines:
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The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: Currently, we have not open-sourced our code. But once the blind review
process concludes, we will comply with NeurIPS requirements and open-source the code
along with scripts for reproducing the experiments.

Guidelines:

The answer NA means that paper does not include experiments requiring code.

Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

18


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We describe all details in the experiments (Sec. 5).
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Due to limited resources, we do not report error bars. We spent numerous
resources on changing curves of different N and different methods in Sec. 5, making it
prohibitively expensive to run each experiment multiple times

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We report the consumption of FLOPs and RAM in Fig. 2. And performance
over computational complexity is included in the supplemental material.
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9.

10.

11.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We followed the NeurIPS Code of Ethics.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

This work focuses on scaling pre-trained VAR models for higher image quality. This work
is not related to any private or personal data, and there’s no explicit negative social impacts.

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We acknowledge the potential societal impacts on privacy and copyright, and
discuss these in the supplemental material.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards
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12.

13.

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This work focuses on test-time scaling for VAR, without issues related to data
and model disclosure.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Yes, we credited them in appropriate ways.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: There is no new asset released in this work.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.
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14.

15.

16.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: There is no crowdsourcing and research with human subjects in this work.
Guidelines:

» The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: There is no study participant in this work.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: In this work, LLM is used only for editing.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

A Algorithm of TTS-VAR

We describe the algorithm of 77S-VAR in Alg. 1. Following the generation process of VAR [13]
(Infinity [14]), TTS-VAR first predicts the residual tokens at the current scale and adds them to the
accumulated feature maps. At scales that require clustering, TTS-VAR uses the extractor to gather
features from b; intermediate images decoded from the feature maps. It then clusters the samples
based on these features and selects b;11 ones as the next batch. At scales that require resampling,
TTS-VAR employs the potential function to calculate scores for each image and samples b; 1 indexes
from the multinomial distribution for superior intermediate states.

Algorithm 1 TTS-VAR

Require: Scales S = {s1, 52, ..., Sk }, Descending batch sizes B = {by, ba, ..., bx }, Clustering
scales set S., Resampling scales set .S, Generative model ¢, Reward model r4 Extractor F',
Potential Score function P, Text prompt c.

1: Initialize accumulated feature map f, with zeros.

2: forie {1,2,...,K} do > Iterate through scales
3: r; < Generate (0, b;, s;, fi—1,¢)

4 fi+ fici+mi

5: if s, € S, then > Clustering phase
6: x + Decode( f;)

7: feat + F(x)

8: index < KMeans++(feat, b;11)

9: fi « filindex)]
10: else if scale € S, then > Resampling phase
11: x + Decode(f;)
12: rw  ry(z)

13: p < P(rw)

14: index < Multinomial(p, b; ;1)

15: fi < filindex]

16: end if

17: end for

return Final generated images Decode( ff )

B Hyperparameters Settings

In K-Means, we set the next batch size b; 1 in the adaptive descending batch sizes as the num-
ber of centers, to find b;,; different structure categories. For PCA, we only select the first ma-
jor component, as we utilize it for dimension reduction only. In all benchmarks, we use seeds
from O to 3 for different results. For experiments requiring multi-GPU, like N = 8§, we set
the seed from 100*process_index to 100*process_index+3 for each device. We use adaptive
batch size [8N,8N,6 N,6 N,6 N, AN,2N,2N,2N,1N,IN,IN,1N] for Infinity2B with 1024 pixel
and [8N,8N,6N,6 N,6 N, 4AN,2N,2N,1N,1N] for Infinity8B with 512 pixel.

For other parameters related to Infinity, we keep them the same as the original public settings.

C Detailed Main Results

We present detailed Infinity2B results of variant curves in Table 6. As evident, TTS-VAR demonstrates
clear advantages across all indicators [53, 52, 56, 57, 59] compared to the baselines. In Table 7, we
list each item of the GenEval [53] metric. Generally, our method significantly improves performance
on handling two objects and counting tasks. We attribute this to the importance of structural accuracy
in multi-character scenes, particularly when two objects and multiple identical objects (counting)
are involved. For instance, when provided with a prompt for three objects, there is a possibility that
the model may incorrectly generate a layout with four objects. Once this error occurs, following the
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N Strategy GenEval ImageReward  HPS CLIP  Aesthetic
1 Raw Inference 0.6946 1.1320 03042 0.3366  0.5811
1 Ours 0.7253 1.3226 0.3084 0.3395  0.5822
2 Importance Sampling  0.7022 1.1941 0.3051 0.3374  0.5807
2 Best-of-N 0.7087 1.2545 0.3069 0.3384  0.5813
2 Ours 0.7403 1.4136 0.3106 0.3411  0.5821
4 Importance Sampling  0.7116 1.2883 0.3067 0.3387  0.5815
4 Best-of-N 0.7244 1.3471 0.3083 0.3397  0.5820
4 Ours 0.7437 1.4605 0.3112 0.3414  0.5821
8  Importance Sampling  0.7181 1.3657 0.3085 0.3395  0.5810
8 Best-of-N 0.7364 1.4144 0.3103 0.3406  0.5820
8 Ours 0.7530 1.4995 0.3122  0.3420  0.5810

Table 6: Scores over Different Strategies of Infinity2B.

structure-to-detail generation process in VAR, it becomes challenging for subsequent scales to rectify.
However, TTS-VAR facilitates structure diversity, thereby enabling the selection of a layout with the
correct configuration and avoiding the irreversible wrong generation process for inferior samples.

N Strategy Overall | Single Obj. Two Obj. Counting Colors Position Color Attri.
1 Raw Inference 0.6946 1 0.9938 0.8351 0.5923  0.9293  0.2020 0.6150
1 Ours 0.7253 | 0.9938 0.9072 0.6518 09192  0.2096 0.6700
2 Importance Sampling  0.7022 |, 0.9969 0.8497 0.6071  0.9268  0.1869 0.6475
2 Best-of-N 0.7087 1 0.9906 0.8789 0.6339  0.9242 0.1944 0.6300
2 Ours 0.7403 ! 0.9936 0.9278 0.7113  0.9318 0.1995 0.6775
4 TImportance Sampling  0.7116 |, 0.9906 0.8840 0.6339  0.9318 0.1970 0.6325
4 Best-of-N 0.7244 1+ 1.0000 0.8969 0.6756  0.9242  0.1944 0.6550
4 Ours 0.7437 ' 0.9906 0.9510 0.6994 0.9293 0.2045 0.6875
8 Importance Sampling  0.7181 | 0.9906 0.8969 0.6220  0.9318 0.2121 0.6550
8 Best-of-N 0.7364 1 0.9938 0.9201 0.6756  0.9444 0.2146 0.6700
8 Ours 0.7530 ' 0.9969 0.9501 0.7411 09318 0.2172 0.6800

Table 7: GenEval Details. This table shows each item of the GenEval benchmark. "Object" is short
for "Obj.", and "Attribute" is short for "Attri.".

In Table 8, we present the detailed different scores of Infinity8B. As shown, our method promises a
stable increase in different models, including ones with superior performance.

N Strategy GenEval ImageReward  HPS CLIP  Aesthetic
1 Raw Inference 0.7646 1.2095 0.3081 0.3388  0.5721

1 Ours 0.7931 1.3929 0.3115 0.3414  0.5727
2 Importance Sampling ~ 0.7834 1.3091 0.3097 03399  0.5716
2 Best-of-N 0.7880 1.3435 0.3127 0.3423  0.5722
2 Ours 0.7985 1.4572 0.3106 0.3411 0.5730
4 Importance Sampling  0.7901 1.3786 0.3110 0.3409  0.5722
4 Best-of-N 0.7995 1.4092 0.3122 03397  0.5730
4 Ours 0.8189 1.5100 0.3139 0.3425  0.5727

Table 8: Scores over Different Strategies of Infinity8B.

D Results on DPG-Bench

We evaluate the performance of the baseline Infinity model, the Best-of-N (BoN) method, and our
approach on the DPG-Bench, specifically for the case where N = 4. For each prompt, we generated
four corresponding images for evaluation using seeds O through 3. The results are presented in
Table 9.

E Performance over Computational Consumption

We here display the changing curves of GenEval, ImageReward, and HPSv2 over the increment
of computation in Fig. 8, along with the increment of sample number N. As shown, our method
TTS-VAR has higher computational efficiency and surpasses Importance Sampling and Best-of-N
with less than half TFLOPs.
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Methods Global Relation Overall

SDv2.1 77.67 80.72 68.09
DALL-E 3 90.97 90.58 83.50
SDXL 83.27 86.76 74.65
PixArt-Sigma 86.89 86.59 80.54
SD3 (d=24) - - 84.08
HART - - 80.89
Show-o - - 67.48
Emu3 - - 81.60
Infinity 80.96 89.83 81.72

Infinity2B+BoN (N = 4) 88.02 87.33 82.52
Infinity2B+Ours (V. =4) 83.37 88.81 82.94

Table 9: Evaluation results on DPG-Bench with N = 4.
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Figure 8: Performance over Flops. This figure shows the variant curves of different methods with
computational consumption as the x-axis, demonstrating the efficiency of our method.

F Evaluation on Image Diversity

We follow [24] to adopt an evaluation on the CLIP latent space, which is more in accordance with the
T2I task. The metric CLIP-Div, as formulated below, with CLIP encoder fp and k samples {x}}%_,,
calculates the difference between samples with the same prompt and directly measures the diversity
on text-aligned features.

CLIP-Div ({x}}5_,) : ii Hfg (xi) — f@(xo)H2 ()

Though the metric is under a relatively small range, we can judge the diversity by comparing the
relative differences between different methods, as shown in Table 10. Generally, with the growing N,
the generated results gain a higher possibility of convergence to adjacent superior features, resulting in
a lower CLIP-Div score. However, the difference is quite small, indicating that our method enhances
the performance with little sacrifice of diversity.

Method N=1 N=2 N=4 N-=38
Importance Sampling 0.0828 0.0819 0.0822 0.0794
Best-of-N 0.0828 0.0815 0.0788 0.0791
Ours 0.0792 0.0788 0.0789 0.0779

Table 10: CLIP-Div scores under different sampling strategies and values of V.
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G Ablation Study

G.1 Pipeline Ablation

We present the ablation study of different design components in the overall pipeline in Table 11. As
adaptive batch sampling alone (without integrated sample selection mechanisms) cannot directly
enhance generation performance, these cases are denoted by "-". Excluding these baseline cases, both
clustering-based diversity search and resampling-based potential selection demonstrate performance
improvements, with statistically significant gains observed in reward and related evaluation indicators.

Notably, the clustering approach yields relatively moderate improvements, which can be attributed
to its primary function of maintaining structural diversity rather than actively identifying superior
samples for subsequent generation. The combination of diversity maintenance through clustering
and quality-based selection via resampling synergistically enhances the effectiveness of the pipeline.
This dual-mechanism framework ultimately achieves substantial performance gains over the baseline
system, with the resampling component playing the pivotal role in selecting high-quality candidates
for iterative refinement.

N | Method GenEval ImageReward  HPS CLIP  Aesthetic

2 | Infinity 0.6946 1.1320 03042 0.3366  0.5811
+BoN 0.7087 1.2545 0.3069 0.3384  0.5813
+Adaptive Batch Sampling - - - - -
+Clustering-Based Diversity Search 0.7220 1.2591 0.3072 0.3385  0.5816
+Resampling-Based Potential Selection ~ 0.7403 1.4136 0.3106 0.3411 0.5821

4 | Infinity 0.6946 1.1320 03042 0.3366  0.5811
+BoN 0.7244 1.3471 0.3083 0.3397  0.5820
+Adaptive Batch Sampling - - - - -
+Clustering-Based Diversity Search 0.7294 1.3608 0.3095 0.3403  0.5824
+Resampling-Based Potential Selection ~ 0.7437 1.4605 0.3112 0.3414  0.5821

Table 11: Pipeline Ablation. This table shows gains from each design.

G.2 Computation-Performance Tradeoff

We evaluate our method with N = 2,4 on the GPU Nvidia A800-SXM4-80GB. Below is the
ablation of different designs and corresponding gains in inference time and peak memory utilization.
Note that we do not include image decoding time here, as this is related to VAE and image size,
which is irrelevant to the test-time scaling method itself. Because of the upper boundary of the 80G
memory, BoN with N = 8 requires two inferences and doubles the consumption.

N  Method GenEval ImageReward Inference Time (s) Peak Memory (GB)
1 | Infinity 0.6946 1.1320 1.15 20.34
2 | Infinity 0.6946 1.1320
+BoN 0.7087 1.2545 1.70 28.12
+Adaptive Batch Sampling - - 2.20 28.20
+Clustering 0.7220 1.2591 2.28 29.90
+Resampling (Ours) 0.7403 1.4136 2.51 30.73
4 | Infinity 0.6946 1.1320
+BoN 0.7244 1.3471 2.84 43.68
+Adaptive Batch Sampling - - 3.99 43.87
+Clustering 0.7294 1.3608 4.12 45.57
+Resampling (Ours) 0.7437 1.4605 4.59 46.40
8 | Infinity+BoN 0.7364 1.4144 5.70 43.68

Table 12: Computation-performance tradeoff of different designs.

Our method takes less time and memory to achieve comparable or even superior performance, for
example, BoN with N = 4 and ours with NV = 2. This proves the effectiveness and efficiency of
TTS-VAR.
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G.3 Reward Models

We implement comparisons on using different reward models to rate the intermediate images and cal-
culate the potential scores (VALUE), including Aesthetic [57], ImageReward [52], HPSv2 [56],
and HPS+ImageReward. Owing to different value ranges of HPS and ImageReward, for
HPS+ImageReward, we first calculate scores using the two models separately, then softmax the
values of each model into the range [0, 1], and finally take the average as the potential scores.

As shown in Table 13, generally, each reward model motivates an increase in the corresponding
metric. For instance, with N = 4, the Aesthetic model, the ImageReward model, and the HPS
model achieve the highest scores in the associated indicators, respectively. Among different models,
ImageReward promotes improvements more. Especially with NV = 2, ImageReward demonstrates a
clear lead in GenEval and even defeats HPS in HPS score. We attribute this to the ability to clearly
distinguish between superior and inferior samples, along with scoring that better aligns with human
preferences.

N Reward Model GenEval ImageReward  HPS CLIP  Aesthetic
2 - 0.7087 1.2545 0.3069 0.3384  0.5813
2 Aesthetic 0.6966 1.123 0.3054 0.3366  0.6004
2 ImageReward 0.7403 1.4136 0.3106 0.3411  0.5821
2 HPS 0.7135 1.2246 0.3102  0.3391 0.583
2  HPS+ImageReward  0.7238 1.3522 0.3088 0.3402  0.5824
4 - 0.7244 1.3471 0.3083 0.3397  0.5820
4 Aesthetic 0.6842 1.1172 0.3056 0.3363  0.6114
4 ImageReward 0.7437 1.4605 03112 0.3414  0.5821
4 HPS 0.7255 1.2812 0.3154 0.3402  0.5843
4  HPS+ImageReward 0.7413 1.4128 0.3101 0.3406  0.5818

Table 13: Reward Model Ablation. This table shows results using different models for the potential.

G.4 Ablation on Clustering

We compare our clustering method with a random drop process in Table 14. As shown in the results,
even though resampling is in place to help ensure image quality, the effectiveness of scaling is
significantly diminished when clustering is removed. This shows that clustering serves as an effective
selection mechanism.

N  Method GenEval ImageReward HPS CLIP Aesthetic
1 Infinity2B+Ours  0.7253 1.3226 0.3084 0.3395 0.5822
w/o Clustering 0.7193 1.2740 0.3072 0.3391 0.5821
2 Infinity2B+Ours  0.7403 1.4136 0.3106 0.3411 0.5821
w/o Clustering 0.7271 1.3672 0.3094  0.3403 0.5821
4 Infinity2B+Ours  0.7437 1.4605 0.3112 0.3414  0.5821
w/o Clustering 0.7369 1.4323 0.3103 0.3409  0.5830

Table 14: Ablation study on clustering.

G.5 )\ Setting

In Table 15, we exhibit the results using different temperature A in the resampling process with fixed
clustering operations. Intuitively, higher temperature promotes the expression of intermediate states
with higher potential scores and prevents superior samples. However, excessively high temperatures
can also widen the gap between intermediate states with the highest scores and those with scores that
are only slightly lower. This can directly inhibit the generation of these slightly lagging intermediate
states, which may ultimately become the optimal results. As shown, though there is a steady increase
in ImageReward, A = 10.0 falls behind A = 5.0 with N = 4 in GenEval.
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N Lambda GenEval ImageReward HPS CLIP  Aesthetic
2 - 0.7087 1.2545 0.3069 0.3384  0.5813
2 0.1 0.7065 1.2458 0.3065 0.3387  0.5811
2 0.5 0.7210 1.3167 0.3080 0.3400  0.5819
2 1.0 0.7222 1.3459 0.3087 0.3403  0.5821
2 5.0 0.7361 1.4010 03101 0.3410  0.5821
2 10.0 0.7403 1.4136 0.3106 0.3411  0.5821
2 50.0 0.7350 1.4132 0.3103 0.3410  0.5818
2 100.0 0.7244 1.3663 0.3087 0.3401  0.5809
4 - 0.7244 1.3471 0.3083 0.3397  0.5820
4 0.1 0.7308 1.3576 0.3089 0.3400  0.5816
4 0.5 0.7347 1.3918 0.3094 0.3406  0.5819
4 1.0 0.7418 1.4097 0.3099 0.3407  0.5820
4 5.0 0.7465 1.4500 0.3108 0.3412  0.5820
4 10.0 0.7437 1.4605 03112 0.3414  0.5821
4 50.0 0.7489 1.4629 03112 0.3413  0.5818
4 100.0 0.7394 1.4283 0.3103 0.3408  0.5818

Table 15: A Ablation. This table shows results with different lambda values.

H More Visualization Results

We present pairs of results on GenEval in Fig. 9 to compare the quality of Infinity, Infinity-IS,
Infinity-BoN, and Infinity-77S-VAR. These cases are sampled from text prompts in GenEval, which
include the single object, two objects, counting, colors, position, and color attributes. As shown, our
method produces higher-quality samples for the single object, such as the airplane in the left second
line, effectively avoiding the generation of artifacts. In two-object settings, 7TS-VAR successfully
distinguishes references to different objects and generates accurate outputs based on prompts. For
example, in the right second line, it eliminates conceptual mixtures and object disappearances. As
illustrated in lines 3-10 on the right side, T7S-VAR also excels at determining counting numbers,
positional relationships, and color attributes. Notably, in the last right line, our method generates
a counterintuitive "green carrot,” demonstrating its ability to separate objects from their natural
attributes.

I Discussion on the Efficiency of Investing in Different Architectures

The efficiency of scaling across different model architectures remains an open question. In this
section, we share our perspective on the potential benefits and limitations of scaling alternative
architectures, such as VAR, in comparison to diffusion models.

First, different architectures possess distinct characteristics and advantages. Diffusion models,
with their progressive denoising process and ability to model continuous latent spaces, generally
achieve superior generative quality. By contrast, the VAR architecture more closely resembles
the structure of large language models, which may be more conducive to unifying generation and
understanding tasks [62]. Thus, depending on the specific objective, scaling efforts targeted at a given
architecture may yield complementary benefits.

Second, we believe that current scaling strategies for diffusion models are still at an early stage.
In contrast to the significant improvements demonstrated by our approach over Best-of-N (BoN), the
search strategy introduced in [22] provides only marginal improvements over Random Search. We
hypothesize that the multi-step denoising process inherent to diffusion models substantially enlarges
the search space, thereby necessitating more sophisticated methodological designs. As a result, it
remains difficult, based on current evidence, to make a definitive judgment on which scaling strategy
or architectural choice is superior.

J Societal Impact

When applied to VAR models, TTS-VAR enhances the alignment of generated images with textual
descriptions, making the generation process more controllable and better suited to meet creative and
production demands. However, we also acknowledge the potential for misuse of this method, which
could lead to privacy and copyright concerns. Nonetheless, we believe that our in-depth research into
the VAR generation process will help researchers gain a clearer understanding, advance studies on
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Prompt: a photo of a hot dog Prompt: a photo of a bus and a computer keyboard
Prompt: a photo of an airplane Prompt: a photo of a person and a clock
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Prompt: a photo of an umbrella Prompt: a photo of two books
Prompt: a photo of a tv remote and a kite Prompt: a photo of three tvs
E E ;
Prompt: a photo of a sheep and a backpack Prompt: a photo of three ties
Prompt: a photo of a scissors and a stop sign Prompt: a photo of a computer keyboard left of a fork
Prompt: a photo of a laptop and a bear Prompt: a photo of a cell phone above a carrot
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Prompt: a photo of a person and a sink Prompt: a photo of a white book and a red car
Prompt: a photo of a dog and a scissors Prompt: a photo of an orange cake and a brown pizza
Prompt: a photo of a zebra and an orange Prompt: a photo of a green carrot and a blue toaster
Aliaiaila

Figure 9: More Visualization Results. Samples are generated from GenEval prompts, with "IS"
meaning Importance Sampling, "BoN" meaning Best-of-N, and our method 77S-VAR. We display
various cases, including the single object, two objects, counting, colors, position, and color attributes.
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controllability and safety in generation, and ultimately ensure that image generation models become
safe and manageable tools.

K Limitation and Future Work

Though TTS-VAR shows significant improvement over the baseline and sets a new record, it still has
two main limitations. First, T7TS-VAR does not completely address the misalignment between text
prompts and generated images. As indicated by the scores in Table 7, there are still some failure
cases, particularly in the Position item. Second, while 77S-VAR is based on a general coarse-to-fine
process, its potential application to other coarse-to-fine models, such as autoregressive models that
use 1-D tokenizers, remains unexplored. In the future, we will investigate the generation process
more thoroughly, examining the reasons for failure and designing solutions to unlock further scaling
potential. Additionally, we plan to assess the compatibility of TT7S-VAR with other autoregressive
coarse-to-fine models, including those utilizing 1-D tokenizers and hybrid architectures that combine
diffusion models. These efforts aim to create a more robust scaling framework for text-to-image
synthesis while enhancing the methodological transferability of coarse-to-fine paradigms.
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