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Abstract. Although human parsing has made great progress, it still
faces a challenge, i.e., how to extract the whole foreground from simi-
lar or cluttered scenes effectively. In this paper, we propose a Blended
Grammar Network (BGNet), to deal with the challenge. BGNet exploits
the inherent hierarchical structure of a human body and the relationship
of different human parts by means of grammar rules in both cascaded
and paralleled manner. In this way, conspicuous parts, which are easily
distinguished from the background, can amend the segmentation of in-
conspicuous ones, improving the foreground extraction. We also design a
Part-aware Convolutional Recurrent Neural Network (PCRNN) to pass
messages which are generated by grammar rules. To train PCRNNs ef-
fectively, we present a blended grammar loss to supervise the training
of PCRNNs. We conduct extensive experiments to evaluate BGNet on
PASCAL-Person-Part, LIP, and PPSS datasets. BGNet obtains state-of-
the-art performance on these human parsing datasets.

1 Introduction

Human parsing aims to segment human images into multiple human parts of
fine-grained semantics and benefits a detailed understanding of images. It has
many applications, such as person re-identification [8], human behavior analysis
[37], clothing style recognition and retrieval [40], clothing category classification
[35], to name a few. With the rapid development of electronic commerce and
online shopping, human parsing has been attracting much attention [34, 38, 39,
14, 13, 17, 19, 20, 45, 28, 23, 41]. However, it is still a challenging task and faces
the difficulty in accurate extraction of the whole foreground from similar, clut-
tered scenes, and blurred images. Fig. 1 provides two examples where there exist
similar appearances to the foreground in the background or cluttered scenes.

In order to deal with the problem, HAZA [38] and Joint [39] introduced hu-
man detection into their human parsing algorithms to abate the interference of
the similar or cluttered background. Nevertheless, their methods strongly de-
pend on the detectors, and still need to extract the whole body of a human from
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Fig. 1. Examples of the challenge in human parsing. The original images and ground-
truth come from PASCAL-Person-Part dataset [5]. There are similar appearances to
the foreground in the background. Second column: the baseline fails to extract the
whole foreground. Third column: our method has better performance in extracting
foreground from similar or cluttered scenes.

the cluttered background around the bounding boxes of detection, even if the
detection is correct. If the detectors fail to locate a human body, that body will
be treated as the cluttered background, or vice versa. This may in turn increase
the background interference for human parsing. Additionally, MuLA [29] and
LIP [18] combined human pose estimation and human parsing to improve the
foreground extraction. Nevertheless, human pose estimation does not focus on
assigning a unique label to a pixel. The assistance against the cluttered back-
ground by means of the human pose estimation is limited.

In this paper, we propose a Blended Grammar Network (BGNet) to deal
with the above problem by exploiting the inherent hierarchical structure of a
human body and the relationship of different human parts. We design a Part-
aware Convolutional Recurrent Neural Network (PCRNN) to model grammar
rules in our BGNet, which can adaptively extract features to improve accuracy.
A blended grammar loss is designed to supervise the training of PCRNNs.

Our BGNet, which is developed to exploit the inherent hierarchical struc-
ture of a human body and capture the relationship of different human parts, is
based on two insights. One comes from the visual psychology which claimed that
humans often pay attention to conspicuous parts first, such as head, and then
tend to other parts [11, 33] when observing a person. And the other is reported
by [44], which verified that conspicuous parts, such as head, are relatively more
separable and can more easily be distinguished from the background. According
to these insights, the grammar rules of BGNet leverage conspicuous parts (e.g.,
torso, head) distinguished from the background easily to amend the segmen-
tation of inconspicuous ones (e.g., low-leg, low-arm), improving the foreground
extraction. And we use grammar rules to progressively explore the inherent hi-
erarchical structure of a human body in both cascaded and paralleled manner,
as shown in Fig. 2. Specifically, a latter grammar rule inherits the outputs of its
former rule as one of its inputs in a cascaded manner, and two grammar rules
take the outputs of the same grammar rule as their one input in a paralleled
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manner. For example, Rulec1, Ruleh2 and Ruleh3 connect in a cascaded manner,
meanwhile, Ruleh2 and Rulev4 connect in parallel. In this way, BGNet combines
the advantages of both cascaded and paralleled architectures, thus further im-
proving the accuracy of foreground extraction.

We propose PCRNN to represent grammar rules and model messages pass-
ing, which can adaptively extract features to improve accuracy. PCRNN consists
of two stages to effectively generate reliable features of parts, as shown in Fig. 4.
The first stage of grammar rules ( e.g., Ruleh2 ) uses two inputs, the results of
the former rule ( e.g., the outputs of the Rulec1 ) and features of its correspond-
ing part ( e.g., the features of upper-arm ), to model the relationship among
human parts. The second stage extracts features by adaptively selecting the re-
sults (Sr) of the first stage and generates features of its corresponding parts (
e.g., head, torso and upper-arm in Ruleh2 ). To train PCRNNs effectively, we de-
sign a blended grammar loss which uses a less-to-more manner with increasing
parts in PCRNNs. The supervision of each PCRNN is the ground truth of its
corresponding human parts.

Extensive experiments show that our network achieves new state-of-the-art
results consistently on three public benchmarks, PASCAL-Person-Part [5], LIP
[14] and PPSS [27]. Our method outperforms the best competitors by 3.08%,
2.42%, and 4.59% on PASCAL-Person-Part, LIP, and PPSS in terms of mIoU,
respectively. In summary, our contributions are in three folds:

1. We propose a novel Blended Grammar Network (BGNet) to improve the ex-
traction accuracy of the foreground out of the cluttered background in both
cascaded and paralleled manner. And grammar rules of BGNet use the con-
spicuous parts to amend the inconspicuous ones, improving the foreground
extraction.

2. We design a Part-aware Convolutional Recurrent Neural Network (PCRNN)
to pass messages across BGNet and a novel deep blended grammar loss to
supervise the training of PCRNNs. With the grammar loss, the PCRNN
effectively represents the relationship of human parts.

3. The proposed BGNet achieves new state-of-the-art results consistently on
three public human parsing benchmarks, including PASCAL-Person-Part,
LIP, and PPSS.

2 Related Work

Human Parsing. Many research efforts have been devoted to human parsing
[38, 39, 14, 17, 19, 20, 45, 28, 23]. Chen et al. [4] proposed an attention mechanism
that learns to weight the multi-scale features at each pixel location softly. Xia et
al. [38] proposed HAZN for object part parsing, which adapted to the local
scales of objects and parts by detection methods. Human pose estimation and
semantic part segmentation were two complementary tasks [18], in which the
former provided an object-level shape prior to regularize part segments while
the latter constrained the variation of pose location. Ke et al. [12] proposed
Graphonomy, which incorporated hierarchical graph transfer learning upon the
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conventional parsing network to predict all labels. Wang et al. [36] combined
neural networks with the compositional hierarchy of human bodies for efficient
and complete human parsing. Different from the above methods, our BGNet
exploits the inherent hierarchical structure of a human body and the relationship
of different human parts by means of grammar rules.

Grammar Model. Grammar models are powerful tools for modeling high-
level human knowledge in some tasks of human pose estimation [7], Clothing
Category Classification [35] and so on. Qi et al. [31] presented the stochastic
grammar to predict human activities. Grammar models allow an expert injects
domain-specific knowledge into the algorithms, avoiding local ambiguities [1, 30].
Wang et al. [35] designed the fashion grammar to capture the relations among
a few joints and focused on the local context through short grammar rule, in
which grammar layers connected in parallel. Different from the above methods,
first, our BGNet uses a blended architecture of both parallelled and cascaded
connections among grammar rules, and latter rules inherit and refine results
of former rules. Second, our grammar rules exploit the relations of different
human parts to capture the local and global context because human parsing
needs not only the local context but also the global context. Third, our PCRNN
passes messages unidirectionally. The purpose of our PCRNNs is to carry out the
message passing from conspicuous parts (e.g., torso, head) to the segmentation
of inconspicuous parts (e.g., low-leg).

Supervision Mechanism. Various types of supervision approaches have
been popular in the tasks of human parsing [18, 45], semantic segmentation [43,
21, 42, 10, 9] and human pose estimation [16]. Liang et al. [18] introduced a
structure-sensitive loss to evaluate the quality of the predicted parsing results
from a joint structure perspective. Zhu et al. [45] proposed a component-aware
region convolution structure to segment human parts with hierarchical supervi-
sion. Zhao et al. [43] designed an auxiliary loss in the backbone. Zhao et al. [42]
developed an image cascade network (ICNet) with cascade label guidance. Ke et
al. [16] proposed multi-scale supervision to strengthen contextual feature learn-
ing in matching body keypoints by combining feature heatmaps across scales.
Different from them, our deep blended grammar loss uses the less-to-more man-
ner with an increasing number of parts in rules.

3 Blended Grammar Network

The overall architecture of BGNet is shown in Fig. 2. We the feature extractor
to generate original features. Then, a convolutional layer is applied to features to
generate the corresponding coarse predictions of human parts, which are learned
under the supervision from the ground-truth segmentation. The coarse prediction
is sent into grammar rules to exploit the inherent hierarchical structure of a
human body and the relationship of different human parts. We design PCRNN
to model grammar rules, and every grammar rule is represented by one PCRNN.
Finally, the outputs of the feature extractor and PCRNN are concatenated to
obtain the final fine prediction.
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Fig. 2. Overview of the proposed Blended Grammar Network (BGNet). An input image
goes through the backbone network to generate its original features and the correspond-
ing coarse predictions of human parts. Then grammar rules are applied to exploit the
inherent hierarchical structure of a human body and the relationship of different hu-
man parts. Outputs of grammar rules and original features are concatenated to get the
final fine prediction. Every grammar rule is represented by one PCRNN. c© indicates
the concatenation operation.

3.1 Grammar

Dependency grammars [30] have been widely used in natural language processing
for syntactic parsing. It has a root node S and set of n other nodes {A1, ..., An}
with rules like

S → A1|A2 · · · |An,

Ai → ai|aiAj |Ajai,∀i = 1, 2..., n, j 6=i,
(1)

where “|” denotes “or” function, “→” denotes the flow of information, root node
S can transit to any other nodes once, and then each node Ai can terminate as
ai or transit to another node Aj to the left or right side. It is seen that S can
also indirectly transmit to any other node through an intermediate node.

Our Grammar. Inspired by dependency grammars, we define a novel pro-
gressive grammar model of grammar rules, to segment human parts, as shown
in Fig. 2. Grammar rules of BGNet set conspicuous parts as root node to amend
the segmentation of inconspicuous parts by means of their relationship, improv-
ing the extraction accuracy of the foreground out of the cluttered background.
The more conspicuous parts are used in more rules. For example, head is the
most conspicuous part [44], thus head is integrated into all grammar rules.

We consider a total of six human parts to constitute grammar rules which
are tried during preparing the paper, as shown in Tabel 1. According to the per-
formance and human anatomical and anthropomorphic constraints, we use five
grammar rules, Rulec1, Ruleh2 , Ruleh3 , Rulev4 and Rulev5, to progressively exploit
the inherent hierarchical structure of a human body. These five grammar rules
describe central, horizontal, and vertical relation, respectively. Due to different
datasets with different kinds of labels of human parts, the grammar rules may
be adjusted slightly. The five rules are:
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Fig. 3. Message across our BGNet. Lines and arrows with different colors and their
connective human parts represent different grammar rules.

Rulec1 : head→ torso,

Ruleh2 : head→ torso→ upperarm,

Ruleh3 : head→ torso→ upperarm→ lowarm,

Rulev4 : head→ torso→ upperleg,

Rulev5 : head→ torso→ upperleg → lowleg.

(2)

There is a progressive relation among the five grammar rules. For example,
Ruleh2 is the growth of Rulec1, and Ruleh3 is the growth of Ruleh2 . Thus, Eq.2 can
be represented by the following expression,

Rulec1 : head→ torso,

Ruleh2 : Rulec1 → upperarm,

Ruleh3 : Ruleh2 → lowarm,

Rulev4 : Rulec1 → upperleg,

Rulev5 : Rulev4 → lowleg.

(3)

3.2 Blended Grammar Network Structure

As shown in Fig. 2, BGNet is a blended architecture among grammar rules. It
combines the advantages of both cascaded and paralleled architectures. i.e., the
latter rule inherits the results of its former rule in a cascaded way, meanwhile,
Ruleh2 and Rulev4 all take the results of Rulec1 as inputs in parallel because they
have the tight relationship with Rulec1. In the cascaded way, the former results
provide valuable context to the latter layers, meanwhile, the latter layers take
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features of a corresponding part as input to further refine the results of the
former layer. In the paralleled way, BGNet can make full use of the relationship
of human parts.

Fig. 3 provides a more vivid representation of the message passing in the
blended architecture. Rulec1 is on the first layer, which exploits the relation
between the head and torso and generates the features of head-torso in the
middle of the second layer. In the next layer, both Ruleh2 and Rulev4 leverage the
features of head-torso to further explore the relation of upper-arm and upper-leg,
respectively. Similarly, Ruleh3 and Rulev5 repeat the growth by inheriting results
from Ruleh2 and Rulev4, respectively.

Because every grammar rule generates features of its corresponding human
parts, thus, different parts have the different number of features. In order to
obtain the same number of features of each part, we concatenate the features
generated by all relevant grammar rules of a part. Then we apply a convolutional
layer on the concatenating features to generate its final prediction. These are

Mp = concat({Mp
r }5r=1),

P p =Wp ∗Mp + bp,
(4)

where Mp
r denotes the feature of part p of the rule r, concat(·) denotes the

concatenating function, Mp denote all features of part p and P p denotes the
feature of part p, Wp refers to weights, bp refers to bias.

Note that the predictions of all parts and the outputs of the baseline F are
concatenated, that is,

F b = concat({P p}np=1, F ), (5)

where n denotes the number of parts.
Different Architectures of Grammar Network. To prove the capability

of our blended architecture, we introduce another architecture named Paralleled
Grammar Network (PGNet), in which grammar rules connect in parallel. Two
architectures of networks take the outputs of the baseline as their inputs, and use
PCRNNs to pass messages. In PGNet, there are also five grammar rules and 5
PCRNNs to pass messages. However, the paralleled connection among grammar
rules are designed in PGNet, and the results of the former rules can not be
inherited by the latter rules. The results show that our blended architecture has
better performance on human parsing than the paralleled architecture.

3.3 Part-aware CRNN

We design Part-aware CRNN (PCRNN) to pass messages which are generated
by grammar rules in BGNet, as shown in Fig. 4. Each grammar rule of BGNet is
represented by one PCRNN. PCRNN has the capacity to model the relationship
among human parts. What is more, PCRNN can preserve the spatial semantic
information via the convolutional operations.

PCRNN has two inputs, including the inherited results generated by former
rule and features of its corresponding part. It consists of two stages. The first
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Fig. 4. Architecture of the proposed PCRNN. c© indicates the concatenation operation.

stage models the relationship among human parts. The second stage extracts
features by adaptively selecting the results of the first stage. And at the end of it,
a convolutional layer is applied to generate the corresponding coarse predictions
of human parts under the supervision of the blended grammar loss. Then we
concatenate all features of one part. The functions are

Hi
r = tanh(V ∗ χi

r +W ∗Hi−1
r + b),

Si
r = V ∗ Hi

r + c,

Sr =Wr ∗ (S1
r + S2

r ) + br,

Or = concat(sigmoid(gp(Sr)) ◦ Sr, Sr),

Mp
r = S(Or),

(6)

where χi
r denotes the input i of the rule r, i refers to 1,2 and r is from 1 to

5, Hi−1
r denote the information of the input i− 1 of the rule r, Si

r denotes the
middle result of the input i, Sr denotes the summation of Si

r, Or denotes the
output of the rule r, S denotes the sliced operation, Mp

r denotes the feature of
corresponding part p of the rule r, ’◦’ denotes the channel-wise multiplication,
V, W, Wr and V are weights, b, br and c are bias. When i = 1, Hi−1

r does not
exist.

The first input of PCRNN is updated by the results of its former one,

χ1
r+1 ← Or, (7)

where χ1
r+1 denotes the first input of the rule r + 1.

Our PCRNN passes messages unidirectionally. The purpose of our PCRNNs
is to carry out the message passing from conspicuous parts (e.g., torso, head)
to the segmentation of inconspicuous parts (e.g., low-leg, low-arm). Exploiting
inconspicuous parts to amend conspicuous ones is generally unreliable because
distinguishing inconspicuous parts from their background is much harder than
distinguishing conspicuous ones. We design B-PCRNN which passes messages
back and forth to improve performance directionally. Experimental results on B-
PCRNN and PCRNN in Table 1 and show that PCRNN has better performance.
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Blended Grammar Loss. Every PCRNN has its corresponding blended
grammar loss which locates at the end of it. The supervision is the ground truth
of its corresponding human parts. For example, the supervision of Rulec1 is head
and torso, the next layer, the supervision of Ruleh2 is head, torso and upper-
arm, etc. It is seen that our grammar loss uses a less-to-more manner with the
increasing number of parts in rules.

Lr = − 1

MN

MN∑
i=1

K∑
k=1

(yi = k)log(pi,k), (8)

where M and N is the height and width of the input image, and K is the number
of the categories in rule r, y is a binary indicator (0 or 1) if categories label k is
the correct classification for observation i, and p predicts probability observation
i of categories k.

3.4 Loss Function

In our BGNet, we design a novel deep blended grammar loss to supervise the
training of PCRNNs, termed Lr. For the deep blended grammar loss, we utilize
softmax cross-entropy loss.

Following PSPNet [43], BGNet employs two deep auxiliary losses, one locates
at the end of the baseline and the other is applied after the twenty-second block
of the fourth stage of ResNet101, i.e., the res4b22 residue block, which is named
as Laux1 and Laux2, respectively. The loss at the end of our method is named as
Lsoftmax. The total loss can be formulated as:

L = λLsoftmax + λ1Laux1 + λ2Laux2 +

n∑
r=1

Lr, (9)

where we fix the hyper-parameters λ = 0.6, λ1 = 0.1, and λ2 = 0.3 in our
experiments, r denotes rules in BGNet, n denotes the number of rules and it is
5 in our parsing network. We experiment with setting the auxiliary loss weight
λ1 and λ2 between 0 and 1, respectively. Then, we set the loss at the end of our
method λ between 0 and 1. λ = 0.6, λ1 = 0.1 and λ2 = 0.3 yield the best results.

4 Experiments

4.1 Datasets

PASCAL-Person-Part. PASCAL-Person-Part [5] has multiple person appear-
ances in an unconstrained environment. Each image has 7 labels: background,
head, torso, upper-arm, lower-arm, upper-leg and lower-leg. We use the images
containing human for training (1716 images) and validation (1817 images).

LIP. LIP dataset [14] contains 50,462 images in total, including 30,362 for
training, 10,000 for testing and 10,000 for validation. LIP defines 19 human parts
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Table 1. Ablation study for our network. The results are obtained on the validation
set of PASCAL-Person-Part [5]. CCL denotes the common convolutional layers with an
approximate quantity of parameters compared with 5 PCRNNs. R-PCRNN denotes the
reversible order of grammar rules. B-PCRNN is proposed by [35]. PCRNN is proposed
in our paper. BGL denotes our novel deep blended grammar loss. DA denotes data
augmentation. MS denotes multi-scale testing.

Method CCL R-PCRNN B-PCRNN PCRNN BGL DA MS Ave.

Baseline 66.61
Baseline + CCL X 67.04

Baseline + R-PCRNN X 67.50
Baseline + B-PCRNN X 68.1
Baseline + PCRNN X 70.35

Baseline + PCRNN + BGL X X 72.46
Baseline + PCRNN + BGL + DA X X X 73.13

Baseline + PCRNN + BGL + DA + MS X X X X 74.42

(clothes) labels, including hat, hair, sunglasses, upper-clothes, dress, coat, socks,
pants, gloves, scarf, skirt, jumpsuits, face, right-arm, left-arm, right-leg, left-leg,
right-shoe and left-shoe, and a background class. We use its training set to train
our network and its validated set to test our network.

PPSS. PPSS dataset [27] includes 3,673 annotated samples, which are di-
vided into a training set of 1,781 images and a testing set of 1,892 images. It
defines seven human parts, including hair, face, upper-clothes, low-clothes, arms,
legs and shoes. Collected from 171 surveillance videos, the dataset can reflect
the occlusion and illumination variation in the real scene.

Evaluation Metrics. We evaluate the mean pixel Intersection-over-Union
(mIoU) of our network in experiments.

4.2 Implementation Details

As for the baseline, we use the FCN-like ResNet-101 [15] (pre-trained on Im-
ageNet [32]). In addition, the PPM module [43] is applied for extracting more
effective features with multi-scale context. Following PSPNet [43], the classifi-
cation layer and last two pooling layers are removed and the dilation rate of the
convolution layers after the removed pooling layers are set to 2 and 4 respectively.
Thus, the output feature is 8× smaller than the input image.

We train all the models using stochastic gradient descent (SGD) solver, mo-
mentum is 0.9 and weight decay is 0.0005. As for these three datasets (PASCAL-
Person-Part, LIP and PPSS), we resize images to 512 × 512, 473 × 473, and
512× 512 as the input size, respectively, the batch sizes are 8, 12, and 8, respec-
tively, the epochs of three datasets are 100, 120, 120, respectively. We do not use
OHEM. For data augmentation, we apply the random scaling (from 0.5 to 1.5)
and left-right flipping during training. In the inference process, we test images
on the multi-scale to acquire a multi-scale context.
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Table 2. These five grammar rules influence each part category. From the numbers
marked with different colors, we show that each grammar rule can improve the accuracy
of human parts. The results are obtained on the validation set of PASCAL-Person-Part.

Method Rule-1 Rule-2 Rule-3 Rule-4 Rule-5 Head Torso U-arms L-arms U-legs L-legs Background Ave.

Baseline 86.95 70.72 58.22 55.17 51.22 47.09 96.11 66.61
(a) X 87.98 72.93 60.03 57.57 54.3 50.71 96.12 68.52
(b) X X 88.02 73.65 64.12 62.72 56.15 53.73 96.1 70.64
(c) X X X 88.11 73.58 64.51 63.22 57.39 55.6 96.13 71.22
(d) X X X X 88.67 73.8 66.73 66.08 58.15 55 96.18 71.93
(e) X X X X X 88.74 75.68 67.09 64.99 58.14 56.18 96.37 72.46

4.3 Ablation Study

In this section, we conduct several experiments to analyze the effect of each
component in our BGNet on PASCAL-Person-Part [5]. The grammar rules for
PASCAL-Person-Part are represented in Eq.3.

Grammar Rule and PCRNN. To show some empirical details of design-
ing the five grammar rules and evaluate the performance of the PCRNN, we
conduct experiments by four settings without blended grammar loss in BGNet,
as illustrated in Tabel 1. First, the common convolutional layers have an approxi-
mate quantity of parameters compared with 5 PCRNNs, named Baseline + CCL.
Second, we reverse the order of all the five grammar rules, such as changing the
Rulec1 as torso → head, named Baseline + R-PCRNN. Third, we also adopt
B-PCRNN [35] to express the grammar rules, named Baseline + B-PCRNN.
Fourth, PCRNN is proposed in our paper, named Baseline + PCRNN. We have
tried more grammar rules to parse a human body while preparing the paper. For
example, torso→ upper − arm,upper − arm→ low − arm, and so on. But the
improvement over these five grammar rules can be negligible. Therefore, these
five grammar rules are the best choice.

Because the conspicuous parts, which are easily distinguished from the back-
ground, can amend the inconspicuous ones, improving the foreground extraction.
Exploiting inconspicuous parts to amend conspicuous ones is generally unreli-
able because distinguishing inconspicuous parts from their background is much
harder than distinguishing conspicuous ones. Thus, PCRNN is better than B-
PCRNN [35] and has the best performance compared with other settings.

In Table 2, (a)-(e) presents the performance of BGNet with adding grammar
rules. It is seen that each grammar rule can improve the accuracy of the grammar
model. The five grammar rules improve the accuracy of every part, as shown in
Table 2. From the numbers marked with different colors, it can be seen that
Rule1 improves head by 1.03% and torso by 2.21%, compared with the baseline,
Rule2 improves upper-arm by 4.09%, compared with (a), Rule3 improves low-
arm by 0.5%, compared with (b), Rule4 improves upper-legs by 0.76%, compared
with (c), and Rule5 improves low-legs by 1.18%, compared with (d).

Computation Comparison. We experiment by adding common convolu-
tional layers on the top of the baseline, named Baseline + CCL. The computation
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Fig. 5. Qualitative comparison among our method and state-of-the-art approaches
on PASCAL-Person-Part[5] dataset. In the first two rows, our method extracts more
complete foregrounds from cluttered scenes. And in the last two rows, our method
segments different human parts more accurately, such as head and upper-arm.

of Baseline + CCL is similar to our framework. Our framework yields a result of
72.46% on PASCAL-Person-Part, exceeding Baseline + CCL 67.04% by 4.42%.
The result shows that our method improves performance due to our algorithm
rather than extra computational overhead.

Different Architectures. Blended Grammar Network (BGNet) and Paral-
leled Grammar Network (PGNet) are two architectures of the grammar model.
BGNet yields a result of 74.42% and exceeds paralleled PGNet 71.02% by 3.4%,
showing our blended architecture has better performance than the paralleled
architecture.

4.4 Comparison with State-of-the-Art

Results on PASCAL-Person-Part Dataset. To further demonstrate the ef-
fectiveness of BGNet, we compare it with state-of-the-art methods on the valida-
tion set of PASCAL-Person-Part. As shown in Table 3, our BGNet outperforms
other methods on all categories. Furthermore, BGNet achieves the state-of-the-
art performance, i.e., 74.42%, and outperforms the previous best one by 3.08%.

Qualitative Comparison. The qualitative comparison of results on PASCAL-
Person-Part [5] is visualized in Fig. 5. From the first row, we find that our method
has better performance in extracting the foreground from cluttered scenes com-
pared with the PSPNet [43] and PCNet [45]. In the second row, PSPNet misses
some parts of human bodies, and PCNet only can segment a few parts. However,
most of the parts can be segmented by our network. For the head, upper-arm
in the last row, ours performs well on these small parts and large parts in the
image compared with the other methods.

Results on LIP dataset. According to PASCAL-Person-Part, we define 6
human parts to constitute grammar rules, which are head, upper-clothes, arm,
upper-leg, low-leg and shoes. The region of the head is generated by merging
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Table 3. Performance comparison in terms of mean pixel Intersection-over-Union
(mIoU) (%) with the state-of-the-art methods on PASCAL-Person-Part [5].

Method Head Torso U-arms L-arms U-legs L-legs Background Ave.

HAZA [38] 80.76 60.50 45.65 43.11 41.21 37.74 93.78 57.54
LIP [14] 83.26 62.40 47.80 45.58 42.32 39.48 94.68 59.36

MMAN [28] 82.58 62.83 48.49 47.37 42.80 40.40 94.92 59.91
MuLA [29] - - - - - - - 65.1
PCNet [45] 86.81 69.06 55.35 55.27 50.21 48.54 96.07 65.90
Holistic [17] - - - - - - - 66.3
WSHP [6] 87.15 72.28 57.07 56.21 52.43 50.36 97.72 67.60
PGN [13] 90.89 75.12 55.83 64.61 55.42 41.47 95.33 68.40

RefineNet [21] - - - - - - - 68.6
Learning [36] 88.02 72.91 64.31 63.52 55.61 54.96 96.02 70.76

Graphonomy [12] - - - - - - - 71.14
DPC [2] 88.81 74.54 63.85 63.73 57.24 54.55 96.66 71.34

CDCL [22] 86.39 74.70 68.32 65.98 59.86 58.70 95.79 72.82

BGNet (ours) 90.18 77.44 68.93 67.15 60.79 59.27 97.12 74.42

Table 4. Performance comparison in terms of mean pixel Intersection-over-Union
(mIoU) (%) with state-of-the-art methods on LIP [14].

Method hat hair glov sung clot dress coat sock pant suit scarf skirt face l-arm r-arm l-leg r-leg l-sh r-sh bkg Ave.

FCN-8s [25] 39.79 58.96 5.32 3.08 49.08 12.36 26.82 15.66 49.41 6.48 0.00 2.16 62.65 29.78 36.63 28.12 26.05 17.76 17.70 78.02 28.29
DeepLabV2 [3] 56.48 65.33 29.98 19.67 62.44 30.33 51.03 40.51 69.00 22.38 11.29 20.56 70.11 49.25 52.88 42.37 35.78 33.81 32.89 84.53 41.64
Attention [4] 58.87 66.78 23.32 19.48 63.20 29.63 49.70 35.23 66.04 24.73 12.84 20.41 70.58 50.17 54.03 38.35 37.70 26.20 27.09 84.00 42.92

DeepLab-ASPP[3] 56.48 65.33 29.98 19.67 62.44 30.33 51.03 40.51 69.00 22.38 11.29 20.56 70.11 49.25 52.88 42.37 35.78 33.81 32.89 84.53 44.03
LIP [14] 59.75 67.25 28.95 21.57 65.30 29.49 51.92 38.52 68.02 24.48 14.92 24.32 71.01 52.64 55.79 40.23 38.80 28.08 29.03 84.56 44.73
ASN [26] 56.92 64.34 28.07 17.78 64.90 30.85 51.90 39.75 71.78 25.57 7.97 17.63 70.77 53.53 56.70 49.58 48.21 34.57 33.31 84.01 45.41

MMAN [28] 57.66 66.63 30.70 20.02 64.15 28.39 51.98 41.46 71.03 23.61 9.65 23.20 68.54 55.30 58.13 51.90 52.17 38.58 39.05 84.75 46.81
JPPNet [18] 63.55 70.20 36.16 23.48 68.15 31.42 55.65 44.56 72.19 28.39 18.76 25.14 73.36 61.97 63.88 58.21 57.99 44.02 44.09 86.26 51.37
CE2P [23] 65.29 72.54 39.09 32.73 69.46 32.52 56.28 49.67 74.11 27.23 14.19 22.51 75.50 65.14 66.59 60.10 58.59 46.63 46.12 87.67 53.10

BraidNet [24] 66.8 72.0 42.5 32.1 69.8 33.7 57.4 49.0 74.9 32.4 19.3 27.2 74.9 65.5 67.9 60.2 59.6 47.4 47.9 88.0 54.4

BGNet (ours) 69.1873.1444.2734.1672.3236.1360.6950.9376.5638.7831.3833.8676.2166.5368.0459.8360.0647.9648.0188.3056.82

parsing labels of hat, hair, sunglasses and face. Similarly, upper-clothes, coat,
dress, jumpsuits and scarf are merged to be upper-clothes, right-arm, left-arm
and gloves for arm, pants and skirt for upper-leg. The rest regions can also be
obtained by correcting labels. Due to different datasets with different kinds of
labels of human parts, the grammar rules may be adjusted slightly. The five
grammar rules for LIP dataset are:

Rulec1 : head→ upperclothes,

Ruleh2 : Rulec1 → arm,

Rulev3 : Rulec1 → upperleg,

Rulev4 : Rulev3 → lowleg,

Rulev5 : Rulev4 → shoes.

We compare our method with previous networks on the validation set, which are
FCN-8s [25], Attention [4], LIP [14], BraidNet [24] and so on. As shown in Table 4,
our method outperforms all priors. Our proposed framework yields 56.82% in terms of
mIoU on the LIP. Compared with the best methods, ours exceeds it 2.42%.
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Table 5. In the first two rows, performance comparison of model trained on LIP to
test the PPSS [27]. In the bottom half, performance comparison in terms of mean pixel
Intersection-over-Union (mIoU) (%) with the state-of-the-art methods on PPSS.

Method Hair Face U-cloth arms L-cloth Legs Background Ave.

MMAN [28] 53.1 50.2 69.0 29.4 55.9 21.4 85.7 52.1
BGNet (ours) 59.36 57.15 63.94 42.68 59.96 27.68 86.09 56.69

DDN [27] 35.5 44.1 68.4 17.0 61.7 23.8 80.0 47.2
ASN [26] 51.7 51.0 65.9 29.5 52.8 20.3 83.8 50.7

BGNet (ours)70.6762.31 82.59 48.12 72.61 29.82 92.97 65.44

Results on PPSS dataset. Similar to LIP [14], we merge hair and face into the
head and the grammar rules may be adjusted slightly. The five grammar rules for PPSS
dataset are:

Rulec1 : head→ upperclothes,

Ruleh2 : Rulec1 → arms,

Rulev3 : Rulec1 → lowcloth,

Rulev4 : Rulev3 → legs,

Rulev5 : Rulev4 → shoes.

We compare our method with some methods on the testing set, DDN [4], ASN
[14] and MMAN [28]. In the first two rows of Table 5, we deploy the model trained
on LIP [14] to the testing set of the PPSS [27] without any fine-tuning, to evaluate
the generalization ability of we proposed model, which is similar to MMAN. We merge
the fine-grained labels of LIP into coarse-grained human parts defined in PPSS. From
Table 5, our method outperforms MMAN by 4.59%. We also train our method on the
training set of PPSS dataset, whose results in segmentation on the testing set achieve
further improvement. Our proposed framework achieves 65.44% in terms of Mean IoU
on PPSS dataset. Compared with ASN, our method exceeds 14.74%.

5 Conclusion

In this work, we propose a Blended Grammar Network (BGNet) to improve the ex-
traction accuracy of the foreground from the cluttered background. BGNet exploits the
inherent hierarchical structure of a human body and the relationship of human parts
by means of grammar rules in both cascaded and paralleled manner. Then, we design
the Part-aware Convolutional Recurrent Neural Network (PCRNN) to pass messages
across BGNet which can adaptively extract features to improve accuracy. To train
PCRNN effectively, we develop a blended grammar loss to supervise the training of
PCRNNs, which uses a less-to-more manner with increasing parts in grammar rules.
Finally, extensive experiments show that BGNet improves the performance of the base-
line models on three datasets significantly. These results on three datasets prove that
our framework works well on different kinds of datasets.
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