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Abstract

Current benchmarks evaluate the performance
of RAG methods from various perspectives,
they share a common assumption that user
queries used for retrieval are error-free. How-
ever, in real-world interactions between users
and LLMs, query entry errors are frequent.
The impact of these errors on current RAG
methods against such errors remains largely
unexplored. To bridge this gap, we propose
QE-RAG, the first robust RAG benchmark
designed specifically to evaluate performance
against query entry errors. We analyze the im-
pact of these errors on LLM outputs and find
that corrupted queries degrade model perfor-
mance, which can be mitigated through query
correction and training a robust retriever for re-
trieving relevant documents. Based on these
insights, we propose a contrastive learning-
based robust retriever training method and a
retrieval-augmented query correction method.
Extensive in-domain and cross-domain exper-
iments reveal that: (1) state-of-the-art RAG
methods including sequential, branching, and
iterative methods, exhibit poor robustness to
query entry errors; (2) our method signifi-
cantly enhances the robustness of RAG when
handling query entry errors and it’s compatible
with existing RAG methods, further improving
their robustness.

1 Introduction

Retriever-augmented generation (RAG), which
integrates retrieval mechanisms to incorporate
external knowledge into large language mod-
els (LLMs), has become a widely adopted ap-
proach (Borgeaud et al., 2022; Lewis et al., 2020;
Chen et al., 2024). By retrieving knowledge
from external sources, RAG addresses issues such
as insufficient knowledge and hallucinations in
LLMs (Tonmoy et al., 2024; Gao et al., 2023b),
thereby improving the accuracy and fidelity of
their responses.
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Figure 1: Examples of three types of query entry errors
including keyboard proximity errors, visual similarity
errors, and spelling errors.

Existing RAG benchmarks evaluate the perfor-
mance of RAG methods from various perspec-
tives. For example, Es et al. (2024) assess fidelity
in LLM-generated content, Chen et al. (2024)
evaluate the model’s ability to refuse to answer in-
appropriate or unanswerable queries, and Liu et al.
(2023) examine the capacity of models to han-
dle counterfactual information. Although these
studies provide valuable insights into model ef-
fectiveness across different scenarios, they univer-
sally assume that user queries are error-free. In
real-world settings, as illustrated in Figure 1, user
queries often contain entry errors such as key-
board proximity errors, visual similarity errors,
and spelling mistakes. The impact of these errors
on LLM outputs remains largely unexplored.

To fill this gap, we introduce QE-RAG, the first
RAG benchmark specifically designed to eval-
uvate model performance under query entry er-
rors. We inject three common types of query
errors—spelling errors, keyboard proximity er-
rors, and visual similarity errors—into four di-
rect QA datasets (TriviaQA (Joshi et al., 2017),



Natural Questions (Kwiatkowski et al., 2019),
PopQA (Mallen et al.,, 2022), and WebQues-
tions (Berant et al., 2013)) and two multi-hop QA
datasets (HotpotQA (Yang et al., 2018) and 2Wiki-
MultiHopQA (Ho et al., 2020)). Specifically, we
use the nlpaug (Ma, 2019) tool to systematically
inject these errors, applying them in a 3:1:1 ra-
tio to reflect real-world error distribution patterns.
For each query, there is a 30% probability of se-
lecting a word, and for each selected word, a 30%
probability of corrupting a character. This setup
realistically simulates typical user query behav-
iors, providing a practical evaluation environment
for RAG models. Since these errors do not alter
the user’s underlying information need, we retain
the original RAG labels for the corrupted queries.
To simulate varying levels of noise, we generate
two versions of the QE-RAG by corrupting 20%
and 40% of the queries, representing moderate and
high-error scenarios.

Based on the proposed QE-RAG dataset, we
conducted preliminary experiments (§ 4.1) on the
corrupted HotpotQA and Natural Questions (NQ)
datasets to explore the impact of query entry er-
rors on LLM outputs. We find that: (1) Retriev-
ing correct documents for corrupted queries can
enhance the RAG model’s robustness to query en-
try errors. (2) Correcting corrupted queries also
improves the RAG model’s robustness. There-
fore, (1) To retrieve correct documents, we train
a robust retriever using contrastive learning based
on a retrieval dataset with a 20% error query
rate, enabling it to retrieve the correct document
corresponding to the correct query even when
faced with corrupted queries. (2) To correct cor-
rupted queries, we adopt the current state-of-the-
art LLM-based correction methods. However,
considering the significant issue of overcorrec-
tion (Li et al., 2023a; Fang et al., 2023) in LLMs
during correction and LLMs may have limitations
in recognizing certain uncommon knowledge dur-
ing query correction (Zhang et al., 2024a), we pro-
pose a query correction approach that combines
RAG (based on the robust retriever we introduced
earlier) with fine-tuning to mitigate overcorrection
while enhancing robustness.

We selected the state-of-the-art retriever BGE
(Xiao et al., 2023) from the MTEB leaderboard
(Muennighoff et al., 2022) and two large lan-
guage models, Qwen2 (Yang et al., 2024) and
LLama3 (AIl@Meta, 2024), to evaluate their ro-
bustness to query entry errors. We tested the in-

domain and cross-domain performance of various
existing RAG methods (e.g., trained on HotpotQA
and tested on the same or other datasets) to assess
their robustness against query entry errors. These
RAG methods include standard RAG (Gao et al.,
2023b), query reformulation (Gao et al., 2023a),
document refinement (Jiang et al., 2023b), branch-
ing (Shi et al., 2024; Kim et al.) and iterative (Shao
et al., 2023) methods.

Extensive experimental results show that while
these state-of-the-art RAG methods demonstrate
some effectiveness compared to standard RAG,
their robustness to query entry errors remains lim-
ited. In contrast, the two methods we propose sig-
nificantly enhance the robustness of RAG systems
and can be combined with existing RAG methods
to further improve their performance.

To summarize, our contributions are as follows:

* To the best of our knowledge, we are the first
to investigate robustness against query entry
errors in RAG research, focusing on three
representative error types: keyboard proxim-
ity, visual similarity, and spelling.

* We construct a benchmark dataset, QE-RAG,
based on six widely-used RAG datasets, in-
corporating two levels of noise through the
explicit injection of three types of errors. Ex-
tensive experiments conducted on QE-RAG
demonstrate that state-of-the-art RAG meth-
ods, including query reformulation, docu-
ment refinement, branching, and iterative
methods, exhibit poor robustness to query en-
try errors.

* We propose two solutions to improve ro-
bustness against query entry errors: (1) a
contrastive learning-based trained robust re-
triever, which enhances RAG robustness;
(2) a retrieval-augmented query correction
method, resulting in further improvements in
robustness.

2 Related Work

2.1 RAG benchmark

Existing RAG benchmarks primarily assess the
quality of content generated by LLMs or the
LLM’s ability to process external information.
RAGAS (Es et al., 2024) and ARES (Saad-Falcon
et al., 2024) evaluate the contextual relevance and
fidelity of LLM-generated content. RGB (Chen



Table 1: The statistics of six datasets used in QE-RAG. “Source” refers to the knowledge source of each dataset.
“#Query” denotes the number of queries. “0% Prob”, “20% Prob”, “40% Prob” represent the proportions of
corrupted queries in the dataset at 0%, 20%, and 40%, respectively. “Avg. #Char/Query” indicates the average
number of characters per query. “Avg. #Words/Query” refers to the average number of words per query.

Avg. #Chars/Query Avg. #Words/Query

Type Dataset Source #Query
0% Prob  20% Prob 40% Prob , 0% Prob 20% Prob 40% Prob

NQ Wiki 3610 48.4 48.6 48.7 9.4 9.4 9.4
QA PopQA Wiki 14267 37.1 37.4 37.7 6.7 6.8 6.9
TrivalQA Wiki & Web 11313 69.1 69.4 69.6 12.6 12.6 12.7
WebQA Google Freebase 2032 38.0 38.0 38.1 6.8 6.9 6.9
. HotpotQA Wiki 7405 94.5 94.8 95.1 16.4 16.4 16.5
Multi-Hop QA 5 Liki Wiki 12576 | 68.1 68.5 68.8 124 125 125

et al., 2024) tests the robustness of LLM against
noisy documents and the ability to refuse to an-
swer, while RECALL (Liu et al., 2023) analyzes
the LLM’s processing capability regarding coun-
terfactual information. However, they all assume
that the queries used for retrieval are correct, with-
out considering the actual scenarios where users
may enter corrupted queries. In the increasingly
popular era of LLM, this cannot well evaluate the
real capabilities of RAG technology. Therefore,
this paper focuses on establishing an RAG evalu-
ation framework that includes corrupted queries,
which can help evaluate the robustness of RAG
models and promote the further development of
RAG technology in the era of LLM.

2.2 Retriever Augmented Generation

Standard RAG methods (Gao et al., 2023b) sup-
plement user queries with retrieved documents,
which are then fed into the LLM to generate re-
sponses. Over time, numerous approaches have
been proposed to further enhance the perfor-
mance of RAG systems. Following (Jin et al.,
2024), these methods can be categorized into se-
quential pipeline (Gao et al., 2023a), branching
pipeline (Shi et al., 2024; Kim et al.), iterative
pipeline (Shao et al., 2023), and so on. We provide
a detailed description of them in Appendix A. In
this paper, we will evaluate the robustness of these
state-of-the-art RAG methods in scenarios where
queries contain errors.

3 QE-RAG Dataset Construction

We focus on RAG in this study, which is formu-
lated as follows: given a query ¢ € Q (where Q
is the set of all possible queries) and an external
knowledge base K = {d;,da, ..., dy} consisting
of N documents, the goal of RAG is to generate
a response a € A (where A is the set of pos-

sible answers) by leveraging both retrieval from
the knowledge base and generation from a LLM.
Unlike previous datasets, which assume that q is
error-free, we consider a more practical scenario in
which ¢ may be corrupted by three types of query
entry errors. As shown in Figure 2, our QE-RAG
dataset is constructed through the following steps.

Stepl: Selection of RAG Dataset. Following
FlashRAG (Jin et al., 2024), we collect and ex-
tend six widely-used RAG datasets to form our
QE-RAG, which includes four direct QA datasets
(TriviaQA (Joshi et al., 2017), Natural Ques-
tions (Kwiatkowski et al., 2019), PopQA (Mallen
et al., 2022), WebQuestions (Berant et al., 2013))
and two multi-hop QA datasets (HotpotQA (Yang
et al., 2018), 2WikiMultiHopQA (Ho et al.,
2020)). Each dataset follows the format “question,
gold answer”, representing the user query g and
the gold answer a, respectively. The corpus K
used for retrieval, also referred to as the external
knowledge base, is set to the Wikipedia corpus.
Please note that to comprehensively evaluate the
robustness of existing methods against query en-
try errors, we conduct both in-domain and cross-
domain robustness assessments. Following (Xu
et al., 2024), we use HotpotQA as the source
dataset, meaning we fine-tune the retrieval model
exclusively on HotpotQA. Testing on HotpotQA
constitutes in-domain evaluation while testing on
other datasets represents cross-domain evaluation.

Step 2: Query Corruption. We utilize the nl-
paug tool (Ma, 2019) to inject three types of query
entry errors into the six collected datasets, forming
the corrupted queries: (1) Keyboard Proximity
Errors. When users interact with LLMs via a key-
board, mistyping may occur as a result of pressing
adjacent keys. To simulate this, we replace correct
letters with nearby letters on the keyboard. (2) Vi-
sual Similarity Errors. When users input words
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Figure 2: The construction process of QE-RAG datasets. (a) Selection of RAG Dataset. (b) Query corruption
through three scenarios: keyboard proximity errors, visual similarity errors and spelling errors. (c) Label matching.

through handwriting, recognition tools may misin-
terpret characters due to irregular handwriting or
inaccurate OCR algorithms, resulting in morpho-
logical errors. To simulate these handwriting in-
put errors, we replace correct letters with visually
similar ones. (3) Spelling Errors. Users may oc-
casionally forget the correct spelling of a word and
input an approximation, leading to spelling errors
in the query. We simulate these errors by replacing
words using a spelling error dictionary. Specifi-
cally, we apply a 30% probability of selecting a
word in each query, and for each selected word, a
30% probability of corrupting a character. These
probabilities reflect typical user behavior, creating
a realistic test environment for RAG models.

Step 3: Label Matching. Since we set rela-
tively low probabilities for both selecting a word
and corrupting a character, we assume the corrup-
tion does not affect the underlying user informa-
tion need and realistically simulates typical user
query behavior. Therefore, we retain the original
RAG labels for the corrupted queries. In other
words, for an original data sample (¢, a), we re-
place it with (¢’, a) where ¢’ is the corrupted ver-
sion of ¢ containing one of the three entry errors,
while a remains unchanged. Additionally, to eval-
uate model robustness under different levels of
noise, we generate two versions of the QE-RAG
dataset by corrupting 20% and 40% of the queries,
representing moderate and high-error scenarios.

Dataset Statistics and Analysis. Table 1
presents the statistical analysis of the six datasets
we constructed. It can be observed that the dif-
ference in the average number of words per query
between corrupted queries (with error ratios of
20% and 40%) and original queries is not signifi-
cant. This similarity indicates that our corruption
strategy effectively mirrors real-world scenarios of
user query entry errors. Additionally, our corrup-

tion strategy does not alter the syntactic structure
of the sentences, as shown by the minimal differ-
ence in the average query length between original
and corrupted queries in Table 1, further ensuring
the quality of our QE-RAG dataset.

Evaluation. Following (Jin et al., 2024), QE-
RAG support EM (Exact Match), F; (token-level
F; score), and Acc (Accuracy) to evaluate the ef-
fectiveness and robustness against query entry er-
rors of RAG methods. In this paper, we use F;
for evaluation, as it better reflects the accuracy of
the fine-grained information in the model’s gen-
erated content. Additionally, we have developed
a Python framework that facilitates the easy re-
production of experiments and the integration of
new datasets and additional RAG methods. Fur-
ther details on the datasets and evaluation code can
be found at https://anonymous.4open.
science/r/QE-RAG-DEAS.

4 Preliminary Experiments and
Methodology

In this section, we first explore how query en-
try errors impact the performance of the RAG
system. Then, we introduce two approaches: a
contrastive learning-based robust retriever training
method and a retrieval-augmented query correc-
tion method, both designed to enhance robustness
against query entry errors.

4.1 Preliminary experiments

We conducted preliminary experiments on the
HotpotQA and NQ datasets to investigate the im-
pact of 40% and 20% ratio query entry errors
on LLM-generated outputs when the LLMs are
Llama3 and Qwen2. For this analysis, we kept
the handling of correct queries unchanged and
focused solely on scenarios involving corrupted
queries. To evaluate the effect of various strategies
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(b) Results on Natural Questions dataset.

Figure 3: Preliminary experiments to explore the im-
pact of query entry errors on RAG performance, where
the retriever is BGE, with error ratios of 40% and 20%.

for mitigating the impact of errors, we tested the
following approaches: 1) QE-DE: Query with Er-
rors - Document Retrieved via Errors. 2) QE-DC:
Query with Errors - Document Retrieved via Cor-
rect Query. 3) QC-DE: Corrected Query - Docu-
ment Retrieved via Errors. 4) QC-DC: Corrected
Query - Document Retrieved via Correct Query.
More details are in Appendix B.

As shown in Figure 3, whether multi-hop QA
(Figure 3 (a)) or direct QA (Figure 3 (b)), em-
ploying corrupted queries and their retrieved doc-
uments (QE-DE) gets poor model performance. In
contrast, utilizing documents retrieved with cor-
rect queries (QE-DC) or using correct queries
themselves (QC-DE) improved model perfor-
mance. The combination of correct queries and
the documents retrieved with those queries (QC-
DC) achieved the best results.

Based on the above conclusions, we can in-
fer that retrieving correct documents for cor-
rupted queries and query correction can help
address the issue of query entry errors and im-
prove the model’s robustness. Therefore, we de-
sign a contrastive learning-based robust retriever
training method and a retrieval-augmented query
correction method, which are in § 4.2 and § 4.3.

4.2 Contrastive Learning-Based Robust
Retriever

In order to enable the retriever to retrieve correct
documents using the corrupted query, we intro-

duce a contrastive learning-based robust retriever
training method in this section. Contrastive learn-
ing (CL) is a self-supervised learning technique
designed to learn robust representations by con-
trasting positive and negative examples. We lever-
age CL to train the model to recognize and re-
trieve relevant documents even when queries are
corrupted.

Specifically, we use the HotpotQA dataset, in-
troducing a 20% corrupted query ratio to construct
contrastive pairs in the format (¢,a) and (¢, a),
where ¢ and ¢’ respectively denotes the original
and corrupted query, and a denotes the golden
LLM response. We then fine-tuned BGE (Xiao
et al,, 2023) models using contrastive learning
on this dataset, with positive examples being the
relevant documents corresponding to the original
queries in HotpotQA. For negative example sam-
pling, we included a hard negative example for
each corrupted query, randomly chosen from the
original HotpotQA corpus, along with randomly
selected in-batch soft negative examples. The
training objective is:

esim(qg,d?)/T

: rq+ N
esnn(qi’di )/T _|_ Z]:le

L= —log sim(qf,d;)/7 ’

ey
where g}, d;7, and d; denote the embeddings of
the i-th corrupted query, the positive example, and
the negative example, respectively. The function
sim(+) represents the cosine similarity function, N
is the batch size, and 7 is the temperature.

4.3 Retrieval-Augmented Query Correction

To better adapt to the RAG scenario, in this sec-
tion, we will explore query correction using LL.Ms
in the RAG setting. Incorporating RAG can
assist LLMs in answering questions by retriev-
ing relevant documents. However, in the pres-
ence of query errors, providing LLMs with re-
lated documents can further complicate query cor-
rection. The LLM may prioritize answering the
query based on the retrieved documents rather
than focusing on the correction task. This occurs
because the retrieval results may overwhelm the
LLM, leading it to shift its focus from correct-
ing the query to generating a response. To ad-
dress these challenges, we propose using retrieval-
augmented fine-tuning (Zhang et al., 2024b) to ef-
ficiently fine tuning LLMs to leverage retrieved
documents specifically for query correction. This
approach ensures the model remains focused on



correcting the query without deviating from an-
swering it. That is:

1
EFT = _m ZIOg(P91+9L (yt‘x7p, y<t))7 (2)
Dy

where 61 and 0;, are the parameters of LLM and
LoRA (Hu et al., 2021). y; and y respectively
denote the t-th token and tokens before y;. x de-
notes the original query with the retrieved docu-
ments. p is a prompt that allows the LLM to cor-
rect the query based on the retrieved documents.
Dy represents the fine-tuning dataset composed of
inputs z, p and the output, the correct query y.

5 Experiments

5.1 Experimental Settings
5.1.1 Datasets and Metrics

In the main experiment, we selected our modi-
fied RAG dataset to conduct experiments on RAG
tasks. Specifically, we chose four QA datasets:
TriviaQA (Joshi et al., 2017), Natural Questions
(NQ) (Kwiatkowski et al., 2019), PopQA (Mallen
et al.,, 2022), WebQuestions (WebQA) (Berant
et al., 2013), and two Multi-Hop QA datasets:
HotpotQA (Yang et al., 2018) and 2WikiMulti-
hopQA(2wiki) (Ho et al., 2020) for our experi-
ments. Following (Jin et al., 2024), we used the
Wikipedia data from December 2018 as the re-
trieval corpus. For the evaluation metrics, follow-
ing (Jin et al., 2024), we selected the widely used
token-level F; score as our evaluation metric. We
also support the use of other evaluation metrics.

5.1.2 Retrieval and Generation Models

In our main experiment, we selected bge-base-
en-v1.5 (Xiao et al., 2023) as the retrieval mod-
els. As § 4.2 described, We trained them on the
original HotpotQA dataset as well as the Hot-
potQA dataset we constructed with 20% corrupted
queries, obtaining retrievers Ry and Ry respec-
tively. For the baseline, we used R; as the re-
triever. For our method, we used Ry as the re-
triever. For the generation models, we chose the
latest Llama3-8B-Instruct (Al@Meta, 2024) and
Qwen2-7B-Instruct (Yang et al., 2024) as the main
experimental generation models.

5.1.3 RAG Methods

We test the following RAG methods. Stan-
dard RAG, CoT-RAG, Direct-Correct, HyDE, Iter-
Retgen, LongLingua, REPLUG, SuRe. Details in

Appendix C. For our proposed methods: QER-
RAG: To enhance the robustness of retrieval, we
replace the retriever Ry with our trained retriever
Ro while keeping other components of the stan-
dard RAG method unchanged. RA-QCG: This
method integrates our query correction approach
into standard RAG. The original query is cor-
rected using retrieved documents, and the cor-
rected query is then used for RAG.

5.1.4 Implementation Details

We set the generation parameter do_sample to
false to improve the reproducibility of the results.
Except for the experiment in § 5.5 on the impact of
the number of retrievals on robustness, in all RAG
tasks, three documents are retrieved for each query
given the computational costs. For the training of
contrastive learning models in § 4.2, we set the
learning rate to 2e-5, batch size to 64, and epoch
to 1. We set the maximum input length to 4096
for the generation models. Following (Jin et al.,
2024), we test 1000 queries for each RAG dataset.
All experiments are conducted on Nvidia A6000
GPUs. More details can be found at the link pro-
vided in the Evaluation part of § 3. More details
in Appendix D.

5.2 Main Results

Table 2 shows the main experimental results of dif-
ferent methods in six QE-RAG datasets with two
different corrupted query proportions (20%, 40%)
when the retrieval model is BGE. From the table,
we can draw the following observations:

The Poor Robustness of Existing SOTA RAG
Methods. It can be observed that when the dataset
contains corrupted queries (with error ratios of
20% or 40%), the performance of existing SOTA
RAG methods in performing is suboptimal. As
the proportion of corrupted queries increases, the
model’s performance deteriorates progressively,
indicating its lack of robustness when handling
query entry errors. This phenomenon underscores
the critical importance of handling query entry er-
rors for the success of RAG tasks.

The Effectiveness of QER-RAG. Our pro-
posed QER-RAG method builds upon the standard
RAG with improvements. Specifically, QER-RAG
differs from standard RAG in that it uses a re-
triever trained on a dataset containing corrupted
queries. Experimental results show that QER-
RAG achieves significant improvements at both
error ratios (20% and 40%). This result demon-



Table 2: The overall performance of the RAG task under six datasets and two different error proportions of query
scenarios when the retrieval model is BGE, and the generator models are Llama3 and Qwen2. The “overall”
column represents the average result of that row, which is the average result of the method across all datasets and
the two LLMs. The optimal “overall” results are presented in bold.

Dataset HotpotQA' NQ PopQA TrivalQA WebQA 2wiki | HotpotQA'  NQ PopQA TrivalQA  WebQA 2wiki | Overall
Llama3 ‘ Qwen2 ‘

Method 40% Corrupted Queries

Standard RAG 29.92 3230 3322 52.27 28.65 16.94 35.02 3416 3590 52.85 31.16  30.26 | 34.39
CoT-RAG 29.58 3224 33.04 52.31 28.94 16.97 36.49 36.07 37.54 54.07 3242 32.00 | 35.14
Direct-Correct 22.26 30.29 3233 36.30 2492  16.15 34.78 3392 3595 52.94 31.33  30.07 | 31.77
HyDE 7.16 17.82 236 19.58 12.79 435 25.10 2333 29.68 33.21 22.14  25.07 | 18.55
Iter-Retgen 29.29 3224 3299 52.02 2899  27.19 9.72 14.99 8.13 24.96 14.19 5.66 23.36
REPLUG 26.39 29.93  28.08 49.40 29.12  17.63 31.14 2649  27.80 47.65 2550  27.24 | 30.53
LongLingua 28.02 29.24  30.66 50.38 29.84  20.55 25.75 21.85  19.96 42.92 24.06  24.87 | 29.01
SuRe 24.50 3296 3842 47.84 31.35 14.81 31.48 2791  31.02 51.44 30.48  28.40 | 32.55

"QER-RAG | 3010 3512 3517 5501 2922 1753 | 3359 3656 3836 5145 3364 2519 | 3508
RA-QCG 31.23 38.44  35.86 57.87 30.30 17.80 38.19 39.04  38.17 57.00 3344 3298 | 37.52
20% Corrupted Queries
Standard RAG 34.76 36.09 36.89 57.76 30.65 18.06 39.88 3795 39.83 58.33 3340 32.83 | 38.04
CoT-RAG 34.01 36.09  36.50 57.62 30.84  18.07 39.65 3770  39.96 58.34 33.51 3298 | 37.94
Direct-Correct 23.59 31.57 3131 34.60 24.85 15.84 25.12 23.64 30.84 32.95 2284 2551 | 26.89
HyDE 7.28 1876 220 20.32 11.47 4217 9.85 1579  17.66 26.61 15.87 5.80 12.16
Iter-Retgen 34.35 3580  36.79 57.34 30.98 17.16 35.65 2840  31.06 53.16 2696  29.60 | 34.77
REPLUG 30.24 3355 3155 54.27 3126 20.27 28.89 2543 2225 47.05 26.46 2693 | 31.51
LongLingua 33.30 3343 3296 56.94 3142 2321 34.74 31.58  34.26 55.59 33.14  31.23 | 3598
SuRe 2791 3697 42.17 53.17 34.81 16.19 38.23 4031 4378 56.29 3554 2778 | 37.76
"QER-RAG | 3331 3824 3871 5885  31.83 1895 | 39.84 3921 4143 5866 3483 3524 | 39.09

RA-QCG 35.08 39.64  39.02 60.55 3226  19.62 41.65 40.71  41.84 59.77 3574 36.03 | 40.16

Table 3: The compatibility with existing RAG methods
when the error rate is 20% and the LLM is Llama3.

Method HotpotQA'  NQ PopQA TrivalQA WebQA 2wiki
Iter-Retgen 34.35 35.80  36.79 57.34 30.98 17.16
+RA-QCG 35.45 3894 3894 60.84 3271 19.27
REPLUG 30.24 3355 3155 54.27 3126 20.27
+RA-QCG 31.19 36.25 34.53 58.78 32.86  22.01
LongLingua 33.30 3343 3296 56.94 3142 2321
+RA-QCG 32.76 3556 34.22 58.15 3292 2350
SuRe 2791 3697 4217 53.17 34.81 16.19
+RA-QCG 29.41 39.12  44.28 55.21 3591 1833

strates the effectiveness of the contrastive learn-
ing approach we introduced in training the re-
triever with a dataset containing corrupted queries.
By incorporating a certain proportion (specifically,
20%) of corrupted queries into the retriever’s train-
ing data, we can significantly improve the re-
triever’s robustness, allowing it to still retrieve rel-
evant documents in the face of corrupted inputs
and helping the LLM generate more accurate re-

Sponses.

The Effectiveness of RA-QCG. Building on

QER-RAG, we further propose the RA-QCG
method, which introduces a query correction
mechanism based on RAG. Experimental results
show that RA-QCG achieves optimal overall per-
formance at both error ratios (20% and 40%), and
in the case of a 40% error ratio, RA-QCG’s per-
formance even approaches the best baseline per-
formance observed at the 20% error ratio. This
result fully validates the effectiveness of our RAG-

assisted query correction approach.

In Appendix E, we present a comparison of the
model’s performance on queries that are entirely
correct and also demonstrate the robustness of our
approach. Additionally, Appendix G qualitatively
demonstrates the robustness of our approach.

5.3 Compatibility with SOTA RAG

From the main experiments in § 5.2, we observe
that state-of-the-art RAG methods offer notable
improvements over standard RAG methods. This
inspired us to explore whether our proposed ap-
proach is compatible with these methods, poten-
tially further enhancing RAG system performance
and robustness. In this section, we investigate the
effectiveness of combining our method with four
advanced RAG methods—IterGen, Longlingua,
RePlug, and Sure—under the setting where the
LLM is LLama3 and the query error rate is 20%.

The results are shown in Table 3. The per-
formance gains are observed across all tested
RAG methods, demonstrating its generalizability
and flexibility in complementing diverse retrieval
and reasoning strategies. By incorporating our
query correction mechanism and robust retrieval
approach, these methods show enhanced robust-
ness when handling queries with entry errors.
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Figure 4: The robustness comparison of correct and
corrupted queries to the average F; score when the
retrieval model is Standard RAG and RA-QCG, the
generative model is Llama3 and the error rate is 20%.
Above and below the X-axis represent the average to-
ken level F; value of the correct and corrupted query,
respectively.

5.4 Robustness Comparison of Correct and
Corrupted Query

Table 2 in the main experiment shows the over-
all RAG performance for all queries (correct and
corrupted queries), but we are unaware of how
the RAG model performs on correct versus cor-
rupted queries individually. RA-QGC improves
upon standard RAG. Therefore, in this section, we
explore the average F; scores of RA-QGC and
standard RAG across six datasets with a 20% cor-
rupted query ratio when the LLM is Llama3. We
have a total of 1000 queries, of which 200 are cor-
rupted and 800 are correct.

The results are shown in Figure 4. It can be seen
that the average performance on correct queries
is similar across all six datasets, while for cor-
rupted queries, RA-QGC demonstrates a signifi-
cant advantage, with its average score outperform-
ing standard RAG across all datasets. This exper-
iment illustrates that RA-QGC can effectively im-
prove the robustness of the RAG method in both
in-domain and cross-domain datasets when faced
with query entry errors, thus enhancing the overall
performance of the RAG method.

5.5 Robustness on the Number of Documents
Retrieved

In this section, we explore the impact of retrieving
different numbers of documents on the robustness
of RAG methods. We test standard RAG, Direct-
Correct, and RA-QGC with Llama3 as the LLM,
using retrievals of 1, 3, 5, and 15 documents to
supplement the LLM’s knowledge. The results are
shown in Figure 5. The following conclusions can
be drawn: (a) RA-QGC consistently achieves im-

HotpotQA NQ
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34 37
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27 be 30
2% 27 RAG RA-QCG
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21 23
1 3 5 15 1 3 5 15
PopQA TrivalQA
39 61
37 55
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Figure 5: The results of Standard RAG (RAG), Direct-
Correct (DC) and RA-QCG retrieving varying numbers
of documents on six datasets when the LLM is Llama3
and the error rate is 20%. The x-axis represents the
number of retrieved documents, specifically 1, 3, 5, and
15, while the y-axis indicates the token-level F; score.

provements. (b) Selecting an appropriate number
of documents for retrieval is crucial. (c) The ne-
cessity of query correction based on RAG. Details
in Appendix F.

6 Conclusion

In this paper, we present the first comprehen-
sive investigation into the robustness of retrieval-
augmented generation against query entry errors.
We build the QE-RAG by simulating three types of
query errors: "keyboard proximity, visual similar-
ity, and spelling" based on six RAG datasets with
varying error ratios. We find that corrupted queries
lead to a performance drop in the RAG methods,
but this can be alleviated through query correction
and retrieval model adjustments. Based on QE-
RAG, we test standard RAG, existing SOTA RAG
methods (including query reformulation, docu-
ment compression, branching, and iterative meth-
ods), as well as our proposed robust retrieval
method, which is trained using contrastive learn-
ing on corrupted queries and retrieval-augmented
query correction method. The results show that
existing RAG methods exhibit poor robustness to
query entry errors, while our two proposed meth-
ods effectively enhance the robustness of the RAG
methods.



7 Limitations

We believe that QE-RAG can promote the devel-
opment of the LLM and RAG fields, yet it still
has the following limitations: First, QE-RAG cur-
rently includes only six datasets for QA and Multi-
Hop QA. In the future, we plan to expand the
benchmark to encompass a wider range of RAG-
related datasets, such as fact-checking (Petroni
et al, 2021; Thorne et al., 2018), multiple-
choice (Hendrycks et al.; Lin et al., 2022) tasks,
and others for the community to test. Second,
our work primarily focuses on query entry errors.
However, in RAG scenarios, retrieved documents
may also be incorrect. How to jointly address er-
rors in both queries and retrieved documents is a
direction for future research.
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A More related work

In the sequential pipeline, query reformulation
methods focus on improving the input query to
optimize the retrieval process. These techniques
operate under the assumption that user queries
may not always be optimal for retrieval tasks:
HyDE (Gao et al., 2023a): The LLM gener-
ates a hypothetical document based on the query,
which is then used as the query for retrieval.
This approach assumes that the generated docu-
ment aligns better with the retrieved documents.
Query2doc (Wang et al., 2023) concatenates the
LLM-generated pseudo-document with the orig-
inal query to form a new query for retrieval.
Rewrite-Retrieve-Read (Ma et al., 2023) proposes
fine-tuning a query rewriter to optimize query re-
formulation. BEQUE (Ye et al., 2023) employs
a combination of fine-tuning and reinforcement
learning to rewrite queries, particularly improving
retrieval performance for long-tail queries. The
above query reformulation methods do not con-
sider that the query itself is corrupted, thus ig-
noring that query reformulation may accumulate
and amplify errors, which will seriously affect the
final RAG performance. Another line of work
involves processing the retrieved documents to
make them more useful for the LLM: Selective-
Content (Li et al., 2023b) compresses the provided
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context by removing redundant information us-
ing self-information metrics. LLMLingua (Jiang
et al., 2023a) uses smaller models to detect and
remove unnecessary tokens in the prompt, mak-
ing the remaining content more interpretable for
the LLM (even if humans may find it less compre-
hensible). LongLLMLingua (Jiang et al., 2023b)
extends LLMLingua by incorporating question-
aware techniques to extract key information from
retrieved documents, improving their alignment
with the LLM’s processing capabilities.

Branching pipelines process multiple paths in
parallel to enhance performance: REPLUG (Shi
etal., 2024) integrates document relevance into the
LLM’s response generation, improving the accu-
racy and contextual alignment of generated out-
puts. SuRe (Kim et al.) utilizes summarization
techniques to select the most suitable answer from
multiple candidate responses. Iterative pipelines
aim to refine the retrieval process dynamically
Iter-RetGen (Shao et al., 2023) enhances the re-
trieval query by iteratively incorporating LLM re-
sponses into the query, leveraging the generated
feedback to refine retrieval results.

B Preliminary Experiments

The following is a detailed introduction to the pre-
liminary experiments.

* QE-DE (Query with Errors - Document Re-
trieved via Errors): The corrupted query is used
to retrieve three documents (the same as below),
which are then fed to the LLM for generation.
This represents the baseline performance when
corrupted queries are directly used without any
correction.

* QE-DC (Query with Errors - Document Re-
trieved via Correct Query): The corrupted query
is paired with the documents retrieved using the
corresponding correct query. Both are provided
to the LLM for generation. This method eval-
uates whether providing documents retrieved
with the correct query can mitigate the negative
impact of query errors.

* QC-DE (Corrected Query - Document Retrieved
via Errors): The corrected query (correspond-
ing to the corrupted query) is used alongside the
documents retrieved using the corrupted query.
This tests the effectiveness of query correction
in improving LLM outputs despite inaccurate re-
trieval.



* QC-DC (Corrected Query - Document Retrieved
via Correct Query): The corrected query is
paired with documents retrieved using the cor-
responding correct query. This represents the
optimal scenario, where both the query and re-
trieval documents are corrected, and serves as an
upper bound for the performance improvements
achievable by correcting queries and retrieval re-
sults.

C Details of RAG methods

We begin by evaluating the Standard RAG
method, where the LLM generates responses di-
rectly based on the retrieved documents. We
extend this baseline by introducing CoT-RAG,
which prompts the LLM to consider whether the
original query contains errors while generating a
response. For query reformulation baselines, we
focus on cost-effective, training-free approaches
for evaluation: Direct-Correct: The LLM cor-
rects the input query directly, and the corrected
query is used for retrieval. HyDE (Gao et al.,
2023a): The LLM generates a pseudo-document
answering the query, which is then used as the
new query for retrieval. Iter-Retgen (Shao et al.,
2023): This method iteratively refines retrieval by
leveraging the LLM’s responses combined with
the original query as new retrieval queries. To
evaluate methods that refine retrieved documents,
we consider LongLingua (Jiang et al., 2023b),
which uses the LLM to modify the retrieved
documents based on the query perplexity, mak-
ing them more interpretable and better aligned
with the LLM’s contextual understanding. For
branching methods, we evaluate: REPLUG (Shi
et al., 2024): Enhances response generation by
integrating document relevance into the output.
SuRe (Kim et al.): Summarizes multiple candi-
date answers to determine the most appropriate re-
sponse. All the above methods use R; as the re-
triever.

D Implementation Details

We employed the HuggingFace Transform-
ers (Wolf et al., 2020) in PyTorch for the
experiments. We use LoRA (Hu et al., 2021) for
efficient fine-tuning of LLMs, using the Adam
optimizer (Kingma and Ba, 2014), setting the
initial learning rate to 5e-5, batch size to 16,
and employing a cosine learning rate schedule.
We train for 3 epochs with 1,000 pieces of data

12

from the training dataset of HotpotQA with a
20% error rate. For Iter-Retgen, we iterate one
round. For LonglLingua, we use LLM itself as the
compressor, with the compression rate set to 0.5
and the rest consistent with the original paper. For
REPLUG, we keep its original settings. For SuRe,
we use the prompt provided in the original paper
to summarize and select candidate answers.

E Robustness on Correct Queries

In this section, we investigate the robustness of our
proposed method when the query error rate is 0%.
Specifically, we aim to assess whether focusing on
handling corrupted queries negatively impacts per-
formance on correct queries. For this evaluation,
we use the same models and RAG methods as in
the main experiments, but the dataset consists en-
tirely of correct queries.

The results, presented in Table 4, demonstrate
that our method achieves the best overall per-
formance when all queries are correct. This
highlights the robustness of our approach, which
does not compromise its ability to handle correct
queries despite its emphasis on addressing cor-
rupted queries. Additionally, comparing Table 2
with Table 4 reveals that the performance of all
methods improves when the queries are error-free.
This observation further validates the findings
from our preliminary experiments in § 4.1: cor-
recting query entry errors such as keyboard prox-
imity errors, visual similarity errors, and spelling
mistakes can enhance the overall performance of
RAG systems. By improving the accuracy and rel-
evance of retrieved documents, such corrections
contribute to a better user experience. Overall,
these results confirm that our method effectively
balances robustness across both corrupted and cor-
rect queries, ensuring high performance in real-
world scenarios where query quality varies.

F More Details of Robustness on the
Number of Documents Retrieved

The details of the Figure 5 are: (a) Regardless of
the number of documents retrieved, RA-QGC con-
sistently achieves improvements. This indicates
that RA-QGC is more robust and is not limited
by the number of retrieved documents, meaning
it works effectively across various resource con-
figurations (retrieving different numbers of docu-
ments). (b) The performance of RAG increases
and then decreases as the number of retrieved doc-



Table 4: The overall performance of the RAG task under six datasets and 0% error proportions of query scenarios
when the retrieval model is BGE, and the generator models are Llama3 and Qwen2. The “overall” column repre-
sents the average result of that row, which is the average result of the method across all datasets and the two LLMs.

The optimal “overall” results are presented in bold.

Dataset HotpotQA' NQ PopQA TrivalQA WebQA 2wiki | HotpotQA'  NQ PopQA TrivalQA  WebQA 2wiki | Overall
Llama3 ‘ Qwen2 ‘
Method 0% Corrupted Queries
Standard RAG 37.40 40.10  40.83 63.32 3356  20.72 42.87 4197  43.66 64.44 36.74 3649 | 41.84
CoT-RAG 36.84 40.03 4044 63.07 3395  20.68 42.52 4194 4384 64.46 3698  36.31 | 41.76
Direct-Correct 23.14 3322 3753 33.99 2722 16.80 26.02 2339 32.64 31.74 22.64  26.81 | 27.93
HyDE 8.06 19.92 227 22.08 12.12 4.93 9.99 16.51 743 28.11 17.12 5.48 12.83
Iter-Retgen 36.81 39.82  40.49 63.08 33.78 19.37 38.84 3176  34.42 58.69 26.03  32.84 | 37.99
REPLUG 33.83 37.53 3439 59.99 3498  21.83 32.42 28.60  24.45 52.71 28.78  29.52 | 34.92
LongLingua 35.47 3731  36.14 61.88 3477 2592 38.18 35.69  37.90 61.15 3533 3451 | 39.52
SuRe 30.20 4154 46.12 59.12 39.17 19.10 42.09 4443 4870 62.74 39.92  31.60 | 42.06
"QER-RAG | 3632 4155 4159 63.67 3445 2069 | 4292 4273 4457 6370 3770  38.09 | 42.33
RA-QCG 36.22 4150  41.59 63.70 34.51 20.68 42.90 42773 44.57 63.71 37.77  38.09 | 4233
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Figure 6: The case study of Standard RAG and RA-
QCG.

uments changes, similar to the pattern observed in
correct query scenarios (Jin et al., 2024). This sug-
gests that selecting an appropriate number of doc-
uments for retrieval is crucial, balancing resources
and RAG performance while accounting for the
potential noise introduced by more documents. (c)
It can be seen that using LLM-based direct cor-
rection significantly worsens RAG performance,
and increasing the number of retrieved documents
does little to alleviate the over-correction issue in
LLMs. This highlights the necessity of query cor-
rection based on RAG, which leads to more accu-
rate corrections and, as a result, improved RAG
performance.

G Qualitative Analysis on Robustness

To investigate how our proposed method enhances
model robustness, we conduct a qualitative analy-
sis. Given that our method builds on the standard
RAG, we compare the performance of RA-QCG
with the standard RAG using a randomly selected
example from the NQ dataset, with Llama3 as the
LLM. This analysis examines three key compo-
nents: the query used for retrieval, the documents
retrieved, and the final responses generated by the
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The results are illustrated in Figure 6. Query
for Retrieval. In standard RAG, the corrupted
query provided by the user is directly used for re-
trieval. In contrast, RA-QCG identifies and cor-
rects the errors in the query before the retrieval
stage, effectively mitigating the impact of input in-
accuracies. This step ensures that the subsequent
retrieval process operates on a more accurate rep-
resentation of the user’s intent. Retrieved Doc-
uments. Due to the use of the corrupted query,
the standard RAG retrieves documents that are
misaligned with the user’s intended question. As
a result, the retrieved documents lack the neces-
sary information to answer the query correctly.
Conversely, RA-QCG, by utilizing the corrected
query, retrieves documents that are well-aligned
with the user’s intent, containing the relevant in-
formation needed to address the query effectively.
Response. The shortcomings of the standard RAG
are evident in the response generation stage. The
misaligned documents retrieved by it lead to an
incoherent or incorrect response that fails to an-
swer the user’s question. On the other hand, RA-
QCG benefits from the corrected query and the re-
trieval of relevant documents, enabling the LLM
to generate a response that is accurate and contex-
tually appropriate. This analysis highlights how
RA-QCG successfully corrects the query, retrieves
documents that provide the necessary context and
produces accurate answers. RA-QCG improves
the robustness and reliability of the RAG system.
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