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Abstract

Generative video modeling has made significant strides, yet ensuring structural
and temporal consistency over long sequences remains a challenge. Current
methods predominantly rely on RGB signals, leading to accumulated errors in
object structure and motion over extended durations. To address these issues, we
introduce WorldWeaver, a robust framework for long video generation that jointly
models RGB frames and perceptual conditions within a unified long-horizon
modeling scheme. Our training framework offers three key advantages. First,
by jointly predicting perceptual conditions and color information from a unified
representation, it significantly enhances temporal consistency and motion dynamics.
Second, by leveraging depth cues, which we observe to be more resistant to
drift than RGB, we construct a memory bank that preserves clearer contextual
information, improving quality in long-horizon video generation. Third, we employ
segmented noise scheduling for training prediction groups, which further mitigates
drift and reduces computational cost. Extensive experiments on both diffusion-
and rectified flow-based models demonstrate the effectiveness of WorldWeaver in
reducing temporal drift and improving the fidelity of generated videos. Page could
be found here.

1 Introduction

Long-horizon video prediction [10, 76, 11, 77, 17, 45, 46] is a fundamental challenge for world
modeling, as it requires models to internalize and reproduce the causal laws that govern scene
dynamics over time. Although generative video modeling [65, 34, 34, 1, 48, 47, 49], has made rapid
progress and shows impressive performance on short sequences less than 10 seconds, preserving
realism and coherence over longer durations remains a significant challenge. Current approaches
often struggle to depict correct motion and shape in long-horizon predictions, resulting in severe
degradation including objects warp, motions drift, and violations of physical constraints as time
progresses. These challenges highlight the difficulty of preserving both dynamics and temporal
consistency in long video generation, which is critical for structured and predictive understanding of
the world.

Most generative video models nowadays rely exclusively on RGB information as training signals,
optimizing pixel-level reconstruction objectives. This causes them to favor color and texture
over structural and dynamical attributes, such as motion trajectories, object geometry, and scale
relationships [9, 40, 18]. In other words, training solely on RGB information can lead to the
aforementioned instabilities. Such instabilities can be magnified over long sequences as small
frame-wise errors accumulate and compound, resulting in pronounced temporal drift and structural
degradation.
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Prompt: A woman walks down the street, smiling as she puts on her sunglasses. She stops to wave hello, 
then turns around and walks away.

(a)

(b)

Figure 1: WorldWeaver vs. existing approach on Long-Horizon Video Generation. Compared to
other methods (b), WorldWeaver (a) achieves superior temporal consistency and motion quality in
long-horizon video generation.

To address these issues, as shown in Fig. 1, we introduce WorldWeaver, a robust framework for
accurate long-horizon video prediction that seamlessly integrates joint modeling of RGB frames and
perceptual signals. Our approach employs a perceptual-conditioned next prediction scheme to achieve
precise and stable long-video generation. Our method encourages the model to capture not just color,
but also structural and motion-related cues, thereby improving the robustness of the generated outputs.
To achieve this, we incorporate multiple perceptual signals-such as video depth and optical flow-into
a joint training framework. Extensive experiments confirm the effectiveness of using these auxiliary
signals. Inspired by the observation that depth is more stable than RGB under temporal drift, we
introduce a memory bank that stores reliable historical information from previous frames to enhance
temporal consistency. This allows our model to maintain clearer long-term context and effectively
mitigate the accumulation of drift in RGB predictions. In contrast, prior methods [10, 60, 77, 24]
often inject substantial noise into historical information to prevent drift, which diminishes the utility of
long-range context. Additionally, we adopt a segmented noise scheduling strategyassigning different
noise levels to separate segments during training and constructing delayed denoising prediction
groups during inferenceto further mitigate drift and reduce computational cost.

To evaluate our framework, we verify its effectiveness on both diffusion-based (CogVideoX-1.5B)
and rectified flow-based (Wan2.1-1.3B) models on a robotic-arm manipulation dataset and a general-
purpose video dataset. Extensive experiments demonstrate that our method substantially improves
the stability and consistency of long-horizon video generation, effectively reducing temporal drift
and structural distortions across diverse scenarios.

Our contributions can be summarized as follow:

• Systematically exploring the role of image-based perceptual condition, such as depth and optical
flow, in enhancing long-horizon video generation as auxiliary signals.

• Proposing a unified framework that integrates perceptual conditioning and memory mechanisms
for robust long-horizon video prediction.

• Extensive validation across different generative models and datasets, including both general-purpose
and robotic manipulation domains, highlighting the potential of our approach as a foundation for
scalable world models.
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2 Related Works

Long video generation. With recent advances in video diffusion models [5, 34, 63, 38, 12],
long video synthesis has garnered increasing attention for applications such as storytelling and
simulations. Existing approaches span GAN-based methods [22, 41], training-free techniques [52, 64],
distributed inference [61], autoregressive frameworks [74], and hierarchical strategies [31, 73].
Among these, FreeNoise [53] extends diffusion models by rescheduling noise without fine-
tuning; StreamingT2V [32] integrates autoregressive modeling with memory modules for improved
coherence; and TTT [13] adapts models at test time using specialized layers. LCT [24] enhances
pre-trained models with 3D RoPE and asynchronous noise scheduling to produce scene-consistent
multi-shot videos, while FAR [23] employs frame-level autoregressive modeling with FlexRoPE and
context strategies for efficient long video generation. However, most existing methods rely solely
on RGB information from historical frames, leading to cumulative structural and motion errors. In
contrast, our approach incorporates perceptual signalssuch as depth and optical flowfrom historical
frames to more effectively guide future frame generation.

Generative model for world simulation. World models, originating from foundational work [26],
have evolved from RNN-based latent dynamics [27–29] to generative approaches such as diffusion-
based [2, 15, 62, 19, 1] and autoregressive models [6, 44, 56, 39, 1]. Unlike agent-centric prediction,
physical-world simulation emphasizes physics-informed realism for real-world applications. Early
efforts aim to enhance simulator outputs: RL-CycleGAN [54] refines rendered images while aligning
utility through Q-values, and RetinaGAN [33] preserves object features in simulated scenes for
reinforcement learning. Recent diffusion [65, 57, 4] and autoregressive diffusion [10, 60, 74]
frameworks surpass GANs by producing higher-fidelity, more temporally consistent, and realistic
dynamic outputs. These advances enable video generation models to serve as learnable simulators,
powering physics-grounded simulation in applications such as game environments [6, 62, 39, 7,
75, 14, 71], autonomous driving [35, 37, 51, 69, 20, 21], and robotic control [3, 16, 8, 30, 25,
78]. However, current video generation frameworks often prioritize color and texture over robust
modeling of dynamics and spatial relationships [40, 9]. During inference, they frequently struggle
to incorporate real-world knowledge beyond historical RGB data, limiting their ability to simulate
complex interactions accurately.

3 Methods

In this section, we first introduce the preliminary and background on video diffusion models (Sec. 3.1).
To enhance structure and motion modeling capabilities in video generation, we propose to jointly learn
perceptual cues, such as depth and optical flow from video data that captures rich spatial structures and
temporal dynamics (Sec. 3.2). We further propose a perception-conditioned long-horizon generation
framework, which leverages a perceptual memory bank and group-wise noise scheduling to maintain
robust context and mitigate drift in long video prediction (Sec. 3.3).

3.1 Preliminary

Video diffusion models offer a powerful framework for generating high-quality videos from
conditional inputs. These models generate coherent video sequences by learning to reverse a
noise-injection process, progressively refining random noise into structured outputs.

We adopt flow matching [43] which offers a deterministic alternative to stochastic diffusion processes.
Flow matching constructs a continuous trajectory from a noise distribution to the target video
distribution, conditioned on an input y, representing the conditioning signal (e.g., a text prompt).
Formally, given a clean video sample x1 ∈ RT×C×H×W , a noise sample x0 ∼ N (0, I), and the
condition y, the interpolation at timestep t ∈ [0, 1] is: xt = tx1 + (1 − t)x0. The model learns
the conditional velocity of this trajectory, defined as: vt = dxt

dt = x1 − x0. The training objective
minimizes the discrepancy between the predicted velocity u(xt, y, t; θ) and the true velocity:

L(θ) = Ex1,x0∼N (0,I),y,t∈[0,1]

[
‖u(xt, y, t; θ)− vt‖22

]
, (1)

where θ denotes the model parameters and y is the conditioning input. During inference, an
ordinary differential equation (ODE) solver integrates the velocity field to generate videos from
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Figure 2: Framework of WorldWeaver. Given an input video, RGB, depth, and optical flow signals
are encoded into a joint latent representation via a 3D VAE. The latents are split into a memory bank
and prediction groups for the Diffusion Transformer. The memory bank stores historical frames
and is excluded from loss computation; short-term memory retains a few fully denoised frames for
fine details, while long-term memory keeps depth cues noise-free and adds low-level noise to RGB
information. During training, prediction groups are assigned different noise levels according to the
noise scheduler curve, aligned with the noise scheduling used during inference.

noise, guided by y. To mitigate the computational complexity of high-dimensional video data,
models employ a pretrained variational autoencoder (VAE) to compress video sequences into a latent
space. Given a video sequence X ∈ RF×C×H×W , where F , C, H , and W represent the number
of frames, channels, height, and width, respectively, the VAE maps it to a latent representation
zx ∈ Rf×c×h×w. This compression reduces the temporal and spatial dimensions while preserving
essential features, facilitating efficient optimization in the latent space. Diffusion Transformer
serves as the primary network architecture, leveraging attention mechanisms to model long-range
spatio-temporal dependencies.

3.2 Enhancing Video Generation with Perceptual Conditions

Recent studies [40, 9] reveal a critical limitation in current diffusion-based video generation
approaches: the learning is prioritized towards color information, leading to a neglect of essential
attributes such as motion, relative size, shape, and spatial relationships. This bias hampers the ability
of models to capture the dynamic and structural complexities of video data, particularly in next-frame
prediction frameworks for long video generation. Here, distortions in shape, size, or motion in
individual frames can trigger rapid error accumulation, leading to incoherent sequences. To address
this, we introduce a unified modeling framework that integrates RGB data with perceptual conditions,
specifically video depth and optical flow. Additionally, we evaluate the impact of various perceptual
conditions, including video segmentation, with findings detailed in Sec. 4.3.

We first describe the process of preparing depth and optical flow data for our training videos. For
depth estimation, we employ Video Depth Anything [68] to generate initial depth maps for each
frame of the input video. Then we use DepthAnythingV2 [70] to compute relative depth across
frames through least-squares optimization. The resulting depth sequences are normalized to form
D ∈ RF×1×H×W . To match the dimensionality of the VAE input, we repeat the single channel three
times, giving D ∈ RF×3×H×W . This depth representation is then compressed into a latent space
using a variational autoencoder (VAE): zd = E(D), where E denotes the VAE encoder.

Next, we employ SEA-RAFT [66] to extract optical flow between consecutive frames of the
input video, producing a displacement field O ∈ R(F−1)×2×H×W , where O(u, v) represents the
displacement of the pixels between frames. To encode this into a format compatible with our
framework, we convert O into an RGB representation by computing the magnitude and direction of
motion of each pixel, defined as m = min

{
1,

√
u2+v2

σ
√
H2+W 2

}
and α = arctan 2(v, u), with σ = 0.15,
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Figure 3: Visualization of drift resistance. We construct video data by repeating a single image
during training and include "static" in the prompt. When the model is set to output only RGB, severe
structural degradation and color distortion occur as the number of frames increases. In contrast, when
outputting only depth, the structure remains well preserved. Jointly outputting both RGB and depth
significantly alleviates visual drift. See experimental details in supplementary materials.

following VideoJAM [9]. Here, m determines pixel opacity, and α assigns a color based on the motion
direction. To align with the VAE input, we pad O with a zero frame to match the temporal dimension
of the input video, forming O ∈ RF×3×H×W . This flow representation is then compressed into a
latent space using the VAE encoder: zo = E(O). Note that we use “synthetic” depth and optical flow
data from open source predictive models, since obtaining ground-truth depth/flow is not possible with
large-scale web videos.

To integrate appearance, depth, and optical flow into a unified latent representation, we extend the
input and output layers of the pretrained model to accommodate the additional channels for depth and
flow. For the RGB input channels, we initialize the model branch from the corresponding pretrained
weights to reduce training cost, while the channels corresponding to depth and flow are randomly
initialized to allow the model to adapt to these modalities during fine-tuning. As shown on the
left of Fig. 2, after encoding, the latent representations of the video, depth, and optical flow are
concatenated along the channel dimension to form a joint representation z = [zx, zd, zo]. During
training, we add noise to this joint latent at timestep ( t ∈[0, 1] ) to obtain zt. We extend the training
objective to jointly predict all three modalities, defined as:

L(θ) = Ez1,z0∼N (0,I),t∈[0,1]

[∣∣u+ (zt, t; θ)− v+t
∣∣2
2

]
, (2)

where u+ = [ẑx, ẑd, ẑo] denotes the predicted latents for RGB, depth, and optical flow, respectively,
and v+t = [vxt , v

d
t , v

o
t ] represents the target velocities. The loss is computed across the channels

corresponding to the modalities. Unlike the complex sampling-stage guidance in VideoJAM [9], we
adopt a simpler approach by simultaneously leveraging RGB and current perceptual conditions to
guide future frame generation, as detailed in the next section.

3.3 Long-Horizon Generation Framework

Building on the unified modeling, we now describe how to effectively leverage historical frame
contexts, including appearance and perceptual conditions, to achieve stable long video generation.
Our design is informed by following key insights: (1) During training with teacher forcing [67],
the model is conditioned on ground-truth frames as inputs. However, during inference, it must rely
solely on its own previously generated frames. This discrepancy between training and inference can
lead to the accumulation of errors over time. To mitigate this issue, we adopt a non-causal sampling
head combined with delayed denoising [60], which allows the model to refine its predictions using
additional context beyond the immediate past. (2) As shown in Fig. 3, depth prediction exhibits

5



greater temporal stability compared to RGB generation. When the model is trained to output only
RGB, we observe rapid degradation in both color and shape over time. In contrast, depth outputs alone
show significantly less drift. A key reason for this robustness is that depth is invariant to illumination,
shadows, and surface textures, which introduce high variability in RGB signals and are difficult to
model consistently over long sequences. This invariance reduces the visual complexity the model
must reproduce, thereby slowing down error accumulation. Furthermore, jointly predicting RGB
and depth substantially improves RGB quality, suggesting that the geometric constraints provided
by depth help stabilize the appearance generation; (3) In contrast to the random per-frame noise
scheduling used in Diffusion Forcing [10], we adopt a pre-defined, group-wise noise schedule that
more closely aligns training with inference behavior. This structured scheduling strategy reduces
training instability and improves overall efficiency by providing more consistent temporal dynamics
across samples. Detailed results and comparisons are presented in Sec. 4.2.

Specifically, we partition the inputs to the Diffusion Transformer into two parts: memory bank and
prediction groups. The memory bank consists of both short-term and long-term memory. For short-
term memory, we select a small set of historical frames that are adjacent to the current frame. Since
high-frequency details are typically reconstructed in the later denoising steps, we set the noise level
of these frames to zero, allowing model to preserve fine-grained texture information. For long-term
memory, these historical frames contribute less to the current frame’s fine details. Although depth
perception (as shown in Fig. 3) helps stabilize shape and size, RGB color drift can still occur. To
bridge the training-inference gap, we apply a low-level noise tm to the RGB and optical flow channels
of long-term memory, while keeping depth frames un-noised to provide stable global structural
guidance. Without perceptual conditions, a high noise level (e.g., tm = 0.3) is typically required for
these channels, but this provides limited useful information. During training, tm is randomly sampled
from 0.7 to 0.9 to enhance robustness, and during inference, it is set to 0.8. Note that a higher tm
corresponds to a lower noise level, consistent with our preliminary.

For the prediction groups, we assign noise levels in a structured manner as follows: We divide the
input frames into G consecutive groups, where G is the total number of groups. For each training
sample, we sample an index i uniformly from the interval

[
1000− 1000

G , 1000
)
. For each group k

(k = 0, 1, . . . , G− 1), the noise index is defined as:

indexk = i− k · 1000
G

, i ∼ U
(
1000− 1000

G
, 1000

)
(3)

The corresponding sigma and timestep for each group are obtained from the noise scheduler using
indexk, the training timesteps is set to 1000. This scheduling ensures that the noise intervals are
evenly distributed among the G groups, and each group receives noise levels sampled from different
segments of the scheduler curve. During inference, the groups are denoised sequentially in a streaming
manner, with noise levels decreasing as each group is processed.

4 Experiments

4.1 Experimental Setup

Datasets. To comprehensively evaluate the effectiveness and generalizability of our proposed
method, we conduct experiments using two publicly available foundation models: Wan2.1-1.3B [63]
(flow-based), trained on an internal general-purpose video dataset at a resolution of 480 × 832;
and CogVideoX-2B [72] (diffusion-based), trained on the in-the-wild DROID robotic manipulation
dataset [42] at a resolution of 480 × 720. The general-purpose dataset contains 300K raw videos,
segmented into 1 million short clips, while the DROID dataset consists of 200K successful robotic
operation clips. This setup allows us to assess the feasibility of our approach on both flow-based and
diffusion-based models, as well as its potential as a long-horizon world model in both general and
specialized domains.

Training. All training is conducted on 32 NVIDIA A100 GPUs with a learning rate of 1e-4, using
the AdamW optimizer [50], with a per-GPU batch size of 4. The Wan2.1-1.3B model is trained for
50K iterations while the CogVideoX-2B model is trained for 15K steps. To preserve text-to-video
performance, we apply the same noise level to every frame in 10% of the training steps.

Evaluation. To assess video generation performance, we utilize VBench [36], a framework that
evaluates models across disentangled dimensions, grouping metrics into two categories: consistency
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A man takes a sip of coffee, then receives a phone call and chats happily.

He stands up from his seat, begins to walk,

and then starts dancing.
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A robot arm picks up a blue cup from the sink area and places it on a tray, 

then picks up an orange cup places it on a tray,

then picks up the green one places it on a tray.

Figure 4: Generated Long-Horizon Video Results of WorldWeaver. WorldWeaver demonstrates
strong generalization, as it can be applied to various base models. These results highlight not only
the effectiveness of our method, but also its potential as a versatile and extensible world model across
diverse domains.

and motion. Consistency metrics assess per-frame subject and background coherence, while motion
metrics evaluate the amount and temporal coherence of generated motion. We also evaluate a start-end
quality contrast metric to measure potential drifting. Specifically, we compute the absolute difference
in image quality metric between the first 5 seconds and the last 5 seconds of each video. A larger
value of ∆quality

drift indicates a greater discrepancy between the beginning and end of the video.

4.2 Comparisons

Visualization of WorldWeaver. We present 30-second and 20-second long video generation results
of our model on both general-purpose and robotic manipulation datasets in Fig. 4. Due to space
limitations, additional visualizations and comparisons with existing methods are provided in the
supplementary materials.

Quantitative experiments. We compare our model with existing open-source methods capable of
generating long videos, including StreamingT2V [32], CausVid (Wan) [74], SkyReels-V2 1.3B [11],
and Magi 4.5B [59]. Specifically, we use ChatGPT-4o to generate initial images and corresponding
text prompts, each containing 4-6 actions, which are used to guide video generation. These prompts
correspond to videos of 20-30 seconds in length. As shown in Tab. 1, WorldWeaver surpasses the
Magi 4.5B on drift and background consistency metrics. These results are partly influenced by
differences in training data and engineering optimizations. In the next section, we provide a more
detailed comparison under the same settings. In addition, we conduct a user study to complement the
automatic evaluation metrics, with further details available in the supplementary materials.
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Table 1: Comparison of with other open-source models. Note that the motion degree metric is
omitted, as nearly all 20-30 second videos are judged as true for this criterion, making it uninformative.

Methods Subject
consistency

Background
consistency

Image
quality

Motion
smoothness ∆Quality

drift

StreamingT2V 79.34 84.32 0.47 0.73 0.23
CausVid 84.71 88.43 0.54 0.82 0.16
SkyReels-V2 87.05 90.07 0.61 0.86 0.11
Magi 88.71 90.32 0.62 0.89 0.09
Ours 87.34 90.49 0.59 0.87 0.07

Discussion of long context design. Due to differences in the dataset, model architectures, training
resources, and the use of post-processing techniques for long videos among existing open-source
models, direct comparisons are not entirely fair. Therefore, We evaluate several relevant strategies
for long-video generation using the same base model and dataset: Repeating image-to-video (I2V),
which applies zero noise to the first frame and identical random noise to all subsequent frames
during training, then concatenates the model’s final output back into the input sequence to extend
video length; CausVid [74], which adapts the standard full-attention mechanism to a causal-only
attention variant using the official implementation; History Diffusion [60], which feeds fully noised
historical frames into the unconditional branch of classifier-free guidance to reinforce long-term
memory; Rolling Diffusion [58], which applies a linearly decreasing, frame-wise noise schedule
throughout the sequence; Diffusion Forcing [10], which applies random noise to each frame during
training and delays the denoising of past frames during inference; and Ours (RGB-only) and Ours
(RGB+Perceptual), which use the memory bank and the prediction groups to model either RGB
information alone or RGB and perceptual channels jointly. Since FramePack [76] requires pre-
generating the first and last frames, it is not well suited for scenarios with substantial changes, such
as robotic manipulation or dynamic scenes, and is thus not considered in our evaluation. It is worth
noting that we also discuss the convergence time required for each algorithm, defined as the training
duration after which further improvements in model performance are no longer observed.

Table 2: Comparison with relevant long-horizon methods. We compare with other relevant
methods across the global metrics, drifting metric. The tests are conducted with CogVideoX-2B on
the robotic manipulation dataset, with all experiments performed using 16 A100 GPUs.

Methods Subject
consistency

Background
consistency

Image
quality

Motion
smoothness ∆Quality

drift
Training

steps

I2V 90.23 91.36 0.51 0.64 0.24 -
CausVid 90.43 91.56 0.53 0.67 0.19 -
History Diffusion 89.78 91.92 0.57 0.68 0.09 70K
Rolling Diffusion 88.74 91.09 0.58 0.70 0.05 20K
Diffusion Forcing 88.67 91.23 0.61 0.72 0.06 80K
Ours w/o perceps 89.57 91.51 0.55 0.67 0.15 30K
Ours 90.92 92.39 0.60 0.75 0.07 30K

As depicted in Tab. 2, our key findings are as follows: (1) Our approach achieves the best performance
on most metrics, particularly in terms of consistency, while performing comparably to the best
methods on other metrics. (2) Training with independent random noise schedules for each frame,
which is adopted by Diffusion Forcing and History Diffusion, requires more training steps for
convergence. In contrast, WorldWeaver reduced the training time with the improved training strategies
with aligned training and inference noise schedules. (3) While delayed denoising of historical frames
mitigates drift, the lack of clean historical frames as guidance compromises video consistency. (4)
Compared to RGB-only modeling, unified modeling with perceptual conditions enhances per-frame
prediction accuracy, allowing the historical frames of the memory bank to maintain a low noise level,
thereby providing effective guidance for subsequent predictions and improving overall consistency.

4.3 Ablation studies

Impact of perceptual conditions. We assess the contributions of various perceptual conditions
to improving different aspects of video generation. In addition to the video depth and optical flow
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adopted in our final framework, we also explore joint modeling with video segmentation, which is
derived using SAM2 [55] by retaining up to 10 masks with the highest confidence scores for each
video. To eliminate the influence of drift, we conduct these experiments on short 5-second videos.

Table 3: Effects of various perceptions. We evaluate the impact of combining RGB with individual
perceptual conditions, as well as jointly using multiple perceptual conditions together.

Perceptions Subject
consistency

Background
consistency

Dynamic
degree

Motion
smoothness

- 92.72 94.76 0.62 0.74
w/ depth 94.87 95.14 0.70 0.82
w/ seg 94.01 94.83 0.65 0.70
w/ flow 92.48 94.22 0.74 0.81
w/ depth & seg 94.93 95.17 0.68 0.77
w/ depth & flow 94.76 95.23 0.73 0.85

As shown in Tab. 3, we find that video depth improves both consistency and motion, while optical flow
mainly enhances motion. Segmentation contributes more to consistency but slightly reduces motion
quality. Since both depth and segmentation capture similar shape and size information, combining
them does not further improve consistency. In contrast, jointly modeling depth and optical flow
leads to better motion performance. Compared to VideoJAM [9], which relies primarily on optical
flow with complex sampling guidance, our approach demonstrates that conditioning on video depth
yields greater improvements in temporal coherence and structural fidelity, with optical flow providing
complementary benefits.

Noise level of memory bank. We further analyze the impact of the noise levels applied to the
long-term memory. As demonstrated in Tab. 4, when perception conditions are not applied, reducing
the noise level in the memory bank improves the overall temporal continuity of the video, mitigating
abrupt changes in certain frames. However, due to the gap between the generated video during
inference and the ground-truth video during training, accumulated errors exacerbate video drift. In
contrast, incorporating perception conditions enhances model robustness, allowing clearer past frames
to be input into the model as guidance with much lower quality drift. We randomly vary the noise
level tm for RGB and flow latents between 0.7 and 0.9 during training to enhance robustness, and set
it to a fixed value of 0.8 during inference. Note that a higher tm corresponds to a lower noise level,
consistent with our preliminary.

Table 4: Ablation study on noise level. Adding noise to the memory bank reduces drift but reduces
consistency. With perceptual conditions, the model is more robust to drift and less sensitive to noise
level. The tests are conducted with CogVideoX-2B on the robotic manipulation dataset.

tm

Subject
consistency

Background
consistency

Image
quality

Motion
smoothness ∆Quality

drift

w/o w/ w/o w/ w/o w/ w/o w/ w/o w/

0.9 89.64 91.78 92.17 92.56 0.52 0.60 0.67 0.73 0.19 0.07
0.7 89.23 90.17 91.45 92.37 0.56 0.62 0.69 0.76 0.15 0.06
0.3 88.49 88.98 90.62 91.34 0.60 0.61 0.70 0.75 0.10 0.04

Ablation on number of groups and length of memory bank. To further analyze the impact of
memory bank length and the number of prediction groups, we conduct an ablation study on these
hyperparameters. Let F denote the total number of input latent frames, G the number of prediction
groups, N the number of frames per group, and M the memory bank length. These parameters are
related by N ·G +M = F. We fix F = 21 for all settings, in order to fix the computational cost.
Within the memory bank, one frame is reserved for short-term memory (fully denoised frame), while
the remaining M − 1 frames are dedicated to long-term memory. As shown in Tab. 5, considering
the overall performance across all metrics as well as the number of frames generated under the same
computation, we set M = 5 and N = G = 4 in our final training configuration. This experiment is
conducted on the robotic manipulation dataset using 16 A100 GPUs, consistent with the ablation
studies in the main paper, including the discussion on methods for long videos and the analysis of
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Table 5: Ablation study. Notations such as m1_g4_n5 indicate a memory bank length M = 1,
prediction groups G = 4, and frames per group N = 5, and so forth, while Frameoutput refers to
the number of video frames produced by a single complete denoising pass.

Setting Subject
consistency

Background
consistency

Image
quality

Motion
smoothness ∆Quality

drift
frame
output

m1_g4_n5 88.85 91.30 0.61 0.75 0.05 20
m5_g4_n4 90.92 92.39 0.60 0.75 0.07 16
m13_g4_n2 91.04 92.51 0.58 0.74 0.09 8
m5_g8_n2 90.64 91.87 0.62 0.73 0.06 16
m1_g2_n10 90.55 91.23 0.56 0.68 0.12 20

noise levels in the memory bank. For these analyses, we extract the first frame from videos where
DROID operations fail, using these frames as input images. This subset of data is entirely unseen
during training. Based on these first frames, we employ ChatGPT o3 to generate 30 prompts for
15–20 second robotic operations, each containing 3–5 action commands (e.g., move, grasp, switch,
push/pull). For the ablation study on the contribution of perceptual conditions, we use 60 short
5-second videos to isolate the effects from long video frameworks.

Drift resistance experiment details. To investigate the drift resistance of perceptual conditions and
color information, we conduct the following experiment after model training. For the depth-only
and RGB-only variants, we retain only the weights corresponding to the relevant input and output
channels, while loading all other parameters from the fully trained model. We then select a single
image or depth map and replicate it across 81 frames (to match the model’s input sequence length),
appending "static" to the training caption. This process generates 10,000 such samples, which we
fine-tune for 1,000 steps each, enabling the model to perform a simple task: consistently outputting
static images in a streaming manner. Notably, since optical flow represents motion between frames
and lacks temporal continuity as a signal, its isolated output lacks meaningful consistency, so we
exclude it from this experiment. We assess the drift resistance by measuring the normalized Mean
Squared Error (MSE) between the subsequently generated frames and the first generated frame. As
shown in Fig. 5, depth output alone demonstrates superior drift resistance. Jointly outputting both
RGB and depth mitigates the drift phenomenon in RGB.

Figure 5: Normalized mse for drift resistance.

5 Conclusion

We present WorldWeaver, a framework for long video generation that jointly model RGB information
and perceptual conditions under a unified long-context modeling pipeline. We find that jointly
predicting RGB and perceptual signals leads to improvements in both consistency and motion quality.
Leveraging perceptual conditions, especially depth, which is more resistant to drift than color, enables
us to better preserve historical context and enhance temporal consistency. Furthermore, by adopting
non-causal prediction groups and a group-wise noise strategy that ensures alignment between training
and inference, we are able to alleviate drift and reduce the overall training cost. Extensive experiments
on robotic-manipulation and in-the-wild datasets show that WorldWeaver improves long-horizon
stability and visual fidelity. It achieves superior consistency and drift mitigation, confirming its
effectiveness.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (12 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly state the claims we made.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations in the supplemental material.
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Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used
by reviewers as grounds for rejection, a worse outcome might be that reviewers
discover limitations that aren’t acknowledged in the paper. The authors should use
their best judgment and recognize that individual actions in favor of transparency play
an important role in developing norms that preserve the integrity of the community.
Reviewers will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: This paper is not theoretical.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the
main experimental results of the paper to the extent that it affects the main claims and/or
conclusions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Ours results is reproducible, and we will release the codes.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all
submissions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient
instructions to faithfully reproduce the main experimental results, as described in
supplemental material?

Answer: [Yes]

Justification: We release the codes and in supplementary materials

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/

public/guides/CodeSubmissionPolicy) for more details.
• While we encourage the release of code and data, we understand that this might not

be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits,
hyperparameters, how they were chosen, type of optimizer, etc.) necessary to understand
the results?
Answer: [Yes]
Justification: The paper specify all the training and test details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: The methodologies employed in this work involve computational models that
yield consistent and repeatable outputs without variability under the same conditions. These
tests are based on established simulations that deterministically produce the same results
each time they are run, provided the input parameters remain unchanged.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars,

confidence intervals, or statistical significance tests, at least for the experiments that
support the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the
computer resources (type of compute workers, memory, time of execution) needed to
reproduce the experiments?
Answer: [Yes]
Justification: Sufficient information on the computer resources is provided in the paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We understand the importance of ethical standards in research and take this
matter seriously.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special

consideration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss the potential societal impacts of our work in the supplemental
material.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
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Answer: [Yes]

Justification: We commit to continuously monitoring the usage of our released models and
codes and will take action to restrict access or provide additional guidance if we identify
concerning patterns of misuse.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All the assets we used have been properly cited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
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14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main
contribution of the paper involves human subjects, then as much detail as possible
should be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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The content of this supplementary PDF is organized as follows:

• Provided more visualizations and comparisons.

• Systematically conducted a user study to compare our method with open-source models.

• Additional ablation and analysis experiments.

• Discussion on limitations and broader impact.
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6 Additional Visual Results

6.1 More visualizations

As shown in Fig. 6, we present additional videos generated by WorldWeaver. Additionally, we
recommend accessing the viewer.html file for a visual comparison between our approach and current
state-of-the-art methods

7 User Study

To conduct a comprehensive comparison, we evaluate our model (based on Wan2.1 1.3B [63]) against
recently released state-of-the-art long-video models of similar scale, including SkyReels-V2 1.3B [11]
and MAGI 4.5B [59]. Specifically, we use 48 prompts, each containing 4–6 actions, to generate
videos lasting 20–30 seconds. All prompts are provided in the prompts.txt file. We engage 15
annotators to complete a questionnaire, with the UI screenshot presented in Fig. 7. The questionnaire
comprises five questions: (1) Which video has the highest overall image quality? (2) Which video
exhibits better consistency (considering both subject and background)? (3) Which video shows
the smallest difference between the first 5 seconds and the last 5 seconds (in terms of quality and
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The two people walk towards each other,

then they have a conversation,

they each raise one hand and put them together, and the girl smiles happily.

A college student studies in a campus cafe, taking notes in his textbook,

checking his laptop, glancing at messages on his phone, 

and finally packing up his things when a friend arrives.

A young man jogs around a peaceful lake at dawn,

he stops to catch his breath and stretch,

he takes a photo of the sunrise, then continues running.

Figure 6: More visualizations.

consistency)? (4) Which video has smoother motion? (5) Which video aligns best with the overall
action described in the prompt.

Results are shown in Fig. 8. Our method demonstrates performance comparable to MAGI in motion
smoothness and consistency metrics, while achieving superior results in quality drift. However, a
slight gap in image quality remains, with overall performance generally surpassing SkyReels-V2.
These findings are generally consistent with our measurements on the VBench benchmark.
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Figure 7: Visualization of the user study interface.

7.1 Limitations and future works

Limitations and future works. Despite its strengths, our work has several limitations. First, learning
stable physical dynamics from the complexity of the real world remains a long way off, and our model
is far from perfect. Operations involving very small objects can still exhibit sudden disappearances,
since even depth-based cues cannot fully capture these small objects. Second, although fine-tuning
existing models allows us to generate 10∼20s videos, the success rate of generation still decreases as
the video length increases, and error accumulation persists over longer horizons, which we leave as
an important direction for future work. Finally, while video depth is shown to be the most effective
perceptual condition in our experiments, investigating additional or complementary cues to further
exploit the rich information in real-world data also represents a promising avenue for further study.
Broader impacts. As video generation technology continues to advance, the development of robust
authentication and forgery detection methods becomes increasingly critical. The ability to create
highly realistic videos, such as those generated by our model, underscores the need for parallel
advancements in counterfeit identification to mitigate potential misuse, ensuring the integrity of
digital content in an era of rapid technological evolution.
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Figure 8: Results of user study.

26


