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Abstract

In supervised learning, the output variable to be predicted is often represented as a func-
tion, such as a spectrum or probability distribution. Despite its importance, functional
output regression remains relatively unexplored. In this study, we propose a novel func-
tional output regression model based on kernel methods. Unlike conventional approaches
that independently train regressors with scalar outputs for each measurement point of the
output function, our method leverages the covariance structure within the function values,
akin to multitask learning, leading to enhanced learning efficiency and improved predic-
tion accuracy. Compared with existing nonlinear function-on-scalar models in statistical
functional data analysis, our model effectively handles high-dimensional nonlinearity while
maintaining a simple model structure. Furthermore, the fully kernel-based formulation al-
lows the model to be expressed within the framework of reproducing kernel Hilbert space,
providing an analytic form for parameter estimation and a solid foundation for further the-
oretical analysis. The proposed model delivers a functional output predictive distribution
derived analytically from a Bayesian perspective, enabling the quantification of uncertainty
in the predicted function. We demonstrate the model’s enhanced prediction performance
through experiments on artificial datasets and density of states prediction tasks in materials
science.

1 Introduction

In conventional supervised learning, predictive models typically map vectorized inputs to scalar or vector
outputs Nasteski (2017); Crisci et al. (2012). However, in many real-world applications, output variables
are expressed as functions. This is particularly common in materials research, where outputs often take the
form of functional values, such as spectra or probability distributions Iwayama et al. (2022). For instance,
a physical property to be predicted often depends on measurement conditions, such as temperature and
pressure, with the output represented as a function over these conditions. Conditional image generation
tasks can also be reduced to regression problems with output variables represented as bivariate or trivariate
functions, for example, material microscopic images. Motivated by potential applications in materials science,
we develop a kernel-based functional output regression model. Our method addresses problem settings where
the output variable Y (X, t) is a function over t ∈ Rq, dependent on a covariate X. Unlike conventional
approaches that independently train scalar output regressors for each measurement point of the output
function, our method exploits the covariance structure and smoothness prior inherent in the function values,
similar to multitask learning, leading to enhanced learning efficiency.

Functional data analysis (FDA) is a statistical framework where the output variable Y or its covariate X is
given as a function Ramsay & Silverman (2005). Within FDA, extensive research has focused on function-
alizing discrete data as functional data (i.e., converting discrete data into explicit continuous functions) and
performing regression under the assumption that outputs or covariates have undergone this functionaliza-
tion process beforehand Ullah & Finch (2013); Wang et al. (2016); Li et al. (2022). In this study, we aimed
to obtain a functional output model directly from vector input values and discretely observed functional
data, bypassing the functionalization process. In FDA, methods addressing such tasks are referred to as
function-on-scalar regression (FSR).
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Within FSR, a functional linear model (FLM), which extends a linear model to a functional output, is the
most extensively studied Chen et al. (2016); Luo & Qi (2023). In FLM, the functional output Y (X, t) for
an input value X = (x1, · · · , xp)⊤ is modeled as Y (X, t) = β0(t) +

∑p
j=1 xjβj(t) + ϵ, where βj(t) represents

basis functions, and xjs are the covariates. As evident from this formulation, FLM is linear with respect
to the input value X, imposing significant limitations on the model’s representational capability. However,
despite the need for greater flexibility, research on nonlinear FSR has been relatively limited. Existing FSR
methods include the functional quadratic regression, which employs an additional second-order term for
covariate xj Yao & Müller (2010); the functional additive mixture model, which simply extends an additive
mixture model to functional outputs Scheipl et al. (2015); and a neural network-based model that leverages
the functional universal approximation theorem Luo & Qi (2023).

In this study, we propose kernel regression for functional data (KRFD) that naturally incorporates non-
linearity by introducing a kernel function for the covariate X. Leveraging the kernel trick, KRFD can
express nonlinearity with respect to covariates X, while maintaining a simple model structure. This ap-
proach was motivated by a previous study Iwayama et al. (2022). In that work, the functional output
Y (X, t) is modeled as Y (X, t) =

∑L
l=1 kT (t, tl)cl(X) + µ(t) + ϵ, where kernel functions kT (t, tl) are placed

on grid points {tl | l = 1, . . . , L} in the t-space, cl(X)s represent their coefficients dependent on X, and µ(t)
is the baseline function. The coefficients cl(X) were modeled using a neural network (NN). By contrast,
KRFD simplifies this model by replacing the NN with a kernel ridge regression (KRR) model, expressed
as cl(X) =

∑N
n=1 θnlkG(X, Xn). This substitution makes the model linear with respect to the unknown

parameters θnl, enabling the derivation of analytical expressions for parameter estimation, exact Bayesian
inference without approximations, and a mathematical formulation within the framework of reproducing
kernel Hilbert spaces (RKHS). These capabilities lay a solid foundation for further theoretical analysis.
Specifically, the Bayesian extension allows for the analytical evaluation of prediction uncertainty. Moreover,
linking the model to the RKHS framework reveals a connection between the KRFD model and existing
multitask learning (MTL) based on the assumption of separable kernels Bonilla et al. (2007); Ciliberto et al.
(2015).

2 Methods

2.1 Models

Consider the regression problem of predicting the function Y (X, t) ∈ R over t ∈ Rq from the vector input
values X ∈ Rp. The KRFD is expressed as follows:

Y (X, t) = f(X, t) + µ(X) + ϵ, (1)

where f(X, t) ∈ R denotes an arbitrary function on X and t, µ(X) denotes an baseline function depedent
only on X, and ϵ is the measurement noise.

We assume that the output values Y (Xi, tj) ∈ R are measured for all combinations of Xi ∈ Rp(i = 1, . . . , N)
and tj ∈ Rq(j = 1, . . . , L). This implies that all function values Y (Xi, t)(i = 1, . . . , N) are observed at the
same measurement points tj (j = 1, . . . , L). In later sections, we consider the case where the measurement
points differ across different Xis.

In KRFD, f(X, t) is modeled by a linear combination of positive definite kernels Fasshauer (2011) defined
in the t-space, kT (t, t′), as follows:

f(X, t) =
L∑

l=1
cl(X)kT (t, tl), (2)

where cl(X) is an X-dependent coefficient function. According to Eq.2, the L kernel functions kT (t, ·) are
centered at t1, . . . , tL, and the weight of the kernel function is controlled by the function cl(X)(l = 1, . . . , L).
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In KRFD, the function cl(X) is represented by a linear combination of positive definite kernels defined in
the X-space, kG(X, X ′), as follows:

cl(X) =
N∑

n=1
θnlkG(X, Xn) (l = 1, . . . , L), (3)

where θnl (n = 1, . . . , N, l = 1, . . . , L) are the trainable parameters. By substituting Eq.3 in Eq.2, the
function f(X, t) is expressed as follows:

f(X, t) =
N∑

n=1

L∑
l=1

kG(X, Xn)θnlkT (t, tl) (4)

Similarly, the t-independent term µ(X) is represented by a linear combination of positive definite kernels
defined in the X-space kM (X, X) as follows:

µ(X) =
N∑

m=1
cmkM (X, Xm). (5)

where cm (m = 1, . . . , N) are the trainable parameters; By substituting Eqs.4 and 5 in Eq.1, we obtain the
basic form of the model as follows:

Y (X, t) =
N∑

n=1

L∑
l=1

kG(X, Xn)θnlkT (t, tl) +
N∑

m=1
cmkM (X, Xm) + ϵ. (6)

As shown in Eq. 6, the KRFD model is linear with respect to the trainable parameters θnl, cm. Nonlinearities
are incorporated into the model only through the kernel functions. Figure 1 shows the schematic of the model
structure.

Figure 1: Schematic of the KRFD models, showing how the function output Y (X, t) is modeled. The bell-shaped
functions represent the kernel functions kT (·, ·), centered at the measurement points t1, . . . , tL. Their weights cl(X)
are X-dependent functions modeled by kernel regressors. The intercept term µ(X) is included to capture input-
dependent shifts independent of t.

2.2 Bayesian estimation

In this study, the KRFD models are estimated within the framework of Bayesian inference. Here, it is assumed
that the measurement noise ϵ is distributed independently and identically according to a normal distribution
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N(0, σ2) with mean 0 and variance σ2. Then, the training data Y (Xi, tj)(i = 1, . . . , N, j = 1, . . . , L) is
generated as follows:

Y (Xi, tj) =
N∑

n=1

L∑
l=1

kG(Xi, Xn)θnlkT (tj , tl) +
N∑

m=1
cmkM (Xi, Xm) + ϵij ,

ϵij
i.i.d∼ N(0, σ2), (i = 1, . . . , N, j = 1, . . . , L). (7)

Let G, T , and M denote gram matrices with entries defined as Gij = kG(Xi, Xj), Tij = kT (ti, tj),
and Mij = kM (Xi, Xj), respectively. The model parameters and observed output values are ex-
pressed in vector form as θ = (θ11, · · · , θ1L, θ21, · · · , θ2L, · · · , θN1, · · · , θNL)⊤, c = (c1, · · · , cN )⊤, and
y = (Y (X1, t1), · · · , Y (X1, tL), Y (X2, t1), · · · , Y (X2, tL), · · · , Y (XN , t1), · · · , Y (XN , tL))⊤, respectively. Us-
ing these notations, Eq. 7 can be rewritten as

y = G ⊗ T · θ + M ⊗ 1 · c + ϵ, (8)

where ⊗ is the Kronecker product, 1 denotes a L-dimensional vector whose entries are all one, and ϵ denotes
an NL-dimensional random vector whose entries are distributed according to N(0, σ2). In summary, the
likelihood of KRFD, p(y|θ, c, σ2), is expressed as

p(y|θ, c, σ2) = N(G ⊗ T · θ + M ⊗ 1 · c, σ2INL), (9)

where INL is an NL × NL identity matrix.

The prior distributions of model parameters θ, and c are defined as follows:

p(θ) = N
(
0,

(
2λa(G ⊗ T 2) + 2λb(G2 ⊗ T ) + 2λc(G ⊗ T )

)−1)
, (10)

p(c) = N
(
0,

(
2LλdM

)−1)
, (11)

where 0 is a vector whose entries are all zero and λa, λb, λc, and λd are hyperparameters that control the
dispersion of the normal distributions. As will be described later, the prior p(θ) is designed to derive the
posterior p(θ|y, c, σ2) with a computational complexity of max

(
O(N3), O(L3)

)
without using any special

transformations.

Finally, a prior distribution is prepared for the variance in the measurement noise σ2. Here, we use the
inverse gamma distribution, which is the conjugate prior to the normal distribution with a known mean.

p(σ2) = IG(α, β), (12)

where IG(α, β) denotes an inverse gamma distribution with shape α and scale β parameters.

In this case, the full conditional posterior probability distributions for parameters θ, c, and σ2 are expressed
as follows:

p(θ|y, c, σ2) = N(µθ, Σθ),
µθ = (G + λGIN )−1 ⊗ (T + λT IL)−1 · (y − M ⊗ 1 · c),
Σθ = σ2 · (G2 + λGG)−1 ⊗ (T 2 + λT T )−1, (13)

p(c|y, θ, σ2) = N(µc, Σc),
µc = 1/L · (M2 + λM M)−1 · M ⊗ 1⊤ · (y − G ⊗ T · θ),
Σc = σ2/L · (M2 + λM M)−1, (14)

p(σ2|y, θ, c) = IG(α + NL/2, β + 1/2∥y − G ⊗ T · θ − M ⊗ 1 · c∥2
F ), (15)

where IN and IL are N × N and L × L identity matrices, respectively. Furthermore, the hyperparameters
λa, λb, λc, and λd in Eqs. 10 and 11 are substituted as λa = λG/2σ2, λb = λT /2σ2, λc = λGλT /2σ2, and
λd = λM /2σ2, resulting in Eq. 13-15.
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In Eqs 13 and 14, the posterior distributions p(θ|y, c, σ2) and p(c|y, θ, σ2) are conditioned by c and θ,
respectively. As a preliminary step toward deriving an analytic solution for the Bayes estimator, we first
consider finding the maximum posteriori (MAP) estimators for each conditional poterior as follows:

θ = argmax
θ

p(θ|y, c, σ2) = µθ = (G + λGIN )−1 ⊗ (T + λT IL)−1 · (y − M ⊗ 1 · c), (16)

c = argmax
c

p(c|y, θ, σ2) = µc = 1/L · (M2 + λM M)−1 · M ⊗ 1⊤ · (y − G ⊗ T · θ). (17)

Then, the unconditional MAP estimator is obtained by solving Eqs. 16 and 17, expressed as

θMAP = (G + λGIN )−1 ⊗ (T + λT IL)−1 · (y − M ⊗ 1 · cMAP ), (18)
cMAP = (IN − 1⊤B1CAM)−1C(Y − AY B)1, (19)

where A = G(G + λGIN )−1 and B = (T + λT IL)−1T , C = (M + λM IN )−1 1
L .

The estimators θMAP and cMAP in Eqs. 18 and 19 are no longer dependent on c and θ; the posterior
distributions p(θ|y, c, σ2) = N(µθ, Σθ) and p(c|y, θ, σ2) = N(µc, Σc) can be rewritten as

p(θ|y, σ2) = N(θMAP , Σθ), (20)
p(c|y, σ2) = N(cMAP , Σc). (21)

where θMAP = µθ and cMAP = µc.

Accordingly, the variance σ2 of the measurement error is estimated as the MAP solution for the posterior
distribution of σ2 as

σ2
MAP = argmax

σ2
p(σ2|y, θMAP , cMAP ) = 2β + ∥y − G ⊗ T · θMAP − M ⊗ 1 · cMAP ∥2

2
2α + 2 + NL

, (22)

where ∥ · ∥2 denotes the ℓ2 norm.

Furthermore, the prediction distribution for a new input (Xnew, tnew) is analytically calculated as

p
(
Ŷ (Xnew, tnew)|y, σ2

MAP

)
= N(µpred, σ2

pred),
µpred = (gnew ⊗ tnew)⊤θMAP + m⊤

newcMAP

σ2
pred = σ2

MAP · g⊤
new

(
G2 + λGG

)−1
gnew · t⊤

new

(
T 2 + λT T

)−1
tnew

+ σ2
MAP /L · m⊤

new

(
M2 + λM M

)−1
mnew. (23)

where gnew = (kG(Xnew, X1), . . . , kG(Xnew, XN ))⊤, tnew = (kT (tnew, t1), . . . , kT (tnew, tL))⊤, and mnew =
(kM (Xnew, X1), . . . , kM (Xnew, XN ))⊤.

2.3 Extension to sparse functional data

This section presents an extension of the KRFD tailored for sparse functional data, referred to as the KRSFD
(kernel regression for sparse functional data). We assume that the functional output values Y (Xi, t) ∈ R
are observed at different measurement points tij ∈ Rq(j = 1, . . . , Ni) across different inputs Xi ∈ Rp(i =
1, . . . , N). The KRSFD is then defined as follows:

Y (X, t) =
N∑

n=1

L∑
l=1

kG(X, Xn)θnlkT (t, tl) + ϵ, (24)

where {t1, . . . , tL} represents the kernel centers of kT (t, ·). In KRFD, the kernel centers are the fixed
measurement point set tj ∈ Rq(j = 1, . . . , L) provided by the training data. However, it is assumed here
that they can be specified at any points. For simplicity, in Eq. 24, the t-independent term µ(X) is omitted.
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Based on Eq. 24, the training data Y (Xi, tij)(i = 1, . . . , N, j = 1, . . . , Ni) is generated as follows:

Y (Xi, tij) =
N∑

n=1

L∑
l=1

kG(Xi, Xn)θnlkT (tij , tl) + ϵ(i,ij),

ϵ(i,ij)
i.i.d∼ N(0, σ2), (i = 1, . . . , N, j = 1, . . . , Ni). (25)

Let Ti and gi (i = 1, . . . , N) be Ni ×L matrices and N -dimensional vector, respectively, expressed as follows:

Ti =



kT (ti1, t1) · · · kT (ti1, tt) · · · kT (ti1, tL)
...

. . .
...

kT (tij , t1) kT (tij , tt) kT (tij , tL)
...

. . .
...

kT (tiNi
, t1) · · · kT (tiNi

, tt) · · · kT (tiNi
, tL)

 ,

gi = (kG(Xi, X1), · · · , kG(Xi, XN ))⊤. (26)

Let hi (i = 1, . . . , N) be Ni × NL matrices given as hi = g⊤
i ⊗ Ti and denote

∑N
i=1 Ni = S. Using these

matrices, we define the S × NL matrix H as follows:

H =



h1
...

hi

...
hN

 . (27)

Using H, Eq. 25 can be rewritten as

y = H · θ + ϵ, (28)

where y = (Y (X1, t11), · · · , Y (X1, t1N1), · · · , Y (XN , tN1), · · · , Y (XN , tNNN
))⊤ ∈ RS ,

θ = (θ11, · · · , θ1L, θ21, · · · , θ2L, · · · , θN1, · · · , θNL)⊤ ∈ RNL, and ϵ is an S-dimensional random vector whose
entries are independently and identically distributed according to a normal distribution N(0, σ2).

By summarizing Eq. 28, the likelihood of KRSFD p(y|θ, σ2) is expressed as

p(y|θ, σ2) = N(Hθ, σ2INL). (29)

The prior distributions of the model parameters θ and variance σ2 are given as follows:

p(θ) = N
(
0,

(
2λ′INL)−1)

,

p(σ2) = IG(α, β). (30)

From Eqs. 29 and 30, the full conditional posterior distributions are derived as follows:

p(θ|y, σ2) = N(µθ, Σθ),
µθ = (H⊤H + λINL)−1H⊤y,

Σθ = σ2 · (H⊤H + λINL)−1,

p(σ2|y, θ) = IG(α + S/2, β + 1/2∥y − Hθ∥2
2). (31)

The hyperparameter λ′ in Eq. 30 is substituted by λ′ = λ/2σ2 in Eq. 31.

Similarly to KRFD, the variance σ2 of KRSFD is estimated as the MAP solution of σ2, given the MAP
solution of θ, θMAP = argmax

θ
p(θ|y, σ2), as follows:

σ2
MAP = argmax

σ2
p(σ2|y, θMAP ) = 2β + ∥y − HθMAP ∥2

2
2α + 2 + S

, (32)
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where θMAP = µθ = (H⊤H + λINL)−1H⊤y.

Similarly to KRFD, the prediction distribution of KRSFD for a new input (Xnew, tnew) can be written as
follows:

p
(
Ŷ (Xnew, tnew)|y, σ2

MAP

)
= N(µpred, σ2

pred),
µpred = (gnew ⊗ tnew)⊤(H⊤H + λINL)−1H⊤y,

σ2
pred = σ2

MAP · (gnew ⊗ tnew)⊤(H⊤H + λINL)−1(gnew ⊗ tnew), (33)

where gnew = (kG(Xnew, X1), . . . , kG(Xnew, XN ))⊤ and tnew = (kT (tnew, t1), . . . , kT (tnew, tL))⊤.

In Eq. 33, we must calculate the inverse of the NL × NL matrix (H⊤H + λINL). The memory require-
ments and computational complexity are O(N2L2) and O(N3L3), respectively, which become challenging to
manage unless both N and L are kept low. Therefore, as described later, our implementation adapts several
techniques, which improve the scalability with respect to sample size.

In KRFD where the measurement point set on t is the same across different X and is set to be the kernel
centers of kT (·, ·), the computational complexity of H can be significantly reduced because the Kronecker
product can decompose it as H = G ⊗ T . This allows the inverse matrices of G and T to be computed
separately to derive the MAP solutions, as shown in Eqs. 18 and 19. Here, as shown in Eq. 18, the prior
distribution defined in Eq. 10 yields the MAP solution concisely. In this form, the computation of the inverse
matrix is separated for (G+λGIN ) and (T +λT IL). Furthermore, hyperparameters λG and λT are assigned to
G and T , separately. The above results demonstrate that KRFD has significantly lower memory requirements
and computational complexity than KRSFD, with KRFD requiring max

(
O(N2), O(L2)

)
memory and having

a computational complexity of max
(
O(N3), O(L3)

)
.

To cope with the scalability problem, we employ a truncated kernel to reduce memory requirements. The
sparse Gram matrices calculated using the truncated kernels are efficiently handled using the sparse matrix
module from the SciPy Python library Virtanen et al. (2020). In addition, to save computational costs, the
conjugate gradient (CG) method Hestenes et al. (1952) is employed to calculate the mean of the parameter
posterior distribution µθ in Eq. 31. If only the prediction mean is needed, rather than the entire prediction
distribution of the function, it is sufficient to calculate µθ only. In the CG method, µθ can be derived without
calculating (H⊤H + λINL)−1 by solving the system of linear equations represented as (H⊤H + λINL)x =
H⊤y for the vector x. We iterated the CG algorithm until either the mean square error of the residual
vector r = (H⊤H + λINL)x − H⊤y fell below 0.001 or the number of iterations reached 500.

To compute the standard deviation of the predicted functions and generate samples from the predictive
distribution, it is necessary to obtain the covariance matrix of the posterior distribution, Σθ, as shown in
Eq. 31. This involves performing the matrix inversion of (H⊤H + λINL). To reduce the computational
complexity for this calculation, we employ the incomplete lower-upper (LU) decomposition Saad (1994),
which provides an approximate inverse of (H⊤H + λINL). We use the SciPy Python library Virtanen et al.
(2020) to perform the incomplete LU decomposition of a sparse matrix.

2.4 Representer theorem

The KRFD model is naturally formulated from the perspective of an RKHS. An input pair (Xi, tj) represents
a point in the Rp+q space. Let Hγ be an RKHS composed of functions on Rp+q, with kernel γ : Rp+q×Rp+q →
R. Here, we construct a prediction model using the inner product of the input pair (Xi, tj) mapped onto
the feature space Hγ and an arbitrary function f(X, t) in Hγ . The objective function is then given as

min
f(X,t)∈Hγ

N∑
i=1

L∑
j=1

∥Y (Xi, tj) − ⟨f(X, t), γ((Xi, tj), (X, t))⟩Hγ
∥2 + λ∥f(X, t)∥2

Hγ
, (34)

where ⟨·, ·⟩Hγ denotes the inner product in Hγ . Suppose that the kernel γ in Eq. 34 is separable,
γ((X1, t1), (X2, t2)) = kG(X1, X2) · kT (t1, t2), where (X1, t1), (X2, t2) ∈ Rp+q, X1, X2 ∈ Rp, and t1, t2 ∈ Rq,
and kG and kT are positive definite kernels defined in the Rp and Rq spaces, respectively, leading to
⟨f(X, t), γ((Xi, tj), (X, t))⟩Hγ

= ⟨f(X, t), kG(Xi, X)kT (tj , t)⟩Hγ
.
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We add regularization terms to Eq. 34 that impose separate constraints on X and t with respect to the
complexity of the KRFD. Let HG and HT be the RKHSs defined by the functions in spaces Rp and Rq and
kernels kG and kT , respectively. If f(X, tj) and f(Xi, t) are the elements in HG and HT , respectively, we
can add regularization terms based on the norms of HG and HT as follows:

min
f(X,t)∈Hγ

N∑
i=1

L∑
j=1

∥Y (Xi, tj) − ⟨f(X, t), γ((Xi, tj), (X, t))⟩Hγ ∥2

+λa

L∑
j=1

∥f(X, tj)∥2
HG

+ λb

N∑
i=1

∥f(Xi, t)∥2
HT

+ λc∥f(X, t)∥2
Hγ

, (35)

where λa, λb, and λc are hyperparameters that control the influence of the regularization terms.

According to the representer theorem Schölkopf et al. (2001), f(X, t) ∈ Hγ can be represented as
f(X, t) =

∑N
n=1

∑L
l=1 θnlkG(Xn, X)kT (tl, t) to minimize Eq. 35 using the given training set. Substituting

this into Eq. 35 yields the following exppression:

min
Θ

∥Y − GΘT ∥2
F + λa∥G1/2ΘT ∥2

F + λb∥GΘT 1/2∥2
F + λc∥G1/2ΘT 1/2∥2

F , (36)

where Y and Θ are matrices with elements obtained from Yij = Y (Xi, tj) and Θij = θij , respectively, and
∥ · ∥2

F denotes the Frobenius norm. Each term in Eq. 36 is derived as follows:

⟨f(X, t), γ((Xi, tj), (X, t))⟩Hγ
= ⟨f(X, t), kG(Xi, X)kT (tj , t)⟩Hγ

= ⟨
N∑

n=1

L∑
l=1

θnlkG(Xn, X)kT (tl, t), kG(Xi, X)kT (tj , t)⟩Hγ

=
N∑

n=1

L∑
l=1

kG(Xi, Xn)θnlkT (tl, tj) = (GΘT )ij ,

∥f(X, t)∥2
Hγ

= ⟨f(X, t), f(X, t)⟩Hγ

= ⟨
N∑

n=1

L∑
l=1

θnlkG(Xn, X)kT (tl, t),
N∑

n=1

L∑
l=1

θnlkG(Xn, X)kT (tl, t)⟩Hγ

= tr(GΘT Θ⊤) = ∥G1/2ΘT 1/2∥2
F ,

L∑
j=1

∥f(X, tj)∥2
HG

=
L∑

j=1
⟨(Θtj)⊤ΦG(X), (Θtj)⊤ΦG(X)⟩HG

= tr(GΘT 2Θ⊤) = ∥G1/2ΘT ∥2
F ,

N∑
i=1

∥f(Xi, t)∥2
HT

=
N∑

i=1
⟨gi

⊤ΘΦT (t), gi
⊤ΘΦT (t)⟩HT

= tr(G2ΘT Θ⊤) = ∥GΘT 1/2∥2
F , (37)

where ΦG(X) = (kG(X1, X), . . . , kG(XN , X))⊤ and ΦT (t) = (kT (t1, t), · · · , kT (tL, t))⊤, and gi and tj rep-
resent the i-th and j-th column vectors of G and T , respectively.

If λa = λG, λb = λT , and λc = λGλT , then the optimal solution to Eq. 36 is given by

Θ̂ = (G + λGIN )−1Y (T + λT IL)−1. (38)

Let vec(·) be the vectorization operator. Here, if θ = vec(Θ⊤), y = vec(Y ⊤), and vec(ABC) = C⊤ ⊗ A ·
vec(B), Eq. 38 can be rewritten as

θ̂ = (G + λGIN )−1 ⊗ (T + λT IL)−1y. (39)

Comparing Eqs. 39 and 18, the optimal solution θ̂ is identical to the MAP solution in the Bayesian KRFD,
except for the term −M ⊗ 1 · cMAP . If we include the t-independent term µ(X) in the model, the fol-
lowing modifications are made to Eq. 35; the term ⟨f ′(X), kM (Xi, X)⟩HM

is added to the model, and
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λM

∑L
j=1 ∥f ′(X)∥2

HM
is added to the regularization term. Here, HM is an RKHS with the positive definite

kernel kM (X, X), and f ′(X) is an arbitrary element in HM . By applying the representer theorem, f ′(X) can
be expresssed as f ′(X) =

∑N
m=1 cmkM (Xm, X). Solving the objective function under this form yields the op-

timal solution θ̂ and ĉ, which can be derived in the same way as the simultaneous MAP solution in Eqs. 18 and
19. This shows that the form and solution of the KRFD are naturally derived from an optimization problem
in the RKHS, enabling the interpretation of the KRFD from an RKHS perspective. For example, defining the
prior distribution of θ as shown in Eq. 10, where λa = λG/2σ2, λb = λT /2σ2, and λc = λGλT /2σ2, is equiva-
lent to adding the regularization terms as λG

∑L
j=1 ∥f(X, tj)∥2

HG
+λT

∑N
i=1 ∥f(Xi, t)∥2

HT
+λGλT ∥f(X, t)∥2

Hγ
.

We can interpret Eq. 10 as the regularizer that penalizes the smoothness of the KRFD separately on the X
and t spaces. Their influences can be controlled independently by the hyperparameters λG and λT .

2.5 Relations to multitask learning

Deriving KRFD from an RKHS perspective reveals its connection to the MTL framework proposed by
Ciliberto et al. (2015). The MTL framework generally leverages task similarities to enhance learning efficiency
and prediction accuracy across multiple tasks. Ciliberto et al. proposed an MTL model based on an RKHS
of vector-valued functions, where the use of separable kernels allows task similarities and input similarities to
be encoded separately. Notably, the KRFD’s objective function in Eq. 36, where λa = λb = 0, is equivalent
to the objective function of Ciliberto et al. (2015) when the task similarity matrix is known and the loss
function is the ℓ2 norm. In this context, the task similarity matrix corresponds to the matrix T in KRFD,
as each task in MTL can be interpreted as corresponding to a measurement point in the functional output
prediction.

Similarly, the MTL model proposed by Bonilla et al. (2007) has a close relationship with the KRFD model.
Bonilla’s model is a Gaussian process (GP) model in which task similarities are encoded through a covariance
matrix. In this model, a latent function ft(X) is assumed for each task t, which maps the input X to a
real-valued output. The latent functions are governed by a GP prior, with the covariance matrix given
by Cov(ft(X), ft′(X ′)) = kT (t, t′) kX(X, X ′), where kT (t, t′) denotes the kernel function capturing task
similarities and kX(X, X ′) denotes the kernel function modeling input similarities. As evident from this,
Bonilla’s model represents an MTL framework that employs separable kernels and is highly similar to KRFD.

KRFD can be regarded as a generalization of the MTL methods, with several key advantages. One of its
distinct features is its ability to handle cases where the set of measurement points varies continuously across
inputs, a capability traditional MTL models lack. In addition, by incorpolating the regularization terms
in Eq. 36, our method significantly reduces computational complexity when all functional output values
are observed at the same set of measurement points. Specifically, the complexity decreases from O(N3L3)
to max

(
O(N3), O(L3)

)
without requiring special matrix transformations or approximations. In terms of

uncertainty quantification, a notable distinction exists between KRFD and related models. While KRFD
adopts a Bayesian perspective to analytically quantify predictive uncertainty—an aspect not provided by
Ciliberto’s model—its uncertainty is derived from the parameter posterior rather than the function posterior,
as in GPs. Concequently, Bonilla’s GP-based model provides more rigorous uncertainty quantification.
However, KRFD offers greater flexibility in controlling model complexity and stability through explicit
regularization terms. In addition, its transparent and straightforward formulation enhances interpretability,
making it a practical and robust choice for various applications.

3 Results

This study applied the KRFD model to three examples, which are detailed in the following subsections.

3.1 Application to dense artificial data

To evaluate the predictive ability of KRFD model, we generated artificial data using the following formula.

y(t) = a sin(bt + c) + dt + e + ϵ, ϵ
i.i.d∼ N(0, σ2) (40)

9
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The above function is a composite of a sine wave and a straight line, and the five coefficients a, b, c, d, and
e determine the form of the function. The coefficients a, b, c, d, and e can be interpreted as amplitude,
frequency, phase, slope, and intercept, respectively. ϵ is the observation noise for each observation point.
Here, the covariates for predicting the functional output y(t) are denoted by a vector of the five coefficients,
Xi = (ai, bi, ci, di, ei)⊤ (i = 1, . . . , N). N was set to 1,000. All function data Y (Xi, t) were observed at
51 measurement points, evenly distributed between 0 and 2. The values of the coefficients a and b were
randomly sampled from the uniform distribution with support [1, 5] (=U(1, 5)), the values of c were sampled
from U(0, 3), the values of d were sampled from U(−2, 2), and the values of e were sampled from U(−3, 3).
σ was set to be 0.2, and the values of ϵ were added to each observation point. The resulting artificial data
were summarized in a 1000×51 observation matrix Y , a 1000×5 covariates matrix X, and a 51-dimensional
measurement point vector t. Training and test inputs were randomly split in a 3:1 ratio. To calculate the
standard deviation of the predictions, we prepared five randomly split training-test datasets.

For comparison, we applied the FLM and KRR models. FLM is the most basic FSR and is represented
by a linear combination of basis functions on t-space and the covariates X ∈ Rp, as shown in the following
equation.

Y (X, t) = β0(t) +
p∑

j=1
xjβj(t), X = (x1, . . . , xp)⊤. (41)

In this study, the basis function βj(t) (j = 0, . . . , P ) in Eq. 41 was modeled as βj(t) =
∑L

i=1 kT (ti, t)θj
i , which

is a linear combination of the trainable parameters {θj
1, . . . , θj

L} and the kernel functions on the measurement
point set {t1, . . . , tL}. Therefore, the total number of training parameters for FLM was (P + 1) × L. The
details of FLM are summarized in Appendix A. KRRs involve fitting a single-task KRR model to the observed
values at each measurement point in t-space. This can be formulated as follows:

Y (X, tj) =
N∑

i=1
kG(Xi, X)θj

i (j = 1, . . . , L) (42)

For all the three models, the kernel function was chosen to be either a Gaussian: k(X, X ′) = exp(−∥X −
X ′∥2

2/2σ2
kernel) or a Laplacian: k(X, X ′) = exp(−|X − X ′|/σkernel), where σkernel is the scale parameter

for the kernel functions. The model’s hyperparameters were Bayesian optimized using the Optuna Python
library Akiba et al. (2019) with five-fold cross-validation of a training dataset. To reduce computational
cost, hyperparameter optimization was performed using the training portion of the first training-test dataset
from the five randomly split datasets. Using the selected hyperparameters, the models were trained on the
training portions of all five datasets, and the prediction performances were evaluated on the corresponding
test datasets. The mean and standard deviation of the prediction performances were then calculated.

For KRFD, the hyperparameters consist of eight variables, {λG, λT , λM , σG, σT , σM , kX , kT }. λG, λT and
λM determine the shape of the prior distribution of the trainable parameters (equivalent to those of Eq.
23), whereas σG, σT and σM are the scale parameters for the kernel functions kG(X, X ′), kT (t, t′), and
kM (X, X ′), respectively. The parameters kX and kT specify the type of kernel functions defined on
X-space (i.e., kG(X, X ′) and kM (X, X ′)) and t-space (i.e., kT (t, t′)), respectively. The solution space
was defined as λG, λT , λM ∈ [10−6, 1], σG, σT , σM ∈ [0.1, 100], and kX , kT ∈ {Gaussian, Laplacian}.
For λG, λT , λM , σG, σT , and σM , the values were sampled from the logarithmic domain. The number
of trials for hyperparameter optimization was set to 300. The best hyperparameters obtained were:
λG = 1.725 × 10−4, λT = 0.052, λM = 1.500 × 10−5, σG = 1.963, σT = 0.466, σM = 13.026, kX =
Gaussian, kT = Gaussian.

For FLM, the hyperparameters comprise three variables {λ, σ, kT }, where λ controls the regularization
strength (see Appendix A for details), σ is the scale parameter for kT (t, t′) and kT is the type of kernel
function defined in t-space. The solution space was defined as λ ∈ [10−6, 1], σ ∈ [0.1, 100], and kT ∈
{Gaussian, Laplacian}. The values of λ and σ were sampled from the logarithmic domain. The number of
trials was set to 300. The best hyperparameters were determined to be λ = 0.044, σ = 0.532, kT = Gaussian.

Single-task KRR models were trained independently, for each ti (i = 1, . . . , 51). Therefore, hyperparameter
optimization was performed independently for each KRR (the number of trials was set to 30 for each KRR
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model). The KRRs were trained using the scikit-learn Python library Pedregosa et al. (2011). Thus, the
hyperparameters follow those used in the scikit-learn library. The hyperparameters comprise three variables
{α, γ, kX}, where α is the regularization strength, γ is an inverse scale parameter equivalent to 1/2σ2

kernel for
a Gaussian and 1/σkernel for Laplacian kernel, and the kX is the type of kernel function defined in X-space.
The solution space was defined as α ∈ [10−6, 1], γ ∈ [10−6, 1], and kX ∈ {Gaussian, Laplacian}. The values
of α and γ were sampled from the logarithmic domain. The best hyperparamers for the 51 KRR models are
summarized in Figure B1.

Table 1 reports the mean absolute error (MAE), root-mean-square error (RMSE), R2, and mean correlation
coefficient (mean R) with respect to the test sets. The mean R was calculated by first determining the
correlation coefficient (R) between the predicted and observed values for each input and then averaging the
R values across all inputs in the test dataset. MAE, RMSE, and R2 were calculated between the combined
predicted and observed values across all inputs in the test dataset. The performance metrics were averaged
over five trials, and the numbers in parentheses represent the standard deviations. The parity plots of the
predicted and observed values are shown in the top row of Figure 2. The bottom row of Figure 2 shows the
histograms of the R values for each input. Examples of individual function predictions on the test samples
by each model are shown in Figure 3. Because KRFD can provide the prediction distribution for a new input
(Xnew, tnew), as shown in Eq. 23, the functional prediction results with a ±1 band of the standard deviation
and the results of functional sampling from the prediction distribution are also shown in Figure 3 for KRFD.
Since KRRs and FLM do not provide prediction distributions; therefore, only function prediction results
are shown here. As shown in Table 1, KRFD outperformed the other models in all performance metrics.
Because KRRs consist of a set of independent predictive models corresponding to each point of t-space,
as shown in Figure 3, the function prediction results for KRRs showed a greater variability of predictions
with respect to changes in t compared with KRFD. This variability may have made it difficult for KRRs to
accurately capture the underlying smoothness of the true data, leading to poorer prediction performance.
The performance of FLM was much worse than that of the KRFD and KRR models. This may be because
FLM is a linear model with respect to X and may not have sufficient expressive power to represent the
data characteristics; for example, in Eq. 40, the relationship between X and function Y (X, t) is inherently
nonlinear.

Table 1: Model performance for the dense artificial data.

Models MAE RMSE R2 mean R
KRFD 0.216 (±0.005) 0.301 (±0.014) 0.991 (±0.001) 0.977 (±0.002)
KRRs 0.278 (±0.009) 0.404 (±0.025) 0.983 (±0.002) 0.966 (±0.004)
FLM 1.278 (±0.036) 1.663 (±0.047) 0.718 (±0.018) 0.723 (±0.018)
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Figure 2: Prediction results for the test samples of the dense artificial data using the (a) KRFD, (b) KRRs, and
(c) FLM models. The scatter plots and histograms are color-coded in five different colors corresponding to the five
independent data splitting.
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Figure 3: Functional prediction results for the test samples. The gray line shows the true data before adding
observation noise, the red dots show the observed data points, and the light blue line shows the functional predictions.
The title of each figure indicates the actual amplitude, frequency, phase, slope, and intercept values for that input.
The first through third rows show the predictions using the KRFD model. The first row shows only the mean of the
predictive distribution, the second row shows the predicted mean ±1 standard deviation (blue band) of the predictive
distribution, and the third row shows the results of sampling the function 300 times from the predictive distribution.
The fourth and fifth rows show the predicted results for KRRs and FLM, respectively.
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3.2 Application to sparse artificial data

We generated sparse artificial data using Eq. 40 to test the predictive ability of KRSFD. The coefficients a,
b, c, d, and e comprising the covariates X were generated by randomly sampling 1,000 times from U(1, 5)
for a and b, U(0, 3) for c, U(−2, 2) for d, and U(−3, 3) for d. The sparse measurement points tij(i =
1, . . . , N, j = 1, . . . , Ni) in t-space were generated by first randomly selecting the number of measurement
points Ni corresponding to each input Xi from the integer set {2, 3, . . . , 20} and then randomly sampling
Ni instances from U(0, 2). Then, the observed data Y (Xi, tij) was generated using Eq. 40. The standard
deviation of the observation noise σ was set to 0.2. The total number of measurement points across the
1,000 inputs, M =

∑1,000
i=1 Ni, was 10,962. Therefore, the resulting sparse artificial data are summarized in a

1000 × 5 covariates matrix X, a 10,962-dimensional measurement point vector t, and a 10,962-dimensional
observation vector y. The covariates matrix X was exactly the same as the one used in Section 3.1.

As discussed in the Methods section and Appendix A, the KRSFD and FLM models require a kernel center
set t1, . . . , tL for kT (t, ·) apart from the training data. In this example, the kernel center set was set to
30 grid points evenly distributed between 0 and 2. The 1,000 inputs were randomly divided into training
and testing inputs in a 3:1 ratio. To calculate the standard deviation of the predictions, we prepared five
randomly split training-test datasets. In this example, the number of training data points changes for each
training-test dataset because the number of observations varies from input to input. The number of training
data points in the five datasets were 8,228, 8,289, 8,176, 8,204, and 8,093. In this example, the KRSFD
results were compared with those of FLM. KRR modeling was not possible because measurement points in
t-space varied from input to input.

The model hyperparameters were Bayesian optimized using Optuna with five-fold cross-validation. Hyperpa-
rameter optimization was performed using the training set of the first of the five randomly split training-test
datasets. Using the selected hyperparameters, the models were trained on the training sets of the five
datasets, and the prediction performances were evaluated on the corresponding test sets. The mean and
standard deviation of the prediction performances were then calculated.

The KRSFD model has six hyperparameters: {λ, σG, σT , zG, kX , kT }. λ determines the shape of the prior
distribution of the trainable parameters, equivalent to λ in Eq. 31. σG and σT are the scale parameters of
the kernels kG(X, X ′) and kT (t, t′), respectively. zG represents the proportion of zeros in the Gram matrix
generated from kG(X, X ′). kX , and kT specify the types of kernel functions defined in X-space and t-space,
respectively.

The proportion of zeros in the Gram matrix generated from kT (t, t′) is denoted as zT and defined as:
zT = (0.9 − zG)/(1 − zG). If the proportion of zeros in the matrix H = G ⊗ T is defined as zH , then the
following equation holds: zH = zG + zT − zG · zT . The aforementioned formula for zT ensures that zH is
set to 0.9, which adjusts the matrix H of KRSFD (shown in Eq. 27) such that approximately 90% of its
elements are zero, regardless of the value of zG.

The solution space for hyperparameter optimization was defined as λ ∈ [10−6, 1], σG, σT ∈ [0.1, 100], zG ∈
[0.1, 0.9], and kG(X, X ′), kT (t, t′) ∈ {Gaussian, Laplacian}. The number of trials was set to 300. The
optimal hyperparameter values were λ = 0.024, σG = 1.249, σT = 0.173, zG = 0.434 (zT = 0.823 for this
zG), kG = Gaussian, and kT = Laplacian.

The hyperparameter set of the FLM model, its solution space, and the number of trials for the hyperparam-
eter optimization were the same as for the dense artificial data. The optimal hyperparameter values were
λ = 1.258 × 10−6, σ = 0.827, and kT = Gaussian.

Table 2 reports the mean and standard deviation of the MAE, RMSE, R2, and mean R metrics for the
five independent experiments with different data splitting. The parity plots of the predicted and observed
values are shown in the top row of Figure 4. The bottom row of Figure 4 shows the histograms of the R
values for each input. Examples of individual function predictions on the test samples by the KRSFD and
FLM models are shown in Figure 5. Because KRSFD can provide the prediction distribution for a new
input (Xnew, tnew), as shown in Eq. 33, the functional prediction results with a ±1 band of the standard
deviation and the results of functional sampling from the prediction distribution are also shown in Figure 5
for KRSFD.
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As shown in Table 2, KRSFD outperformed FLM in all performance metrics. FLM did not have sufficient
expressive power to represent the nonlinear system described by Eq. 40. The prediction performance of
KRSFD for the sparse data was worse than that of KRFD for the dense data. Even in numerical experiments
where the total amount of data for KRFD was reduced to approximately match that of KRSFD, the prediction
performance of KRSFD remained inferior (see Appendix C). The inferior prediction performance of KRSFD
compared with KRFD was attributed to the increased complexity of the estimation problem caused by
sparse data, where the measurement points varied across inputs. As shown in Figure 5, the functional
predictions using KRSFD are not as smooth as that using KRFD, likely because a truncated kernel is
used in the KRSFD model. The optimal hyperparameter values in the KRSFD model were zG = 0.434 and
zT = 0.823, which indicates that more detailed covariance information was needed in X-space than in t-space
for accurate functional prediction. In addition to the functional predictions on the test samples, KRSFD
can also be applied to interpolate sparse functional data. This corresponds to making function predictions
on the training data, and the results are summarized in Figure 6. The middle panel in Figure 6 shows that
KRSFD performs nonlinear interpolation very close to the true data from only four observation points by
utilizing the covariance information in X-space.

Table 2: Model performance for the sparse artificial data.

Models MAE RMSE R2 mean R
KRSFD 0.398 (±0.014) 0.564 (±0.032) 0.966 (±0.002) 0.935 (±0.009)

FLM 1.252 (±0.031) 1.622 (±0.049) 0.720 (±0.015) 0.698 (±0.026)

Figure 4: Prediction results for the test samples of the sparse artificial data using the (a) KRSFD and (b) FLM
models. The scatter plots and histograms are color-coded in five different colors corresponding to the five independent
data splitting.
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Figure 5: Functional prediction results for the test samples. The gray line shows the true data before adding
observation noise, the red dots show the observed data points, and the light blue line shows the functional predictions.
The title of each figure indicates the actual amplitude, frequency, phase, slope, and intercept values for that input.
The first through third rows show the predictions using the KRSFD model. The first row shows only the mean of the
predictive distribution, the second row shows the predicted mean ±1 standard deviation (blue band) of the predictive
distribution, and the third row shows the results of sampling the function 300 times from the predictive distribution.
The fourth row shows the predictions using the FLM model.

16



Under review as submission to TMLR

Figure 6: Functional prediction results for the training samples using the KRSFD model. The gray line shows
the true data before adding observation noise, the red dots show the observed data points, and the light blue line
shows the functional predictions. The title of each figure indicates the actual amplitude, frequency, phase, slope, and
intercept values for that input.

3.3 Predicting density of states for stable metal compounds

We predicted the density of states (DOS) for stable metal compounds—key indicators of electronic
properties—based exclusively on their chemical compositions. Our analysis leveraged the DOS data from the
Materials Project (version released on April 21, 2024) Jain et al. (2013); Project, which was computationally
derived using the density functional theory (DFT) method Hohenberg & Kohn (1964). A dataset of 13,662
DOS profiles was normalized and smoothed. We transformed the chemical composition of each compound
into a 580-dimensional kernel mean descriptor (KMD) Kusaba et al. (2023) (the data processing techniques
are described in Appendix D). The resulting DOS data was summarized in a 13662×470 observation matrix
Y , a 13662 × 580 covariate matrix X, and a 470-dimensional measurement point vector t. The training and
test inputs were randomly split in a 4:1 ratio. To calculate the standard deviation of the predictions, we
prepared five randomly split training-test datasets. KRFD, FLM, and KRRs models were applied for the
dataset. To efficiently manage the computational demands, various optimization strategies were implemented
during the model training and hyperparameter tuning phases (see Appendix D for details).

The hyperparameter sets and solution spaces for the KRFD, FLM, and KRR models were identical to those
described in Section 3.1. The optimal hyperparameter values were λG = 6.808 × 10−3, λT = 0.011, λM =
6.798 × 10−3, σG = 28.970, σT = 4.744, σM = 29.412, kX = Laplacian and kT = Laplacian for KRFD and
λ = 0.895, σ = 1.425 and kT = Gaussian for FLM. The optimal hyperparameter values for the 470 KRR
models are summarized in Figure B2.

Table 3 reports the mean and standard deviation of the MAE, RMSE, R2, and mean R metrics for the five
independent experiments with different data splitting. The parity plots of the predicted and observed values
are shown in the top row of Figure 7. The bottom row of Figure 7 shows the histograms of the R values
for each input. Examples of individual function predictions for the test samples by each model are shown
in Figure 8. For the reasons discussed in Section 3.1, the functional prediction results with a ±1 band of
the standard deviation and the results of functional sampling from the prediction distribution are shown in
Figure 8 for KRFD. As shown in Table 3, the performance of FLM was much worse than that of the KRFD
and KRR models, indicating that the relationship between the DOS of a stable metal compound and its
chemical composition is highly nonlinear. KRFD slightly outperformed KRRs in all performance metrics.
The hyperparameter optimization results suggest that DOS is sensitive to small changes in both energy and
chemical composition, given that both kX and kT of the KRFD model and 454 out of 470 kXs of the KRR
models (see Figure B2) were selected to be Laplacian rather than Gaussian. The results in Figure 8 and
Table 3 show that, by selecting the appropriate model, the DOS of a stable metal structure can be predicted
with a quantifiable degree of accuracy based on the structure’s chemical composition information alone.
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Table 3: Model performance for DOS prediction of stable metal compounds.

Models MAE RMSE R2 mean R
KRFD 0.546 ×10−3 (±0.009 × 10−3) 0.945 ×10−3 (±0.019 × 10−3 ) 0.726 (±0.008) 0.857 (±0.005)
KRRs 0.557 ×10−3 (±0.009 × 10−3) 0.956 ×10−3 (±0.019 × 10−3 ) 0.721 (±0.008) 0.853 (±0.005)
FLM 0.920 ×10−3 (±0.008 × 10−3) 1.449 ×10−3 (±0.016 × 10−3 ) 0.355 (±0.005) 0.617 (±0.004)

Figure 7: Prediction results for the test samples of the stable metal compound DOS data using the (a) KRFD, (b)
KRRs, and (c) FLM models. The scatter plots and histograms are color-coded in five different colors corresponding
to the five independent data splitting.
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Figure 8: DOS predictions for the test samples. The gray line shows the observed DOS data, and the light blue
line shows the functional prediction. The title of each figure indicates the chemical composition of that DOS profile.
The first through third rows show predictions using the KRFD model. The first row shows only the mean of the
predictive distribution, the second row shows the predicted mean ±1 standard deviation (blue band) of the predictive
distribution, and the third row shows the results of sampling the function 300 times from the predictive distribution.
The fourth and fifth rows show the predictions using the KRR and FLM models, respectively.
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4 Conclusions

Motivated primarily by its potential application to materials data, this paper introduces KRFD, a functional
output regression model based on kernel methods. Compared with FLM, the most common FSR, KRFD
offers greater expressiveness by incorporating nonlinearity through kernel functions. Unlike existing nonlin-
ear FSR, KRFD naturally handles high-dimensional nonlinearity without complicating the model structure
by applying a kernel method to the covariates. This simplified form of the model enables the derivation
of analytically optimal solutions, facilitates Bayesianization, and allows us to derive the mathematical ex-
pression of the model within the RKHS framework, while maintaining its expressive power. Bayesianization
enables analytical quantification of prediction uncertainty and sampling of the predicted functions for any
given input X. Viewing the KRFD through an RKHS lens shows its close connection to the MTL models
based on separable kernels Bonilla et al. (2007); Ciliberto et al. (2015), suggesting a potentially broader
relationship between MTL and FSR in general.

To evaluate the performance of the proposed model, numerical experiments were performed on two artificial
datasets and one real-world dataset from materials science. We employed FLM and KRR as comparative
models. In the three examples, KRFD outperformed the other methods in all performance metrics. FLM
significantly underperformed in comparison to KRFD and KRR, demonstrating the importance of incorpo-
rating nonlinearity into models. KRR performed inferior to KRFD for the dense artificial data and DOS
prediction tasks, suggesting that incorporating covariance information within t-space improves prediction
accuracy. Unlike KRR, KRFD can be applied to sparse functional data—specifically, the model used in
this case was named KRSFD. KRFD was the only model that could calculate the predictive distribution
of a function, further highlighting the advantages of KRFD beyond its high prediction accuracy. Further-
more, the numerical results on the sparse functional data suggested that KRSFD can be used as a powerful
nonlinear interpolation method for sparse functional data, as shown in Figure 6.

Because KRFD applies the kernel method to the covariates X ∈ Rp, the memory requirements of KRFD do
not depend on the dimension of covariates p, unlike FLM (see Appendix A). As discussed in Section 2.3,
the memory requirements for KRFD are max

(
O(N2), O(L2)

)
and typically depend on N , because in most

instances N > L or L can be adjusted to ensure this is the case. Thus, KRFD, like many other kernel-based
machine learning models, has significant scalability challenges for large N . Scaling KRFD for large N is
a research topic for future work. To achieve this, it is expected that commonly used methods for scaling
KRR such as the inducing point method Titsias (2009), Nyström approximation Williams & Seeger (2000),
random Fourier features Rahimi & Recht (2007), low-rank matrix approximations Fine & Scheinberg (2001),
stochastic gradient descent Bordes et al. (2009), divide-and-conquer approaches Zhang et al. (2013), and
kernel approximation via spectral methods Drineas et al. (2006) could be applied. KRSFD has more serious
scalability problems than KRFD. To address this issue, we have employed sparsification of the Gram matrix,
the CG method, and incomplete LU decomposition, as described in Section 2.3; however, these techniques
are not sufficiently effective for large data. To effectively scale KRSFD, the implementation of more advanced
techniques is necessary, including the commonly used methods for scaling KRR discussed earlier (e.g., the
inducing point method, Nyström approximation, and random Fourier features).

Another potential direction for future work is to enhance the flexibility of KRFD by enabling the model’s
kernel functions to learn during the training process. This can possibly be achieved using methods such as
multiple kernel learning Gönen & Alpaydın (2011), where weights of various kernel functions are learned, or
deep kernel learning Wilson et al. (2016), where kernel functions are implicitly learned within a deep neu-
ral network. Furthermore, in the Bayesian KRFD formulation, the assumption that measurement noise ϵij

follows a normal distribution independently and identically across all measurements is overly rigid. Consid-
ering more flexible noise models, such as allowing ϵij to follow a normal distribution with varying variances
N(0, σ2

i ) for each input Xi, could be a direction for future research. We believe this research will advance the
development of functional regression models and promote their broader application to real-world problems,
including those in materials science.
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Code and data availability

The Python codes for the KRFD and KRSFD models will be made available upon publication at an
anonymized repository. The codes can be used generically for functional-output regression problems. The
repository will also contain all data and other codes used in this paper, allowing users to reproduce the
results presented in this paper.

Competing interests

The authors declare no conflict of interest.

References
Takuya Akiba, Shotaro Sano, Toshihiko Yanase, Takeru Ohta, and Masanori Koyama. Optuna: A next-

generation hyperparameter optimization framework. In Proceedings of the 25th ACM SIGKDD interna-
tional conference on knowledge discovery & data mining, pp. 2623–2631, 2019.

Edwin V Bonilla, Kian Chai, and Christopher Williams. Multi-task gaussian process prediction. Advances
in neural information processing systems, 20, 2007.

Antoine Bordes, Léon Bottou, and Patrick Gallinari. Sgd-qn: Careful quasi-newton stochastic gradient
descent. Journal of Machine Learning Research, 10:1737–1754, 2009.

Yakuan Chen, Jeff Goldsmith, and R Todd Ogden. Variable selection in function-on-scalar regression. Stat,
5(1):88–101, 2016.

Carlo Ciliberto, Youssef Mroueh, Tomaso Poggio, and Lorenzo Rosasco. Convex learning of multiple tasks
and their structure. In International Conference on Machine Learning, pp. 1548–1557. PMLR, 2015.

Carolina Crisci, Badih Ghattas, and Ghattas Perera. A review of supervised machine learning algorithms
and their applications to ecological data. Ecological Modelling, 240:113–122, 2012.

Petros Drineas, Michael W Mahoney, and Shanmugavelayutham Muthukrishnan. Subspace sampling and
relative-error matrix approximation: Column-based methods. In Approximation, Randomization, and
Combinatorial Optimization. Algorithms and Techniques: 9th International Workshop on Approximation
Algorithms for Combinatorial Optimization Problems, APPROX 2006 and 10th International Workshop
on Randomization and Computation, RANDOM 2006, Barcelona, Spain, August 28-30 2006. Proceedings,
pp. 316–326. Springer, 2006.

Gregory E Fasshauer. Positive definite kernels: past, present and future. Dolomites Research Notes on
Approximation, 4:21–63, 2011.

Shai Fine and Katya Scheinberg. Efficient svm training using low-rank kernel representations. Journal of
Machine Learning Research, 2(Dec):243–264, 2001.

Mehmet Gönen and Ethem Alpaydın. Multiple kernel learning algorithms. The Journal of Machine Learning
Research, 12:2211–2268, 2011.

Magnus Rudolph Hestenes, Eduard Stiefel, et al. Methods of conjugate gradients for solving linear systems,
volume 49. NBS Washington, DC, 1952.

Pierre Hohenberg and Walter Kohn. Inhomogeneous electron gas. Physical review, 136(3B):B864, 1964.

Harold Hotelling. Analysis of a complex of statistical variables into principal components. Journal of
educational psychology, 24(6):417, 1933.

Megumi Iwayama, Stephen Wu, Chang Liu, and Ryo Yoshida. Functional output regression for machine
learning in materials science. Journal of Chemical Information and Modeling, 62(20):4837–4851, 2022.

21



Under review as submission to TMLR

Anubhav Jain, Shyue Ping Ong, Geoffroy Hautier, Wei Chen, William Davidson Richards, Stephen Dacek,
Shreyas Cholia, Dan Gunter, David Skinner, Gerbrand Ceder, and Kristin A. Persson. Commentary: The
Materials Project: A materials genome approach to accelerating materials innovation. APL Mater., 1(1):
011002, jul 2013. ISSN 2166-532X. doi: 10.1063/1.4812323. URL http://aip.scitation.org/doi/10.
1063/1.4812323.

Charles Kittel and Paul McEuen. Introduction to solid state physics. John Wiley & Sons, 2018.

Minoru Kusaba, Yoshihiro Hayashi, Chang Liu, Araki Wakiuchi, and Ryo Yoshida. Representation of mate-
rials by kernel mean embedding. Physical Review B, 108(13):134107, 2023.

Yehua Li, Yumou Qiu, and Yuhang Xu. From multivariate to functional data analysis: Fundamentals, recent
developments, and emerging areas. Journal of Multivariate Analysis, 188:104806, 2022.

Ruiyan Luo and Xin Qi. Nonlinear function-on-scalar regression via functional universal approximation.
Biometrics, 79(4):3319–3331, 2023.

Krikamol Muandet, Kenji Fukumizu, Bharath Sriperumbudur, and Bernhard Schölkopf. Kernel mean em-
bedding of distributions: A review and beyond. arXiv preprint arXiv:1605.09522, 2016.

Vladimir Nasteski. An overview of the supervised machine learning methods. Horizons. b, 4(51-62):56, 2017.

Fabian Pedregosa, Gaël Varoquaux, Alexandre Gramfort, Vincent Michel, Bertrand Thirion, Olivier Grisel,
Mathieu Blondel, Peter Prettenhofer, Ron Weiss, Vincent Dubourg, et al. Scikit-learn: Machine learning
in python. the Journal of machine Learning research, 12:2825–2830, 2011.

The Materials Project. The materials project. https://materialsproject.org. Accessed: 2025-02-13.

Ali Rahimi and Benjamin Recht. Random features for large-scale kernel machines. Advances in neural
information processing systems, 20, 2007.

James O Ramsay and Bernard W Silverman. Fitting differential equations to functional data: Principal
differential analysis. Springer, 2005.

Yousef Saad. Ilut: A dual threshold incomplete lu factorization. Numerical linear algebra with applications,
1(4):387–402, 1994.

Fabian Scheipl, Ana-Maria Staicu, and Sonja Greven. Functional additive mixed models. Journal of Com-
putational and Graphical Statistics, 24(2):477–501, 2015.

Bernhard Schölkopf, Ralf Herbrich, and Alex J Smola. A generalized representer theorem. In International
conference on computational learning theory, pp. 416–426. Springer, 2001.

Michalis Titsias. Variational learning of inducing variables in sparse gaussian processes. In Artificial intel-
ligence and statistics, pp. 567–574. PMLR, 2009.

Shahid Ullah and Caroline F Finch. Applications of functional data analysis: A systematic review. BMC
medical research methodology, 13:1–12, 2013.

Pauli Virtanen, Ralf Gommers, Travis E Oliphant, Matt Haberland, Tyler Reddy, David Cournapeau, Evgeni
Burovski, Pearu Peterson, Warren Weckesser, Jonathan Bright, et al. Scipy 1.0: fundamental algorithms
for scientific computing in python. Nature methods, 17(3):261–272, 2020.

Jane-Ling Wang, Jeng-Min Chiou, and Hans-Georg Müller. Functional data analysis. Annual Review of
Statistics and its application, 3:257–295, 2016.

Christopher Williams and Matthias Seeger. Using the nyström method to speed up kernel machines. Advances
in neural information processing systems, 13, 2000.

Andrew Gordon Wilson, Zhiting Hu, Ruslan Salakhutdinov, and Eric P Xing. Deep kernel learning. In
Artificial intelligence and statistics, pp. 370–378. PMLR, 2016.

22

http://aip.scitation.org/doi/10.1063/1.4812323
http://aip.scitation.org/doi/10.1063/1.4812323
https://materialsproject.org


Under review as submission to TMLR

Fang Yao and Hans-Georg Müller. Functional quadratic regression. Biometrika, 97(1):49–64, 2010.

Yuchen Zhang, John Duchi, and Martin Wainwright. Divide and conquer kernel ridge regression. In Con-
ference on learning theory, pp. 592–617. PMLR, 2013.

Appendices

A Details of FLM

In this study, the basis function of FLM, βj(t) (j = 0, . . . , P ) in Eq.41, is modeled as βj(t) =
∑L

i=1 kT (ti, t)θj
i ,

where {t1, . . . , tL} are the kernel centers of kT (t, ·) arbitrarily defined in the Rq space. Consider here the
problem setup described in Section 2.3. The FLM model for the observed data Y (Xi, tij) can then be
expressed as

Y (Xi, tij) =
L∑

l=1
θ0

l kT (tij , tl) +
p∑

n=1

L∑
l=1

xi
nθn

l kT (tij , tl), (i = 1, . . . , N, j = 1, . . . , Ni), (A1)

where Xi = (xi
1, . . . , xi

p)⊤.

Let X ′
i be the augmented vector of Xi given as X ′

i = (1, xi
1, . . . , xi

p)⊤. Using the kernel kT (ti, t), the Ni ×L
matrices Ti (i = 1, . . . , N) are defined in the same way as in Eq.26. Let wi (i = 1, . . . , N) be the Ni ×(p+1)L
matrices given as wi = X ′⊤

i ⊗ Ti and denote
∑N

i=1 Ni = S. Using these matrices, we define the S × (p + 1)L
matrix W as

W =



w1
...

wi

...
wN

 . (A2)

Using W , Eq.A1 can be rewritten as

y = W · θ (A3)

where y = (Y (X1, t11), · · · , Y (X1, t1N1), · · · , Y (XN , tN1), · · · , Y (XN , tNNN
))⊤ ∈ RS ,

and θ = (θ0
1, · · · , θ0

L, θ1
1, · · · , θ1

L, · · · , θp
1 , · · · , θp

L)⊤ ∈ R(p+1)L.

Therefore, the objective function of FLM with a ℓ2 regularization can be written as

min
θ

∥y − W θ∥2
2 + λ∥θ∥2

2, (A4)

where λ is the regularization strength to adjust the influence of ℓ2 regularization.

The optimal solution of Eq.A4 is written as

θ̂ = (W ⊤W + λI(p+1)L)−1W ⊤y, (A5)

where I(p+1)L is a (p + 1)L × (p + 1)L identity matrix.

Because (W ⊤W + λI(p+1)L) is a (p + 1)L × (p + 1)L matrix, the memory requirement of the FLM model is
O((p+1)2L2) in general. Because the number of kernel centers L can be adjusted as desired by the user, the
memory requirement of the FLM model depends on the dimension of covariates p. Although the FLM model
is free to set the kernel centers, in Sections 3.1 and 3.3, the kernel centers were set to the fixed measurement
point set for a fair comparison with the KRFD model.
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B Hyperparameters for KRRs selected by Optuna

Figures B1 and B2 show the histograms of the hyperparameters for the KRRs models selected by Optuna
in Sections 3.1 and 3.3, respectively.

Figure B1: Histograms of the optimal hyperparameter values for the 51 single-task KRR models used in Section 3.1.
The left, middle, and right histograms correspond to the regularization strength α, inverse scale parameter γ, and
type of kernel function defined in X-space kX , respectively.

Figure B2: Histograms of the optimal hyperparameter values for the 470 single-task KRR models used in Section
3.3. The left, middle, and right histograms correspond to the regularization strength α, inverse scale parameter γ,
and type of kernel function defined in X-space kX , respectively.

C Application of KRFD to the reduced dense artificial data

The total sample size of the data used in Section 3.2 was 10,962. In Section 3.1, the total sample size of the
data was 1, 000×51 = 51, 000. To facilitate a performance comparison of KRFD and KRSFD, we performed
a numerical experiment by reducing the size of the KRFD dataset to approximately match that of KRSFD.

The functional data used here were the same as that used in Section 3.1 except that the number of mea-
surement points was reduced from 51 to 11, resulting in a total of 11,000 samples. The 11 measurement
points were prepared by selecting every fifth of the 51 measurement points. Hyperparameter optimization
and KRFD training was performed as described in Section 3.1. The optimal hyperparameter values were
λG = 3.433 × 10−3, λT = 1.446 × 10−3, λM = 4.738 × 10−6, σG = 1.857, σT = 1.490, σM = 6.241, kX =
Gaussian, kT = Laplacian. Table C1 reports the mean and standard deviation of the MAE, RMSE, R2,
and mean R metrics for the five independent experiments with different data splitting. The parity plot of the
predicted and observed values and the histograms of the R values for each input are shown in the left and
right panels of Figure C1, respectively. Examples of individual function predictions for the test samples by
the KRFD model are shown in Figure C2. Comparison of the results in Table C1 with Tables 1 and 2 shows
that the prediction performance of KRFD deteriorated as the data size decreased. However, it consistently
outperformed KRSFD, which used a comparable amount of data, across all performance metrics.
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Table C1: Model performance for the reduced dense artificial data using KRFD.

MAE RMSE R2 mean R
0.267 (±0.008) 0.379 (±0.017) 0.985 (±0.001) 0.975 (±0.003)

Figure C1: Prediction results for the test samples of the reduced dense artificial data using the KRFD model.
The scatter plots and histograms are color-coded in five different colors corresponding to the five independent data
splitting.

Figure C2: Functional predictions for the test samples using KRFD. The gray line shows the true data before adding
observation noise, the red dots show the observed data points, and the light blue line shows the functional predictions.
The title of each figure indicates the actual amplitude, frequency, phase, slope, and intercept values for that input.

D Detailed methodologies for DOS data

D.1 Data processing details for DOS data

In Section 3.3, we attempted to predict the DOS of stable metal compounds using only their chemical
composition information. DOS describes the number of states available at each energy level that electrons
can occupy in a material Kittel & McEuen (2018). It is an essential tool for understanding the electronic
structure of a material, provides key insight into its physicochemical properties, and serves as an important
source of information in the materials discovery process. We obtained the DFT-calculated DOS data for
stable metal compounds from Materials Project (version released on April 21, 2024) Jain et al. (2013);
Project.

The DOS data for stable metal compounds were available for 13,689 compounds, which are discrete data
consisting of energy and density of states at that energy. We normalized the energies for each compound so
that the Fermi energy for each compound took the value of zero. For each compound, these discrete data
were linearly interpolated and constantly extrapolated over a range of energies from -6.5 to 10.5 eV. The
interpolated data were then transformed into dense discrete functional data on 500 evenly distributed grid
points ranging from -6.5 to 10.5 eV. Compounds with a maximum density greater than 500 were considered
outliers and were removed from the dataset. As a result, 13,662 DOS data remained.
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Because the mesh size used in the DFT calculations to obtain the DOS data in the Materials Project was too
small, the DOS data were very noisy. Hence, we smoothed the DOS data for each compound by a moving
average method with a window of 0.6 eV (= 17 data points). Next, to avoid bias at both edges of the data
obtained by the moving average method, the data outside of -6.0 to 10.0 eV were removed. After smoothing,
470 data points remained for each compound. Finally, the DOS data were scaled so that the sum of the
density values of the 470 data points for each compound was 1.

The chemical composition of each stable inorganic compound was converted into a 580-dimensional vector
using the KMD methodology Kusaba et al. (2023). KMD is a method for converting a mixture system
consisting of the features of each constituent element and their mixing ratios into a fixed-length vector using
kernel mean embedding Muandet et al. (2016). In this example, the mixing ratio refers to the chemical
composition and the features of each constituent element refer to the 58 element features (see Table I in
Kusaba et al. (2023) for details).

D.2 Optimization Techniques for Computational Efficiency

The KRFD, FLM, and KRR models were applied for the DOS data. The training and test inputs were
randomly split in a 4:1 ratio. To calculate the standard deviation of the predictions, we prepared five
randomly split training-test datasets. Because both N and L were large in this data, the following measures
were taken to reduce the computational costs for model training and hyperparameter optimization.

For KRFD, the hyperparameters of the models were optimized using Bayesian optimization with Optuna.
This process involved five-fold cross-validation on a randomly selected 50% (N = 5, 465) subset of the
training set from the first training-test dataset among the five randomly split datasets. The number of trials
for optimization was set to 30.

Hyperparameter optimization was performed independently for each KRR corresponding to ti (i =
1, . . . , 470) using Optuna. This process involved five-fold cross-validation of a randomly selected 20%
(N = 2, 186) subset of the training set from the first training-test dataset. The number of trials was
set to 10 for each KRR model.

For FLM, which requires finding the inverse of the (p + 1)L × (p + 1)L matrix as in Eq. A5, we reduced
the dimension of covariates p from 470 to 29 using principal component analysis (PCA) Hotelling (1933) on
the design matrix X. The top 29 components were selected so that the cumulative explained variance ratio
exceeded 90% (the cumulative explained variance ratio was 90.55% at the 29th component). Hyperparameter
optimization was performed using Optuna with the training set (N = 10, 930) from the first training-test
dataset. The number of trials was set to 20.

By setting the hyperparameters to their optimal values, the KRFD, KRR, and FLM models were trained
using the entire training portion (100%) of each of the five randomly split datasets.
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