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Abstract

With rapid progress made in language quali-001
ties such as fluency and consistency via large002
language models (LLMs), there has been in-003
creasing interest in assessing alignment with004
diverse human preferences. Traditional metrics005
heavily rely on lexical similarity with human-006
written references and have been observed to007
suffer from a poor correlation with human eval-008
uation. Furthermore, they ignore the diverse009
preferences of humans, a key aspect in evaluat-010
ing open-ended tasks like story generation. In-011
spired by these challenges, we introduce a per-012
sonalized evaluation framework PERSE to pro-013
vide an interpretable evaluation from an individ-014
ual perspective. PERSE first deduces the spe-015
cific preference from several annotated data and016
then measures the quality based on this prefer-017
ence. Moreover, it offers an interpretable expla-018
nation for its evaluation, such as the score of019
different aspects. Through instruction-tuning020
on 10k data, our 13B LLaMA-2-based PERSE021
shows a 15.8% increase in Kendall correlation022
and a 13.7% rise in accuracy on zero-shot re-023
viewers compared to GPT-4. 1024

1 Introduction025

Large language models (LLMs) have recently026

shown impressive generative capability in many027

generation tasks, gaining rapid improvement in028

language qualities such as fluency and consis-029

tency (Ouyang et al., 2022; Bai et al., 2022; Tou-030

vron et al., 2023). However, evaluating their perfor-031

mance in open-ended generation tasks is still chal-032

lenging because of the diversity of the responses.033

Traditional automatic metrics suffer from the one-034

to-many problem in open-ended generation (Liu035

et al., 2016) and have shown poor correlation with036

human judgment (Krishna et al., 2021; Guan et al.,037

2021). Recently some studies have trained evalua-038

tion metrics on human ratings to better approximate039

1Both datasets and code will be released.

...Ben becomes increasingly worried for his 
mother and reaches out to Jesse and Isabelle 
for support but fails.

I like Plot A because it has an uplifting 
ending. Plot B is sadder. There isn't a happy 
resolution to the story. 

I found Plot B more interesting because it involves a 
family dynamic, which adds a layer of complexity to 
the story. The ending is more relatable and 
empathetic.
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Given the premise: A successful artist 
struggles with the emotional aftermath, 

which story has a better ending?

... hesitantly agrees to the idea and begins 
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the creative process. Plot A
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Instruction

Figure 1: Two human reviewers have distinct preferences of
LLM-generated stories from the same premise.

human judgments (Sellam et al., 2020; Rei et al., 040

2020). However, these metrics mainly focus on ob- 041

jective qualities and ignore subjective assessment, 042

such as surprise (Chhun et al., 2022) or interesting- 043

ness (Bae et al., 2021). 044

The subjective evaluation metrics are highly af- 045

fected by diverse human preferences. For exam- 046

ple, Figure 1 demonstrates two stories generated 047

by Yang et al. (2023) from the same premise. Al- 048

ice prefers Plot A for its uplifting ending while 049

Bob favors Plot B because of the plot complexity 050

and empathetic ending. This underscores the im- 051

portance of an automatic personalized evaluation 052

metric that can assess model generation based on 053

different preferences. However, it is costly for each 054

reviewer to provide a large number of personalized 055

examples to demonstrate their preferences, making 056

it infeasible to train a separate evaluation model for 057

each reviewer and generalize the existing metric to 058

unseen reviewers. 059

Furthermore, the subjectiveness also makes the 060

evaluation score more difficult to understand. Au- 061

PEL (Wang et al., 2023) introduces personalization 062
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as one of the evaluation aspects to compare two063

inputs without any explanation. The lack of trans-064

parency hinders the trustworthiness and reliability065

of evaluation and makes it difficult to assist in the066

development of generative models (Leiter et al.,067

2022). Thus, the key challenge of personalized068

evaluation is how to model an unseen reviewer’s069

preference from the limited annotated personalized070

examples and give an interpretable evaluation.071

In this paper, we introduce an LLM-based072

PERsonalized Evaluation model (PERSE) to cap-073

ture an unseen reviewer’s preference with a few074

annotated reviews. It infers the specific prefer-075

ence from the limited annotations from this in-076

dividual and provides a personalized evaluation077

from the individual’s perspective. PERSE pro-078

vides a score and the corresponding explanation079

or a multi-aspect analysis to make the assessment080

more interpretable. To avoid the over-alignment of081

common human preferences caused by reinforce-082

ment learning from human feedback (RLHF)(Kirk083

et al., 2023), we collect the different responses from084

various users for the same query to construct per-085

sonalized instruction data. We fine-tune PERSE086

from LLaMA-2 (Touvron et al., 2023) on the per-087

sonalized data to enhance their capability to align088

with a specific preference. Compared with GPT-089

4, PERSE achieves a 15.8% higher Kendall cor-090

relation in individual personalized evaluation of091

movie plot generation and a 13.7% higher accu-092

racy in comparative evaluation of story generation093

on zero-shot reviewers. Our contributions can be094

summarized as below:095

• We develop a personalized evaluation model096

PERSE to provide personalized evaluation for097

zero-shot reviewers with a few annotated re-098

views. By instruction-tuning on personalized099

data, PERSE significantly outperforms GPT-4100

on both movie and story evaluation.101

• PERSE provides an interpretable personalized102

evaluation for both pointwise evaluation and pair-103

wise comparison. It can provide a detailed expla-104

nation for the overall score or evaluate the output105

from multiple aspects.106

• We conduct a comprehensive analysis of per-107

sonalized evaluation. We discover that general108

LLMs (like LLaMA-2 or GPT-4) tend to be cau-109

tious when providing negative reviews, leading110

to a failure to align with personal preferences.111

However, when instruction-tuned with personal-112

ized data, even a weak LLM can outperform a113

strong one in aligning with a specific preference. 114

2 Related Work 115

Evaluation Metrics for Text Generation Many 116

automatic metrics can be briefly divided into 117

reference-based and reference-free metrics. 118

Reference-based metrics evaluate the similarity 119

between the reference and the model output based 120

on lexical overlap (Papineni et al., 2002; Lin, 121

2004) or embedding distance (Zhang et al., 2019; 122

Zhao et al., 2019). Meanwhile, reference-free 123

metrics directly measure the quality of the model 124

output without any reference. Usually, they are 125

trained to evaluate generation from an overall 126

perspective (Guan and Huang, 2020; Ghazarian 127

et al., 2021) or along multiple axes (Chen et al., 128

2022; Xie et al., 2023). Recently, researchers 129

have explored using large language models in 130

evaluation metrics, such as GPTScore (Fu et al., 131

2023), GEMBA (Kocmi and Federmann, 2023), 132

and InstructScore (Xu et al., 2023). However, these 133

metrics mainly focus on objective qualities, where 134

pre-trained language models have achieved great 135

performance. In this paper, we explore LLM-based 136

evaluators to evaluate how the generation aligns 137

with personal preferences. 138

Human Evaluation for Generation Human 139

evaluation is also used to evaluate different aspects 140

of text quality, such as coherence (Xu et al., 2018; 141

Peng et al., 2018), relevance (Yang et al., 2023, 142

2022; Jhamtani and Berg-Kirkpatrick, 2020), in- 143

terestingness (Bae et al., 2021) and so on. To 144

comprehensively cover all aspects, Chhun et al. 145

(2022) suggested 6 human criteria for the story: 146

relevance, coherence, empathy, surprise, engage- 147

ment, and complexity. However, they showed that 148

the inter-annotator agreement of human evaluation 149

on these subjective aspects is low. Karpinska et al. 150

(2021) also highlighted the perils of crowdsourced 151

human judgments from Amazon Mechanical Turk 152

due to under-qualified workers and lacking repro- 153

ducibility details. 154

Personalization in Text Generation and Eval- 155

uation Personalization has been well studied in 156

many recommendation systems (Das et al., 2007; 157

Xu et al., 2022) and search applications (Croft et al., 158

2001; Shi et al., 2023). Recently, researchers have 159

also highlighted its importance in natural language 160

processing (Flek, 2020; Dudy et al., 2021). Several 161

recent studies have investigated LLMs’ capabili- 162

ties in capturing personalization (Chen et al., 2023; 163
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Figure 2: PERSE. The reviewer’s preference is inferred from their prior reviews. We demonstrate the review-based evaluation in
the individual setting and the aspect-based evaluation in the pairwise setting. The reviewer profiles cu are in green and the input
x is in orange.

Kang et al., 2023; Salemi et al., 2023) or prompt-164

ing for personalized recommendations (Lyu et al.,165

2023; Chen, 2023; Li et al., 2023). Wang et al.166

(2023) introduces personalization score as one of167

the evaluation aspects and uses LLMs as evaluators.168

In this paper, we propose a fine-grained personal-169

ized evaluation model, which not only outputs a170

numerical score but also a detailed explanation.171

3 PERSE: Personalized Evaluation Model172

We propose an LLM-based personalized evalua-173

tion model (PERSE) that delivers an interpretable174

evaluation from a particular reviewer’s viewpoint175

without knowing the gold review.176

Problem Formulation For the reference-free177

personalized evaluation, the quality y of the input178

x is assessed from the perspective of a specific re-179

viewer u. The personalized evaluation model learns180

the mapping of M(x, u) → y. For the interpretable181

evaluation, an optional explanation a of the score is182

given. In this paper, we define the reviewer’s profile183

cu = {(x(1)
u ,a

(1)
u ,y

(1)
u ), (x

(2)
u ,a

(2)
u ,y

(2)
u , · · · } as184

a series of annotated personalized reviews. x(i)
u and185

y
(i)
u are the i-th input and its score of the reviewer186

u, and a
(i)
u is the explanation from the reviewer. To187

simplify, We assume the reviewer’s preferences are188

consistent within the review time frame.189

As demonstrated in Figure 2, PERSE can pro-190

vide a personalized review for the individual and191

pairwise evaluations. x is a single input in the192

point-wise evaluation while it is the concatenation193

of the paired input in the pairwise evaluation. In-194

spired by human evaluation in the open-ended gen-195

eration, we set up two types of interpretable eval- 196

uation: review-enhanced and aspect-enhanced 197

evaluation. The review-enhanced evaluation pro- 198

vides an additional review as the explanation of 199

the score, while the aspect-enhanced evaluation 200

includes the score from multiple aspects. 201

In the review-enhanced evaluation, the numer- 202

ical score y is calibrated to the range of 1 to 10 203

and is viewed as a single token. We use chain-of- 204

thought (Wei et al., 2022) to make PERSE first gen- 205

erate the review a and then output the score y based 206

on it, which can be denoted by y = M(x, cu,a) 207

and a = M(x, cu). For aspect-enhanced evalu- 208

ation, we pre-define a set of multiple aspects A 209

based on the task requirements. For each aspect 210

a ∈ A, we add the aspect to the instruction and 211

prompt the model with y = M(x, cu,a). By mod- 212

eling the aspect in the prompt, we can use one 213

unified model for all aspects and it can easily gen- 214

eralize to more aspects. 215

LLM-based Evaluation We reformulate the 216

personalized evaluation as a generative task and 217

prompt the model to generate the score y and 218

the explanation a of the input x based on the re- 219

view profile cu, where a is a review text in the 220

review-enhanced evaluation and the fine-grained 221

aspect in aspect-enhanced evaluation. There- 222

fore, it can be represented as: M(x, cu,a) = 223∏T
t=0 p(yt|ρ(x, cu,a),y<t). T is the length of 224

generated evaluation y. ρ is a prompt template that 225

maps the reviewer’s profile, input, and explanation 226

a into a single instruction. 227

Personalized Instruction Tuning We construct 228

instruction data for personalized alignment. The 229
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instruction consists of the profile cu and the query230

x. The target output is a personalized response231

y to the query based on the profile. For each232

query x ∈ Xtr, we collect responses from dif-233

ferent users u ∈ Utr. For evaluation, the query234

space Xtr consists of instructions for the point-235

wise or pairwise evaluation on open-ended gen-236

eration. The user space Utr is composed of dif-237

ferent reviewers. The profile is defined as their238

prior annotation. For reviewers with multiple anno-239

tated reviews cu = {(xu,au,yu)|x ∈ Xprior},240

we randomly sample k reviews cuk
as the pro-241

file. There is no overlap between the prior anno-242

tations Xprior} and the training queries Xprior}.243

Therefore, the personalized dataset can be rep-244

resented as Dk = {{x, cuk
,yu}|x ∈ Xtr, u ∈245

Utr, cuk
⊆ cu}. The training objective is L =246

−
∑T

t=0 log p(yt|ρ(x, cu),y<t). Our dataset con-247

struction and the prompts we used are detailed in248

Appendix A.2.249

4 Experiment Setup250

To align the LLMs with specific personal prefer-251

ences, we create several personal instruction data252

and fine-tune the LLaMA-2 chat version on it. We253

investigate the influence of contamination in LLM-254

based evaluation (Appendix A.1) and reproduce255

two personalized evaluation datasets from the ex-256

isting dataset to alleviate the contamination (Ap-257

pendix A.2). We list the brief introduction of the258

two datasets in Section 4.1. In Section 4.2 we de-259

scribe the implementation of PERSE and several260

baselines. More details on the training can be found261

in Appendix B.262

4.1 Datasets263

Per-MPST We modify the movie review dataset264

MPST (Kar et al., 2018, 2020) for personalization.265

Each review includes a review text and a score266

from 1 (lowest) to 10 (highest). We anonymize267

the character and location names in the raw story268

and summarize it to alleviate the influence of the269

contamination issue. We then group reviews by270

reviewer ID and remove reviewers that have fewer271

than 6 reviews. For each reviewer, we sample dif-272

ferent numbers of the prior reviewers (k = 1 to 5)273

as the profile. Due to the limited context length274

of LLaMA-2, we limit the maximum length of the275

prompt to 2500 words (about 4k tokens).276

Per-DOC We use human evaluation results on277

system generated stories from Yang et al. (2023).278

There are 7000 unique examples from 403 an- 279

notators. Each example consists of two plots 280

generated from the same premise. The annota- 281

tors were asked to answer various questions and 282

choose their preferred plot for each question. We 283

derive five subjective aspects from the original 284

questions: Interestingness (I), Adaptability 285

(A), Surprise (S), Character Development (C), 286

and Ending (E). Interestingness focuses on the 287

appeal of the overall narrative; Surprise indi- 288

cates unexpected elements or twists in the plot; 289

Character development evaluates the emotional 290

and personal connection between characters and 291

events; Ending is about satisfaction or apprecia- 292

tion of the ending, and Adaptability measures 293

the probability of further developing the story. We 294

use the worker ID to cluster the annotations. Sim- 295

ilarly, we removed annotators with fewer than 2 296

annotations. We keep k = 1 for the reviewer pro- 297

file due to the length limitation. 298

We split the dataset into training and validation 299

by 9:1 based on the identification of reviewers. The 300

training set is used to create the personalized in- 301

struction data, while the validation set is used for 302

inference. Reviewers in the validation set are un- 303

seen during the finetuning phase. The model is 304

required to infer the preference of a zero-shot re- 305

viewer and evaluate based on this preference. 306

4.2 Experimental Setting 307

We implement PERSE based on LLaMA-7b-chat 308

and LLaMA-13b-chat, tuning them on the personal- 309

ized instruction data created from the training set of 310

Per-MPST and Per-DOC. In our main experiments, 311

we use k = 3 for Per-MPST and k = 1 for Per- 312

DOC. For inference, we set the temperature to 0.8 313

and limit the maximum generation length to 600. 314

We report Pearson, Spearman, and Kendall-Tau 315

correlation coefficients to measure the agreement 316

between human scores and the generated scores 317

for each content-reviewer pair (x, u) in point-wise 318

evaluation. For comparative evaluation, we view 319

each aspect as a binary classification and report the 320

accuracy for the (content, reviewer, aspect) tuple. 321

Baseline We set up a simple baseline that di- 322

rectly uses the average scores from prior reviews as 323

the prediction. For Per-DOC, since we only have 324

one comparison in the instruction (k = 1), we di- 325

rectly use this answer as the output. On Per-MPST, 326

we add baseline matrix factorization (MF) (Ko- 327

ren et al., 2009), which is commonly used in rec- 328

ommendation systems. The main idea is to rec- 329
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Table 1: Statistics of Per-MPST and Per-DOC. Length is the number of words in the instruction, which includes the instruction
template, reviewer preference, and plot query. I, A, S, C, and E stand for Interestingness, Adaptability, Surprise,
Character Development, and Ending. k is the number of reviews; we fix k = 1 for Per-DOC due to the length.

Per-MPST Per-DOC (k = 1)

k=1 k=2 k=3 k=4 k=5 I A S C E

Train
# Reviewers 1412 1394 1385 1369 1336 172 171 156 160 155
# Example 13254 13940 13794 13480 12041 1985 1856 1722 1785 1574
Avg. Length 868.9 1235.2 1600.3 1964.0 2123.3 2410.9 2413.7 2411.7 2409.8 2409.6

Valid
# Reviewers 92 92 92 92 92 18 18 15 18 15
# Example 915 920 920 906 833 234 224 161 162 173
Avg. Length 857.9 1237.1 1597.2 1956.1 2108.4 2402.9 2399.2 2408.4 2421.4 2404.3

ommend products based on the similarity of the330

user and the product. These two baselines do not331

have an interpretable explanation for their evalua-332

tion. On Per-DOC, both plot pairs and the annota-333

tors of the validation set have no overlapping with334

the training set, so the matrix factorization cannot335

apply to this setting. We also evaluate the zero-336

shot capability of LLMs, including the pre-trained337

LLaMA-2-chat from 7b to 70b and GPT-4, with338

the same prompts and generation configurations.339

5 Results and Analysis340

We demonstrate the review-enhanced evaluation in341

the individual setting on Per-MPST and the aspect-342

enhanced evaluation in the pairwise personalized343

setting on Per-DOC.344

5.1 Main Results345

Table 2: Pearson, Spearman, and Kendall correlations with
human ratings for each (x, u) pair on Per-MPST. We use
three reviews (k = 3) to represent reviewers’ preferences. All
results have a p-value less than 0.05. PERSE-7b is comparable
to GPT-4 and PERSE-13b significantly outperforms GPT-4.

Pearson Spearman Kendall

MF 0.308 0.313 0.269
Simple Baseline 0.301 0.302 0.230

LLaMA-2-7b 0.146 0.117 0.094
LLaMA-2-13b 0.172 0.182 0.147
LLaMA-2-70b 0.214 0.232 0.181
GPT-4 0.315 0.312 0.253

PERSE-7b 0.307 0.329 0.263
PERSE-13b 0.345 0.368 0.293

Review-enhanced Evaluation As shown in Ta-346

ble 2, PERSE-13b significantly outperforms all347

baselines on correlations with unseen reviewers,348

and PERSE-7b is comparable to GPT-4. In par-349

ticular, PERSE-13b achieves a typical high 0.345350

Pearson correlation between its predictions and hu-351

man scores, indicating that our model effectively352

Table 3: The comparison of the generated review and the
human-written review on Per-MPST. A higher score indicates
a better alignment between the generation and the human
reference. The reviews generated by PERSE are more similar
to the human-written reviews.

BLEU ROUGE BERTScore BARTScore

LLaMA-7b 2.213 0.253 0.829 -9.049
LLaMA-13b 2.847 0.262 0.833 -9.228
LLaMA-70b 3.014 0.256 0.832 -8.538
GPT-4 3.040 0.252 0.831 -6.853

PERSE-7b 3.988 0.292 0.834 -6.741
PERSE-13b 4.108 0.294 0.834 -6.577

captures the reviewer’s preference from the given 353

reviews. On the other hand, the results show that it 354

is difficult for LLMs to directly infer the reviewer’s 355

preference without instruction-tuning. All LLaMA- 356

2 baselines underperform the traditional baselines 357

such as average or MF. This observation is con- 358

sistent with Kang et al. (2023) who show that 359

pre-trained LLMs struggle to understand reviewers’ 360

preferences and use them for a personalized score. 361

However, the traditional baselines lack an inter- 362

pretable review to explain their decision, hindering 363

their applications in analyzing detailed model per- 364

formance. We believe one possible reason is that 365

both the pre-training phase and RLHF are aligning 366

the model towards more objective and common hu- 367

man values, hindering personalization. This is also 368

observed by Kirk et al. (2023) who claims that the 369

aggregate fine-tuning process may not well repre- 370

sent all human preferences and values. However, 371

we observe that with targeted instruction-tuning on 372

only a few training data, LLMs can effectively infer 373

personalized preferences and align with them. 374

One of the disadvantages of the score-based 375

evaluation is that they do not provide an inter- 376

pretable explanation for their scores, such as the 377

simple baseline and MF method. The lack of trans- 378

parency makes the assessment less reliable. Thus, 379
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Table 4: Fine-grained prediction accuracy for each (x, u,a) on Per-DOC with k = 1. PERSE-7b and PERSE-13b were trained
on all aspects. PERSE outperforms all baselines in all aspects. The p-value for t-test are smaller than 0.05.

Interestingness Adaptability Surprise Character Ending Average

Simple Baseline 0.466 0.478 0.460 0.469 0.515 0.477

LLaMA-2-7b 0.466 0.491 0.453 0.481 0.503 0.479
LLaMA-2-13b 0.422 0.451 0.477 0.481 0.517 0.470
LLaMA-2-70b 0.517 0.507 0.431 0.505 0.545 0.501
GPT-4 0.502 0.496 0.596 0.506 0.543 0.529

PERSE-7b 0.572 0.565 0.619 0.565 0.560 0.576
PERSE-13b 0.621 0.570 0.616 0.607 0.597 0.602

we further investigate how the interpretable re-380

views generated by PERSE align with the human-381

written reviews. We present the results on Per-382

MPST in Table 3. We use two common lexical-383

similarity-based metrics, BLEU (Papineni et al.,384

2002) and ROUGE (Lin, 2004), and two model-385

based metrics, BERTScore (Zhang et al., 2019)386

and BARTScore (Yuan et al., 2021) to measure the387

generation quality 2. We can see that PERSE-7b388

and PERSE-13b outperform other baselines on all389

metrics. It indicates that PERSE can better model390

the preference of a specific reviewer and generate391

a personalized review from this perspective.392

Aspect-enhanced Evaluation We present the393

accuracy in Table 4. Our PERSE achieves the best394

performance in all aspects. Compared to PERSE-395

13b, PERSE-7b achieves comparable performance396

on Surprise but lags behind on other aspects. For397

baselines, the pre-trained LLaMA only achieved398

comparable performance with the simple baseline,399

with around 50% accuracy on most aspects. One400

possible reason for the poor performance is that401

we only have k = 1 review due to the context402

length limitation, making it more difficult to cap-403

ture the preference. Meanwhile, GPT-4 does better404

in capturing Surprise than other LLM baselines405

but does not show advantages in other aspects.406

5.2 Analysis407

Here, we show some additional experiments to in-408

vestigate personalization modeling in LLMs. More409

experiments are in Appendix C.410

PERSE achieves a higher correlation with411

more reviews. We explore how many reviews are412

required to establish the reviewer’s preference in413

Figure 3. For PERSE-7b and PERSE-13b, we414

train the models on different subsets of Per-MPST415

as shown in Table 1. k = 0 indicates that there416

2We use ROUGE-1 here. BARTScore is negative because
it uses the average log-likelihood of the fine-tuned BART as
the score.

are no personalized examples in the instruction, 417

which is a baseline for evaluation without personal- 418

ization. We randomly selected a score between 1 419

to 10 for the simple baseline for k = 0. The poor 420

performance on k = 0 for all baselines suggests 421

that an overall score does not work for evaluation. 422

When we increase the number of reviews, it is eas- 423

ier for PERSE-13b to capture the reviewer’s pref- 424

erence. However, for weaker baselines such as pre- 425

trained LLaMA-2, they fail to benefit from more 426

reviews. Furthermore, the simple average base- 427

lines also drop after 4 reviews. This indicates that 428

although more reviews provide more information 429

about the reviewer, it also increases the complexity 430

of the context and may introduce noise. Therefore, 431

if not limited by the context length, we suspect that 432

the performance of PERSE-13b will also drop af- 433

ter achieving its maximum capability of inferring 434

from complicated context with potential noise. 435

Figure 3: Kendall correlation on Per-MPST with different
numbers of reviews (k) in reviewer history. Having more
reviews benefits PERSE-13b, but the increased complexity
may harm the performance of LLaMA.

More reviews improve the robustness of 436

PERSE. Previous studies have shown that large 437

language models are sensitive to the example or- 438

der (Lu et al., 2022). Moreover, the assumption 439

that the preference is constant during these reviews 440

may not hold in a real scenario. Therefore we ran- 441

domly shuffle the reviews and test for three times 442
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Figure 4: Kendall correlation on Per-MPST with different
orders of reviews. The shadow indicates the variance while
the line is the average performance among three trials. PERSE
is more stable than baselines.
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Figure 5: Accuracy of the unified models and individual mod-
els on Per-DOC. The unified models improve performance in
most cases.

to mitigate the potential influence of example order.443

We demonstrate the average performance with lines444

and the standard deviation by shadow regions in445

Figure 4. We can see that PERSE-13b stably out-446

performs other baselines on average. Furthermore,447

more reviews increase the robustness of PERSE448

to the order change, indicated by a smaller shadow449

region. It shows PERSE successfully captured the450

implicit reviewer’s preference from these reviews.451

In contrast, the pre-trained LLaMA-2 are sensitive452

to the order, with a larger variance shadow.453

Joint training benefits the individual aspects.454

We investigate the influence of joint training of455

different aspects on Per-DOC by training an in-456

dividual model on each aspect and comparing457

the performance. As illustrated in Figure 5, the458

performance in most aspects is enhanced by the459

joint training, where the models are exposed to460

more data, i.e., different aspects can benefit each461

other. For example, the performance of capturing462

Interestingness and Surprise, and evaluation463

of the quality of Ending are weaker under the in-464

dividual setting, but are enhanced by other aspects465

Table 5: The ablation study on the review content on Per-
MPST. We utilized three reviews (k = 3) to represent the
reviewer’s preferences. The results are the average of three
replicate experiments with p-values less than 0.05. Removing
review content leads to performance degradation.

Pearson Spearman Kendall

LLaMA-2-7b 0.123 0.130 0.104
w/o content -0.007 -0.002 -0.005

LLaMA-2-13b 0.163 0.191 0.154
w/o content -0.039 -0.035 -0.028

PERSE-7b 0.322 0.340 0.272
w/o content -0.088 -0.064 -0.057

PERSE-13b 0.381 0.378 0.301
w/o content -0.088 -0.069 -0.057

during the joint training, resulting in significant 466

improvement. For separate models, they are better 467

at capturing the preference for Adaptability and 468

Character Development. We hypothesize that 469

these two aspects are related to the setting of the 470

plot, which is more structured. This may lead to 471

a clearer preference that is easier to capture with 472

single-aspect data. 473

The review text in profile helps PERSE infer 474

preferences. We also investigate the role of review 475

text in the reviewer profile in PERSE. We removed 476

the review text aui in the reviewer profile cu and 477

retrained the model. The results are shown in Table 478

5. We can observe that for all models the perfor- 479

mance degraded after removing the detailed review 480

content. This highlights the importance of incor- 481

porating the explanation of the review score when 482

evaluating the story, especially for unseen review- 483

ers. This performance decrease is more significant 484

for pre-trained LLaMA models because they are 485

more sensitive to the prompts. 486

GPT-4 tends to be nice and general. In Figure 487

6 we show an example from Per-MPST. From the 488

annotated reviews, we can see that this reviewer is 489

critical about the plots, and especially cares about 490

the novelty. However, even given this reviewer’s 491

preference, GPT-4 predicts a positive review, which 492

may be caused by alignment towards safety or 493

harmlessness. LLaMA-2-70b is stricter but gives 494

a score of 4. PERSE cares more about the steady 495

terribleness and only gives 3, which is more con- 496

sistent with this reviewer’s true score. Moreover, 497

from the review preference, we find that, unlike 498

most people, this reviewer does not pay much at- 499

tention to complicated themes. However, GPT-4’s 500

"one-size-fits-all" evaluation offers a high score for 501

this theme. PERSE cares more about the visual 502

preference of this reviewer, giving a more reviewer- 503
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Review Preference

Plot Query

[Review] I'm just not sure if it all adds up to a compelling story. I mean, the characters are pretty one-dimensional, and the plot feels 
like it's all over the place. [Score] 4

PerSE Response

[The Start of Plot 0]
A newscast is shown about a year after a prehistoric piranha attack on Lake Victoria. The lake is now uninhabitable, and the town has 
been abandoned due to the drying up of the main revenue source, tourism...
[The End of Plot 0]
[Review] Quote The Hoff: Welcome to rock-bottom.. features everything that gives horror ‚ as well as sequels in general ‚ a bad 
reputation [Score] 3
[The Start of Plot 1]
Evelyn Summers is a shy and unattractive but intelligent girl who likes witchcraft and has a crush on Bill Natolly, her handsome English 
teacher...
[The End of Plot 1]
[Review] honey, I think we should see other people... Dont you just hate it when this happens? Now that you finally found yourself a 
gorgeous looking high school sweetheart, she turns out to be a murderous witch, capable of making you eat glass beer bottles with the 
touch of her hand! [Score] 5

Professor Jack Hanson and his colleagues go to the Gibraltar ice shelf to take ice core samples and discover evidence of global warming 
via a presentation to the UN that is poorly received. However, when multiple buoys in the North Atlantic show a sharp drop in ocean 
temperature, Professor Christopher Rapson believes Jack's theories and works with him to build a forecast model....
At the US refugee camp in Austinia, President Elizabeth Blake dies when her motorcade is caught in the superstorm, and Vice President 
Elizabeth James Becker becomes the new president. The next morning, Sam's group realizes the storm is over, and they begin their
journey to the evacuation center.

GPT4 Response 

[Review] This film offers a chilling, literally and metaphorically, journey into the devastating effects of global warming, a pressing issue 
that's often brushed aside... Nonetheless, the film effectively uses the fear of the unknown future of our planet to craft an engaging 
narrative. [Score] 7

LLaMA-2-70b Response 

[Review] I really am amazed at how steadily and consistently terrible the movies are. Oh well, at least the disaster itself was kind of cool 
to watch, although even that had its flaws and clearly visible budget restrictions. Too bad they didn’t spend a little more money on it, 
and actually make it a decent movie. [Score] 3

Reference
[Review] I mean, you can’t judge a film negatively because its far fetched. The whole thing may be scientifically unjustified, but it has to
remain a little appealing to the audience, no? The dreadfulness of this film lies in the same old, disastrous cliche that keep on getting 
repeated over and over again. [Score] 2

Figure 6: An example for evaluating the individual story from the given reviewer’s preference. The reference is the ground-truth
reviews given by this reviewer. Some content has been abridged due to space considerations. More cases are shown in the
Appendix C.

specific rating. This indicates that PERSE can504

better evaluate stories based on personalized pref-505

erences rather than a general and nice evaluation506

principle without any personalized preference.507

6 Conclusion and Discussion508

In this paper, we focus on the personalized eval-509

uation of open-ended generation. We introduce510

PERSE, an LLM-based personalized evaluation511

model that can provide an interpretable evaluation512

from the perspective of an unseen reviewer. It in-513

fers an unseen reviewer’s preference based on a514

few annotated reviews and aligns its evaluation to-515

ward this preference. Besides the score, it also516

provides a detailed explanation (such as a review or517

multi-aspect comparison) for its evaluation, mak-518

ing it more interpretable. By instruction-tuned on519

personalization data, the LLaMA-2-based PERSE520

outperforms GPT-4 in both individual and pairwise 521

settings. The comprehensive analysis of the per- 522

sonalized evaluation highlights the importance of 523

personalized finetuning to avoid the over-alignment 524

with common human values by RLHF. 525

There are various potential practical applications 526

of our personalized evaluation model PERSE. For 527

example, PERSE could be used in content gener- 528

ation systems, such as creating personalized dia- 529

logues or stories. Online platforms could use it for 530

personalized review and recommendation systems, 531

providing more nuanced and user-specific evalu- 532

ations of products or services. To conclude, our 533

study paves the way for more personalized and ac- 534

curate assessments in the continually evolving field 535

of AI technology, hence significantly contributing 536

to various sectors. 537
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Limitation538

While this research makes notable strides in ad-539

dressing the challenge of personalized evaluation,540

it is not without its limitations. For example, we541

assume that the preference is consistent within the542

prior reviews, which may not reflect the preference543

change in real-world scenarios. It would be inter-544

esting to model the preference shift over time and545

evaluate the context based on potential future pref-546

erences. Additionally, the current context length of547

large language models limits the number of reviews,548

which might affect the comprehensive understand-549

ing of a reviewer’s preference. However, with the550

development of large language models with longer551

context windows, we believe that more reviews can552

be utilized for better modeling of the reviewer’s553

preference. Furthermore, we show that with in-554

struction tuning on personalization data, the small555

LLaMA-2 can outperform the larger GPT-4. More556

exploration can be done in large-scale LLMs to see557

the scalability of our method.558

Ethics Statement559

As we conduct extensive research to enhance and560

personalize the capabilities of Large Language561

Models (LLMs) such as the PERSE presented in562

this paper, we are ever-conscious of the ethical563

implications of our work.564

One ethical concern is to ensure fairness and565

avoid potential bias in the personalization of LLMs.566

While PERSE aims to evaluate content based on in-567

dividual preferences, we carefully construct the in-568

struction data to alleviate the potential undesirable569

behaviors during the finetuning. We also enhance570

the transparency of the personalized evaluation by571

introducing interpretable metrics, as suggested in572

Kirk et al. (2023).573

The other ethical consideration relates to privacy574

and consent. The two datasets Per-MPST and Per-575

DOC are reproduced from the existing publicly576

released datasets MPST (Kar et al., 2018, 2020) and577

DOC (Yang et al., 2023)under their licenses. They578

are sourced ethically and the privacy of individuals579

is always respected. All data used is aggregated580

and anonymized to safeguard personal information.581

In conclusion, while the PERSE holds tremen-582

dous potential for fostering personalized human-AI583

interaction, careful consideration must be given584

to the ethical implications of its development and585

usage. We remain committed to conducting our re-586

search responsibly, adhering to ethical guidelines,587

to ensure that our contributions to AI advancements 588

promote transparency, fairness, and respect for pri- 589

vacy. 590
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A More details about Personalization863

Dataset864

There are two main challenges in constructing per-865

sonalized evaluation datasets. First, it is difficult866

to collect preference labels for a long context. It867

requires the reviewer to identify their preferences868

first and read the whole context to provide a review.869

This process is time-consuming and costly. The870

second challenge is these online movies and re-871

views have been implicitly exposed to the training872

phase of many LLMs. This contamination prob-873

lem may lead to evaluation bias for LLM-based874

evaluation models.875

A.1 Contamination in evaluating existing876

stories877

Many online stores have been exposed to LLMs878

during pretraining, which may lead to bias dur-879

ing evaluation. We first investigate how such con-880

tamination affects LLMs when evaluating general881

stories. We use average movie ratings from the882

non-commercial IMDB dataset,3 containing plots883

evaluated by thousands of reviewers with scores884

ranging from 1 to 10. We let GPT-4 evaluate the885

movie plot and ask it to identify the movie title to886

check the memorization.887

We consider a movie to be “known” by GPT-888

4 if the title is correct, and split the results into889

three groups based on memorization status: GPT-4890

knows both plots, knows one, or knows neither. We891

calculated prediction accuracy (Accu.), consistency892

(Cons.), and bias first within each group. Consis-893

tency measures how many judgments are consistent894

after changing the order in which the two plots are895

presented. Bias first is defined as an inappropri-896

ate preference for the first one. It is calculated by897

subtracting the percentage where GPT-4 favors the898

first plot by the true percentage of the first.899

We investigate the memorization problem in two900

settings: the pointwise evaluation is to predict a901

score (1 to 10) for a single story, and the pairwise902

evaluation is to compare two plots.903

Pairwise evaluation We create 200 movie pairs,904

where each pair consists of two movie plots whose905

ratings differ by 1 point. We ask GPT-4 to identify906

the titles and then conduct a pairwise comparison907
4. Results on the original IMDB movie plots are908

3https://developer.imdb.com/
non-commercial-datasets/

4We used the gpt-4-0613 version from https://openai.
com/gpt-4 with default settings.

reported in the ‘Raw’ rows of Table 6. We can 909

see that GPT-4 knows at least one of the movies 910

in the pair. Moreover, if GPT-4 knows exactly one 911

of the two plots, it is more consistent in its judg- 912

ment and has a lower position bias. We find it 913

is because GPT-4 tends to choose the known plot. 914

To alleviate the effect of memorization, we ask 915

GPT-4 to identify the characters and local names 916

in the plot and randomly replace them with simi- 917

lar names, (‘Anonymized’ in Table 6); doing so 918

reduces the percentage of both known pairs by 919

18%. However, 96% of pairs still have at least one 920

known plot. Therefore, we further summarize the 921

anonymized plot (‘Summarized’), reducing both 922

known to 42.5% and increasing neither known to 923

23.5%. In all three groups, the summarized plots 924

have the highest consistency and lowest position 925

bias. Moreover, compared to the other two groups, 926

neither known group exhibits much lower accuracy 927

despite keeping the main plot points, indicating 928

that memorization can result in misleadingly high 929

performance in evaluation. 930

We further calculate the ‘Bias Known’ on the 931

‘One known’ group by subtracting the percentage 932

that GPT-4 favors the known plot by the true per- 933

centage where this plot is better. In Table 7, we 934

can see that for all raw, anonymized, and summa- 935

rized plots, GPT-4 has an obvious tendency for the 936

known plot when it can identify one of the plot 937

pairs. This tendency is more obvious in the sum- 938

marized plots. We suppose it is because, with the 939

data processing, the uncertainty of the prediction 940

increases. It makes the model more conservative, 941

believing in what it has known. However, GPT-4 942

also shows high consistency and low position bias 943

on the ‘neither known’ group (see Table 6), indi- 944

cating that when facing two novel stories, it can 945

get rid of the effect of memorization and evaluate 946

based on the plots. 947

Pointwise evaluation We also investigate the 948

influence of memorization on pointwise evaluation. 949

Similarly, we ask the GPT-4 to identify the movie 950

title and give a score (1 to 10) for this plot. We 951

divide the results into ‘Known’ and ‘Unknown’ ac- 952

cording to the success of the title identification. 953

We calculate the correlation between the predic- 954

tion scores and the average scores in IMDB. The 955

results are shown in Table 8. The percentage of 956

known significantly decreases after anonymization 957

and summarization, indicating the effectiveness of 958

alleviating memorization issues. Although the cor- 959

relation on known plots is very high, it drops after 960
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Table 6: GPT-4 in comparing two movies. The plot with the correct predicted title is viewed as a known plot by GPT-4. Cons. is
the percentage of consistent results when swapping the order. Bias First is the percentage where GPT-4 favors the first answer
more than the ground truth. Percent is the percentage of each story type (raw/anonymized/summarized) recognized as ‘both
known’, ‘one known’, or ‘neither known’. Overall, memorization leads to greater position bias and lower consistency.

Accu. ↑ Cons. ↑ Bias First ↓ Percent

Both
Known

Raw 0.714 63.0% 16.5% 91.0%
Anonymized 0.712 60.7% 17.8% 73.0%
Summarized 0.753 73.4% 12.9% 42.5%

One
Known

Raw 0.778 78.9% -11.1% 9.0%
Anonymized 0.804 71.7% -6.5% 23.0%
Summarized 0.632 82.4% 1.5% 34.0%

Neither
Known

Raw / / / 0.0%
Anonymized 0.500 62.5% 25.0% 4.0%
Summarized 0.660 85.1% 4.3% 23.5%

GPT-4 fails to identify the plots. It shows that the961

memorization issue makes the evaluation of GPT-4962

unreliable.963

Table 7: Prediction on ‘One known’ Group in pairwise compar-
ison of GPT-4. The ‘Raw’, ‘Anonymized’, and ‘Summarized’
have the same meaning with Table 6. ‘Bias known’ is defined
as the case that GPT-4 more favors the known plot than the
ground-truth.

Bias Known

Raw 0.222
Anonymized 0.283
Summarized 0.397

Personalized evaluation We also explored the964

influence of memorization in personalized evalua-965

tion for different LLMs. We provided one review966

from the same reviewer as the few-shot example967

and asked LLMs to predict a personalized score968

for the new plot. We experimented on randomly969

chosen 400 reviewers of Per-MPST with k = 1970

and calculated the Kendall correlation between971

the human ratings and the predicted score in Fig-972

ure 8 for LLaMA-2 and GPT-4. Similarly, LLMs973

achieved a high correlation with human ratings in974

original plots, but the performance degraded after975

anonymization and summarization. Although the976

main plots remain the same, with only slight dif-977

ferences in recognizable details, it greatly affected978

the results. Both experiments highlight that the979

memorization results in great bias in LLM-based980

evaluation models, making them unreliable for both981

general evaluation and personalized evaluation.982

Overall, for LLM-based evaluation, contamina-983

tion leads to an unfairly high rating on exposed984

plots, compared to unexposed ones.985

A.2 Data processing 986

To address these problems, we create a less biased 987

personalized evaluation dataset by anonymization 988

of famous characters and summarization from ex- 989

isting plots. We demonstrate our pipeline in Figure 990

7. 991

For each reviewer, we first randomly pick sev- 992

eral examples from this reviewer’s prior reviews 5 993

For each plot, if it is already published online, we 994

rewrite it to avoid contamination. Specifically, we 995

use oasst-30b (Köpf et al., 2023) to anonymize and 996

summarize the plots. It is a 30B LLaMA-based 997

model finetuned on OpenAssistant Conversations 998

for alignment. 999

Anonymization and Summarization The 1000

anonymization makes the character and location 1001

names less identifiable and the summarization 1002

avoids the text-level memorization while keeping 1003

the main idea of the plot. The anonymization is 1004

two-step: it first creates the name mapping and 1005

then replaces the name. It ensures that the model 1006

will not hallucinate new content during the name 1007

replacement. 1008

In Figure 8, we investigate how the anonymiza- 1009

tion and summarization affect the evaluation perfor- 1010

mance. LLMs achieved a high correlation with hu- 1011

man ratings in original plots, but the performance 1012

degraded after anonymization and summarization. 1013

Although the main plots remain the same, with only 1014

slight differences in recognizable details, it greatly 1015

affected the results. It indicates that these tech- 1016

niques can effectively alleviate the memorization 1017

problem. 1018

Preference labels. Note that we do not have 1019

access to personal profiles that directly describe 1020

5We assume that the reviewer’s preferences are consistent
within the review time frame.
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Table 8: Performance of GPT-4 in predicting average movie scores. Percent is the percentage of each type of stories
(raw/anonymized/summarized) being recognized as ‘known’, ‘Unknown’. Memorization heavily affects performance, but
its impact decreases with anonymization and summarization.

Pearson Spearman Kendall Percent

Known
Raw 0.680 0.718 0.590 84.5%
Anonymized 0.682 0.680 0.548 57.5%
Summarized 0.621 0.648 0.552 27.0%

Unknown
Raw 0.460 0.470 0.364 15.5%
Anonymized 0.216 0.289 0.222 42.5%
Summarized 0.232 0.271 0.217 72.5%

"Glenn Holland": "William 
Thompson", "‘Iris Holland": "Emily 
Thompson"...

William Thompson is a music 
teacher...

Glenn Holland, not a morning 
person by anyone's standards, is 
woken up by his wife Iris early one 
bright September morning in 1964...

Create new names 
for character and 

location

William Thompson, not a morning 
person by anyone's standards, is 
woken up by his wife Iris early one 
bright September morning in 1964...

Summarize

Replace 
names

Plot 1

Review 1

Plot k

Review k

...Randomly
Pick

Reviewer 
Preference

Figure 7: The flowchart to construct our dataset. We use oasst-30b (Köpf et al., 2023), an instruction-tuned LLaMA-based model
for anonymization and summarization. The prompts are listed in Figure 11.

0

0.1

0.2

0.3

LLaMA-2-7b LLaMA-2-13b LLaMA-2-70b GPT4

Original Anonymized Summarized

Figure 8: Kendall correlation between the LLM’s personalized
prediction on movie scores with human ratings. Personalized
predictions of all LLMs are also affected by memorization.

the story genres reviewers would like. Instead, we1021

use existing reviews from the reviewer as the pref-1022

erence labels that typically reflect the evaluation1023

principles and practices. For example, given the1024

reviews in Figure 1, we can infer that Reviewer 11025

favors happy endings while Reviewer 2 cares more1026

about the plot complexity.1027

Finally, we repurpose two personalized story1028

datasets: Per-MPST and Per-DOC.1029

For Per-DOC, we define five aspects based on1030

the questions in Yang et al. (2023):1031

1. Interestingness: Which story plot is more1032

interesting to you?1033

2. Adaptability: In your opinion, which one 1034

of the plots above could generate a more in- 1035

teresting book or movie (when a full story is 1036

written based on it)? 1037

3. Surprise: Which story plot created more sus- 1038

pense and surprise? 1039

4. Character Development: Which story’s 1040

characters or events do you identify with or 1041

care for more? 1042

5. Ending: Which story has a better ending? 1043

These aspects evaluate the three key elements in 1044

the story: Interestingness and Surprise for the plot, 1045

Character development for the character, and End- 1046

ing and Adaptability for the setting. For each ques- 1047

tion, there are four options: plot A, and plot B, 1048

both are good, and neither is good. We remove the 1049

examples with the answer of ‘Both’ and ‘Neither’ 1050

because they do not show preference. 1051

We illustrate the length distribution of the movie 1052

plot in Per-MPST and the story in Per-DOC in Fig- 1053

ure 10b and 10c. For Per-MPST, we also provide 1054

the length distribution of the raw plots in Figure 1055

10a. 1056

A.3 Prompts 1057

We demonstrate the framework of PERSE in Fig- 1058

ure 9 and list the detailed prompts used in Appendix 1059

A.1 and PERSE in Table 11. We anonymize the 1060
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Fine-grained Comparative EvaluationIndividual Story Evaluation

Reviewer Preference

Plot Query

[Instruction] You will be presented with several plot summaries, 
each accompanied by a review from the same critic. Your task is 
to analyze both the plot summaries and the corresponding 
reviews to discern the reviewer’s preferences. Afterward, 
consider a new plot and create a review that you believe this 
reviewer would write based on the established preferences. 

[Review] Not one of Fulcis better efforts ...
[Score] 6

PerSE Response

[The Start of Plot 0]
The story begins with doctoral candidate...
[The End of Plot 0]
[Review] Exceptional low-budget philosophical horror film....
[Score] 9

[The Start of Plot 1]
The story takes place in an abandoned asylum...
[The End of Plot 1]
[Review] Stick with the original ...
[Score] 5

Please follow the above critic and give a review for the given 
plot.
[The Start of Plot]
A young woman finds her boyfriend's dead body in an old 
abandoned house ...
[The End of Plot]

Reviewer Preference

Plot Query

[Instruction] Here is one example from a specific reviewer. The 
example contains two distinct plot summaries based on the 
same premise, along with the reviewer’s favor on a specific 
aspect. Your task is to discern the reviewer preference. 
Afterward, consider a new plot pair and choose the one that 
you believe this reviewer would choose for this aspect based on 
the established preferences. 

Plot A

PerSE Response

[Premise] A successful businesswoman, Jane, discovers that 
her young daughter has a rare medical condition. ...
[The Start of Plot A]
The story is set in the bustling city of Los Angeles....
[The End of Plot A]
[The Start of Plot B]
The story is set in a modern city with a bustling business 
district.
[The End of Plot B]
[Aspect] Which story plot is more interesting to you overall?
[Preference] Plot B

Based on the above preference, compare the following two 
plots:
[Aspect] Which story plot is more interesting?
[The Start of Plot A] dystopian future... [The End of Plot A]
[The Start of Plot B] a futuristic city... [The End of Plot B]

Figure 9: The demonstrate of PERSE. The input is in green, the detailed review and fine-grained aspects are in blue, and the
review scores are in orange.

raw plot by asking LLMs to identify characters1061

and local names and create new names for them.1062

Based on the JSON mapping it generates, we re-1063

place those names with new names. We do not1064

directly ask LLMs to replace names because they1065

sometimes hallucinate new plots during the replace-1066

ment. For the characters with the same family1067

names, LLMs can create new character names that1068

still have the same last names (but not the same as1069

the original last names). For example, ‘Glenn Hol-1070

land’ and ‘Iris Holland’ are mapped to ‘William1071

Thompson’ and ‘Emily Thompson’.1072

B Training Details1073

Each model in our experiments was trained on 8 x1074

80G A100 GPU with a learning rate of 1e-5. We1075

set the batch size to 4 for PERSE-7b and 2 for1076

PERSE-13b. PERSEind-7b and PERSEind-13b1077

converged after 2k/6k steps on Per-MPST respec-1078

tively. We trained two unified models on Per-DOC1079

for all aspects by finetuning 7b and 13b LLaMA-1080

2-chat. PERSEcomp-7b converged after 1k steps1081

and PERSEcomp-13b converged after 2k steps. It1082

took about 10 hours for these two models. For the1083

ablation study, we also trained one model for each 1084

aspect on Per-DOC and each model converged after 1085

500 steps for 7b and 2k steps for 13b. The total 1086

training time was around 5 x 5 hours. We plot the 1087

curve of the training loss in Figure 12. 1088

C More Analysis 1089

PERSE infers the preference instead of copying 1090

scores from context. In Figure 13, we show an- 1091

other example on Per-MPST. From the reviews, we 1092

can find the reviewer loves horror elements. How- 1093

ever, the new plot and its level of terror are not 1094

satisfactory, which makes the reviewer give it a low 1095

score. Both GPT-4 and LLaMA-2-70b emphasize 1096

the horror theme and predict a high score for this 1097

plot. We suppose that they are affected by the high 1098

review scores in the reviewer’s preference, ignoring 1099

the analysis of the new plot. In contrast, PERSE 1100

focuses on the boring profiling of the plot, which 1101

is more similar to what the reviewer cares about. 1102

It gives a score of 5, which is different from the 1103

existing review scores but close to the real score 1104

this review has for this plot. 1105

PERSE can provide diverse reviews for the 1106
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(c) Story length in Per-DOC.

Figure 10: Length Distribution of Per-MPST and Per-DOC.
The x-axis is the length and the y-axis is the frequency.

same plot based on different preferences. In Fig-1107

ure 14, we demonstrate the reviews of the same1108

plot from two reviewers A and B with different1109

preferences. We can see that both the reviewer A1110

and B have read the book. Reviewer A is a critical1111

reviewer and has a high standard for good movies,1112

leading to low scores in the annotated reviews. He1113

then gives a score of 2 because of his disappoint-1114

ment with the movie adaptation. In contrast, re-1115

viewer B is relatively tolerant and likes to score1116

high. Although the movie is much worse than the1117

book, the reviewer still gives a score of 6. However,1118

GPT-4 and LLaMA-2-70b give similar high scores1119

in both cases, ignoring the reviewer’s preference.1120

Instead, PERSE is able to give personalized scores1121

for different reviewers, predicting 1 for reviewer A1122

and 8 for reviewer B. Although the predicted score1123

of reviewer B is not as close as GPT-4, it illustrates1124

the positive attitude it captures.1125

PERSE achieves better performance on fine-1126

grained comparative evaluation. We illustrate1127

one example from Per-DOC in Figure 15. PERSE1128

successfully predicts the preference on 4 out of 51129

aspects, while GPT-4 correctly predicts 3 aspects1130

and LLaMA-2-70b only has 2 success. GPT-4 pre-1131

dicts Plot A for all aspects, ignoring the difference1132

between aspects and outputs an overall evaluation.1133

Instead, PERSE cares more about the distinctive1134

attribute of each aspect and gives judgment accord- 1135

ing to the aspect. 1136
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Here is one plot: 
{plot}
Please create a JSON mapping of current character and location names to new, distinctive 
names. In this mapping, the current names will act as keys and the new names as values. 
For instance, if you were to change the name 'Diego' to 'Sherry Evans', the corresponding 
JSON entry would be: {{'Diego': 'Sherry Evans'}}. The task requires you to replace all 
character and location names in the text with alternative names, and then provide the 
mapping relationship as a JSON object.

Anonymization

Provided below is a narrative:
{plot}
Kindly analyze this story and provide a clear and succinct summary of the key events.

Summarization

Here we have one plot. Please give a score for 1 to 10 for the following plot, where 1 is the 
lowest and 10 is the highest. If you already know the plot, give the name. But remember do 
not depend on any public review score you already remember.
[Plot] {plot}
Please only reply a JSON-format with the following keys: "Score", "Title". If you cannot 
identify the title, respond with "N/A" for that field.

Individual Story Evaluation

Here we have two plots: plot1 and plot2. Please based on the description to choose which 
one is better and give your reasons. If you know the movie title of this plot, please tell me 
the titles as well.
[Plot1] {plot1}
[Plot2] {plot2}
Please only reply a JSON-format with the following keys: "Choice", "Reason", "Plot1 Title", 
"Plot2 Title". If you cannot identify the title, respond with "N/A" for that field.

Pairwise Story Evaluation

Figure 11: Prompts used in Section A.1. The blue text is the placeholder for plots.

(a) Training loss on Per-MPST.

(b) Training loss on Per-DOC.

Figure 12: Average training loss
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Review Preference

Plot Query

[Review] Profiling or Crystal Ball Reading? It was supposed to give the audience an inside look at how FBI profiling is really done. 
Instead, what we get is a bunch of young wannabees playing with people lives. I don’t think that making a movie about profiling was 
the right choice here... [Score] 5

PerSE Response

[The Start of Plot 0]
A train arrives at a station in North China in 1950, carrying prisoners who are war criminals...
[The End of Plot 0]
[Review] A western look at the fall of the Manchurian Dynasty and the life of a true survivor. [Score] 8
[The Start of Plot 1]
In a small southern California town, 24-year-old musician Jason Thompson and his 13-year-old brother Michael are disturbed by the 
mysterious deaths of the town's citizens....
[The End of Plot 1]
[Review] one of the classic horror films that came out during the genres rebirth during the late 80s. Fueled by the success of Halloween! 
[Score] 9

The Mindhunters are a group of young FBI students who are undergoing training as profilers. At the last minute, they are joined by an 
outside observer. As they settle down for the evening, they practice their profiling skills on each other.
In the end, Nicole Williams, the group's sole survivor, shoots and kills Vincent Nguyen, who is revealed to be the killer seeking revenge 
against Sarah Johnson. The group is commended by the FBI for their bravery, and vow to always remember the island and their fallen 
comrades.

GPT4 Response 

[Review] A chilling thriller that keeps you on the edge of your seat, guessing till the very end. The premise of FBI trainee profilers finding 
themselves in the midst of a real-life hunt is a clever and dynamic plot device. It's the interplay of trust and suspicion among the group. 
[Score] 7

LLaMA-2-70b Response 

[Review] A thrilling story of a group of young FBI students who are undergoing training as profilers on a small island off the coast of 
North Carolina. [Score] 8

Reference

[Review] The movie was neither scary or thrilling. Just another wanna be action film with a bunch of inane sequences and contrived 
situations. . [Score] 2

Figure 13: The score given by the reviewers on the new plot is very different from the comments with annotations. While
LLaMA-2-70b and GPT-4 give a more similar score, PERSE is able to infer the preference and provide a score that is closer to
the true score but far away from the annotated scores.
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Review A Preference

[Review] In short, it is a perfect example of how elites feel about 
the great unwashed.I could perhaps forgive the film its sins if it 
were simply incompetent. But it is not incompetent. [Score] 1

PerSE Response

[The Start of Plot 0]
Zara encounter a man beating a transsexual prostitute. She tries 
to intervene but is raped and beaten unconscious..... Zara wakes 
up and is sad that the man who raped her is dead.
[The End of Plot 0]
[Review] Irredeemable! The viewer is taken on a ride through the 
tunnel of sado-masochistic grotesquerie, beginning at the end 
and traveling with jolts and stops back to the start. [Score] 1
[The Start of Plot 1]
Henri Ford is a professor at UCLA who is still grieving the loss of 
his partner Ryan Miller three years earlier....
[The End of Plot 1]
[Review] Miscast! Actually the novel is rather good. And the film 
does not depart all that much from it, just enough to create 
questions.! [Score] 5

GPT4 Response 

[Review] A story that confronts the uncomfortable realities of 
racial disparities, privilege, and the media's role in shaping public 
opinion; this plot, albeit intense, presents a new way of examining 
societal issues. [Score] 7

LLaMA-2-70b Response 

[Review] Overall, this is a well-crafted and engaging novel that 
will keep you hooked until the very end. [Score] 8

Reference A

[Review] As someone who has both read the novel and seen the 
film, I have a different take on why the film was such a flop. First, 
any comparisons between novel and film are purely superficial. 
[Score] 2

Review B Preference

[Review] Its not a happy movie by any means, but it is thought 
provoking. Wealth, and the lack thereof is the main focus, and how 
it can distort ones sense of right and wrong...[Score] 8

PerSE Response

[The Start of Plot 0]
Two police officers respond to a car crash, where two people are 
killed, but one miraculously survives. The story then cuts to the 
title credits.
[The End of Plot 0]
[Review] Folks, let me tell you, this is one GREAT weird little 
thriller, not much blood, but a whole lot of creepiness, a great 
story, and very british. [Score] 10
[The Start of Plot 1]
Angela is a call girl who is terrorized by a man named Frank, who 
was just released from prison.
[The End of Plot 1]
[Review] The trouble with anthology films like this, is that you’re 
usually gonna get stories that are better then the others. [Score] 7

GPT4 Response 

[Review] While the plot navigates through themes of social classes 
and race relations, it misses out on delivering the horror and 
weirdness that I tend to look for in films. Despite its lack of 
otherworldly elements, the storyline is strong and it delivers some 
thrilling moments. [Score] 6

LLaMA-2-70b Response 

[Review] This movie is a great example of how our society can be 
both hypocritical and discriminatory. [Score] 9

Reference B

[Review] I liked the book better. The film pales in comparison 
unfortunately.  So, while I dont see this is the worst movie (its OK, 
NOT BAD), its a time-waster, if that. [Score] 6

Richard Hayes is a financial whiz who's about to earn a million dollars through a bonds scheme. He has a wife, Julianna, and daughter, 
Grace, and is engaged in an affair with Sophia Taylor, a Southern belle gold digger...
After much turmoil, Richard and Sophia are both acquitted of all charges and are allowed to leave the courtroom, where Richard 
thanks the jury for their decision.

Plot Query

Figure 14: Reviews from two reviewers on the same plot. PERSE is able to give personalized scores based on preference.
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[Premise] A lonely man in his seventies befriends a group of street kids who teach him to find meaning in the simplest of joys, and he, in 
turn, teaches them about a different perspective on life. They rediscover life and its small joys together.
[The Start of Plot A]
Settings  The story is set in an urban city with a mix of old and new architecture.
Characters
Sophie Wong  Sophie Wong is 16 years old, a street kid who has been living on the streets since the age of 12, when she ran away from 

an abusive home.Mark Chen  Mark Chen is 25 years old, a caring and compassionate social worker who befriends Edward and the street 
kids.Edward James  Edward James is 75 years old, a retired math teacher, living alone in a small apartment since his wife died three 
years ago.
Outline

1. Edward becomes lost in his grief after his wifes death and becomes detached from the world around him. 
2. Sophie and the other street kids discover him sleeping on a park bench one night and, sensing his loneliness, initiate a friendship 

with him. 
3. Mark, the social worker, recognizes Edwards situation and offers his help, which brings him closer to the street kids and helps him 

find a new purpose in life. 
[The End of Plot A]
[The Start of Plot B]
Settings  The story is set in a small town in the United States.
Characters 
Tito Robles  Tito Robles is 15, a street kid who is the leader of the group he befriends John with, and together, they find meaning in 

life.Jane Davis  Jane Davis is 40, Drews wife, and a friendly and welcoming presence in the town.Ben Smith  Ben Smith is 45, a retired 
military man who lives in the same town and provides help and advice to John and the street kids when they need it.John Doe  John Doe 
is 75, a retired man with a small house and a lonely life.Drew Davis  Drew Davis is 50, the local bartender and a friend of John, who helps 
him connect with the street kids and their way of life.
Outline  

1. John becomes friends with Tito and the street kids, and together they rediscover the simple joys of life despite their different ages 
and backgrounds. 

2. Drew, Jane, Ben, and other townspeople play important roles in helping the group of friends and teaching them about life and caring 
for one another. 

3. The man decides to help the street kids and provides them with a house filled with toys and games. 
[The End of Plot B]
[Interestingness] Plot A  [Adaptability] Plot B [Surprise] Plot A [Character Development] Plot A [Ending] Plot A

Reviewer 
Preference

[Premise] A struggling artist, living in a small town, stumbles upon an antique store that holds a mysterious painting with the power to 
change the course of her life, but at what cost?
[The Start of Plot A]
Settings  The story is set in a small, rural town in the American South.
Characters

Maddie James  Maddie James is 30 years old, Emmas best friend and roommate, with a quirky personality and a passion for art.Charles
Carson  Charles Carson is 45 years old, Emmas high school art teacher, who saw her potential and pushed her to pursue her artistic 
ambitions.Emma Watson  Emma Watson is 24 years old, with wild, curly hair and big, expressive eyes.
Outline 

1. Emma discovers the mysterious painting at the antique store and starts to experience strange occurences around her town, leading 
her to suspect the true power of the art work.

2. Motivated by her desire to understand the paintings power, Emma begins to research and is guided by her art teacher and mentor 
towards her potential as an artist.

3. Emma starts to experience success as an artist and is approached by a powerful art dealer who reveals the true nature and power of 
the mysterious painting and offers her a tempting deal that threatens her family and friends. 
[The End of Plot A]
[The Start of Plot B]
Settings  The story is set in a small town surrounded by vast, open fields and rolling hills.
Characters 
Jackson Wrightson  Jackson Wrightson is 29 years old, an art appraiser and Elaras ex-boyfriend, who is both supportive and a source of 

tension in her life.Elara Kassin Elara Kassin is 32 years old, with a kind heart and a struggling artist living in a small town.Lila Williams  
Lila Williams is 26 years old, Elaras best friend and a supportive companion who helps Elara on her journey to uncover the truth.Iris
Beller Iris Beller is 61 years old, a kind and wise antique store owner, who serves as a confidante and mentor to Elara.Adrian Roth  Adrian 
Roth is 33 years old, charming with disheveled hair and a mysterious demeanor, runs an antique store with a secret to hide.
Outline

1. Elara discovers the mysterious painting at Adrians antique store, but quickly realizes the painting is more than just a simple work of 
art.

2. Elara starts to experience strange dreams and visions, causing her to explore the paintings true purpose and the consequences of her 
involvement in its magic.

3. Elara, with the help of Lila, Jackson, and Iris, uncovers Adrians true intentions and the dark ritual required to harness the paintings 
power.
[The End of Plot B]

Plot Query

[Interestingness] Plot B [Adaptability] Plot A [Surprise] Plot A [Character Development] Plot B [Ending] Plot AReference
[Interestingness] Plot A [Adaptability] Plot A [Surprise] Plot A [Character Development] Plot A [Ending] Plot AGPT-4
[Interestingness] Plot A [Adaptability] Plot B [Surprise] Plot A [Character Development] Plot A [Ending]Plot ALLaMA-2-70b
[Interestingness] Plot B [Adaptability] Plot A [Surprise] Plot B [Character Development] Plot B [Ending] Plot APerSE

Figure 15: One case of comparative evaluation on Per-DOC. PERSE is more similar to this reviewer. However, it fails to capture
the preference of Surprise in this case.
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