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Abstract

In-context learning (ICL) facilitates large lan-
guage models (LLMs) exhibiting spectacular
emergent capabilities in various scenarios. Un-
fortunately, introducing demonstrations easily
makes the prompt length explode, bringing a
significant burden to hardware. In addition,
random demonstrations usually achieve lim-
ited improvements in ICL, necessitating demon-
stration selection among accessible candidates.
Previous studies introduce extra modules to
perform demonstration compression or selec-
tion independently. In this paper, we pro-
pose an ICL framework UnilCL, which Unifies
demonstration selection and compression, and
final response generation via a single frozen
LLM. Specifically, UnilCL first projects ac-
tual demonstrations and inference text inputs
into short virtual tokens, respectively. Then,
virtual tokens are applied to select suitable
demonstrations by measuring semantic similar-
ity within latent space among candidate demon-
strations and inference input. Finally, infer-
ence text inputs together with selected virtual
demonstrations are fed into the same frozen
LLM for response generation. Notably, UnilCL
is a parameter-efficient framework that only
contains 17M trainable parameters originating
from the projection layer. We conduct exper-
iments and analysis over in- and out-domain
datasets of both generative and understanding
tasks, encompassing ICL scenarios with plenti-
ful and limited demonstration candidates. Re-
sults show that UnilCL effectively unifies 12x
compression, demonstration selection, and re-
sponse generation, efficiently scaling up the
baseline from 4-shot to 64-shot ICL in IMDb
with 24 GB CUDA allocation'.

1 Introduction

In-context learning (ICL) (Brown et al., 2020;
Xie et al., 2021; Wang et al., 2023b) exhibits

The code and model will be released in the final version.
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Figure 1: The efficiency comparison between UnilCL
and other compression methods in IMDb with the num-
ber of shots increasing from O to 64. * and the break of
line chart indicates occurring memory explodes.

powerful performance in practical applications
with the emergence of scaled-up Transformer-
based (Vaswani et al., 2017) Large Language Mod-
els (LLMs) (Wang et al., 2023c; Yang et al., 2023;
Wei et al., 2023; Wang et al., 2023a; Min et al.,
2022). In ICL, the provided demonstrations acti-
vate the pre-training knowledge of LLMs to allow
them to perform well on various downstream tasks
such as text summarization (Wang et al., 2023c;
Yang et al., 2023) and text classification (Min et al.,
2022) without gradient updating of billion param-
eters. Despite its significant role in the era of
LLMs, ICL also brings an enormous challenge
to the input window. Specifically, inevitably in-
troducing demonstrations directly causes length
disaster (Wang et al., 2024), which is more serious
in long generative tasks such as question answer-
ing (Ghosal et al., 2022) and text summarization
(Narayan et al., 2018), bringing significant mem-
ory costs and decreasing inference throughput as
described in Figure 1. Except for length disaster,
(Liu et al., 2021) points out that the quality of se-
lected demonstrations significantly influences the
ICL performance. The mentioned two issues de-
rive two research lines focused on selecting salient
demonstrations and utilizing demonstrations effi-
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Figure 2: Compressing candidate demonstrations into spans of compressed virtual tokens and selecting one for
the inference inputs. Compressed virtual tokens substitute the original demonstration together with the inference

input, fed to the target LLM for prediction generation.

ciently.

Generally, researchers attempted to alleviate
length explode (Wingate et al., 2022; Mu et al.,
2023; Ge et al., 2023) via soft prompts. The main
idea was to train an independent compressor to
compress the input into compact virtual tokens.
Similarly, (Liu et al., 2021; Lu et al., 2021) scores
each candidate demonstration for the given infer-
ence input via an extra ranker, and (Ram et al.,
2023; Wang et al., 2024) finds that a fine-tuned
LLM is up to the task of ranking. However, the
external compressor/ranker naturally leads to the
Out-of-Distribution (OoD) problem between the
compressor/ranker and the target LLM (Jiang et al.,
2023), requiring extra large-scale data to perform
alignment. In addition, the standalone compressor
or ranker incurs additional memory costs as it ne-
cessitates simultaneous loading alongside the target
LLM.

Motivated by the inherent semantic understand-
ing ability of LLMs, we propose an ICL framework
UnilCL that unifies demonstration compression,
demonstration selection, and response generation
via the same frozen LLM. In UnilCL, the same
frozen LLM is applied thrice: it acts as the compres-
sor to compress demonstrations into virtual tokens,
as the selector to select suitable demonstrations
based on the saliency measured by virtual tokens,
and as the generator to produce final responses
under the guidance of selected virtual demonstra-
tions. Specifically, similar to the mask token in
pretrained language understanding models (Devlin

et al., 2018; Liu et al., 2019), UnilCL introduces
the compression slot [M] and attaches k x [M] be-
hind demonstrations to be condensed. The LLM
forwards each processed demonstration and outputs
corresponding k£ hidden states on top of compres-
sion slots. Considering the latter compression slots
naturally summarize the preceding demonstrations
due to the transformer blocks, we train a simple pro-
jection layer to convert continuations to condensed
virtual tokens. We briefly explain UnilCL on the
linguistic acceptability task concerning how it se-
lects one demonstration among two compressed
candidates and produces the prediction in Figure 2.
On the one hand, virtual tokens effectively absorb
semantic information from actual demonstrations,
along with inference inputs, fed into the target LLM
to perform generation as normal ICL. On the other
hand, virtual tokens are again applied to measure
saliency scores between demonstrations and given
inference inputs within latent space, while demon-
strations with higher scores are preferentially fed to
the generator for response generation. Furthermore,
UnilCL compresses each demonstration indepen-
dently of others, allowing caching virtual token se-
quences to configure a Demonstrations Bank (DB)
for reusing, which will significantly bolster the in-
ference throughput as demonstrated in Figure 1.

Generally, since the compressor, selector, and
generator are the same frozen LLM, UnilCL merely
equips 17M trainable parameters originating from
a projection layer and one special embedding [M],
and we collect 30k public data for training. We



extensively evaluate UnilCL on in- and out-domain
datasets of both generative and understanding tasks,
covering the mainstream high- and low-resource
ICL2. Results indicate that UniICL effectively sub-
stitutes 12 x longer demonstrations with virtual to-
kens and scale up the inner LLM from 4-shot to
64-shot, significantly alleviating length disaster at
an expense of 8% extra inference latency (without
caching). Meanwhile, compared with the popu-
lar dense retriever, UnilCL selects more suitable
demonstrations in different tasks.
Our main contributions are as follows:

* To our knowledge, we are the first to propose
an ICL framework that unifies compression,
selection, and generation via a single frozen
LLM, inherently bypassing the OoD problem.

e UnilCL is a memory-friend framework that
enables LLMs to perform large-shot ICL on
consuming GPUs.

» Simple application of virtual tokens outper-
forms the popular dense retriever in select-
ing suitable demonstrations after jointly opti-
mized by compression and selection augmen-
tation loss.

2 Related Work

In this section, we simply rethink the methods fo-
cus on demonstration (prompt) compression and
document retrieval.

2.1 Soft Prompt Compression

Recently, researchers attempted to utilize soft
prompts to convert actual tokens to dense-
information virtual tokens. Mostly from a distilla-
tion perspective, (Wingate et al., 2022) aligned the
teacher model and the student model, where the
teacher model accepted the actual task instruction
while the student model fed the soft prompt. The
main drawback of this approach was the lack of
generalization that necessitated training for each
lexically different instruction. To tackle the gener-
alization problem, (Mu et al., 2023) proposed to
learn a Llama-7b to compress instruction to vir-
tual tokens, but only compress instruction was not
powerful enough since the demonstrations were

High- and low-resource ICL are distinguished by the mag-
nitude of candidates. The former usually selects demonstra-
tions from plentiful candidates, and the latter merely selects
from a handful of data.

much longer in practical. To compress the demon-
strations, (Chevalier et al., 2023) proposed Auto-
Compressor to generate compressed virtual tokens
based on a fine-tuned LLM (Zhang et al., 2022).
They first randomized segmented the texts with
thousands of words into model-accepted range and
then recursively generated soft prompts for each
segment. Similarly, (Ge et al., 2023) proposed
ICAE that employed a LoRA-adopted Llama-7b
(Touvron et al., 2023) to compress the processed
demonstrations to compact virtual tokens, and then
fed to a frozen LLM to perform generation. Unlike
previous works, the underlying LLM in UnilCL
was kept frozen during training and was trained on
only 30k data.

2.2 Extractive Compression

Apart from employing soft prompts, researchers
also endeavored to shorten prompts by extracting
informative tokens from the original ones (Li, 2023;
Jiang et al., 2023), namely token pruning (Kim
et al., 2022) or token merging (Bolya et al., 2022).
Recent works like LLMLingua (Jiang et al., 2023)
and Selective Context (Li, 2023) shared similari-
ties but diverged on whether to eliminate tokens
with high or low Perplexity (PPL). LLMLingua
emphasized tokens with high PPL, attributing them
as more influential, resulting in achieving outstand-
ing performance. As mentioned in their paper, ex-
tractive compression methods encountered Out-of-
Distribution (OoD) issues between the extractor
and the target LLM. To reconcile this, they fine-
tuned Alpaca-7b (Taori et al., 2023) using the Al-
paca dataset (Taori et al., 2023) to perform the
alignment. However, UnilCL naturally bypassed
the distribution-aligned module, since the compres-
sor and the target LLM were the same.

3 Methodology

We propose UnilCL, a parameter-efficient ICL
framework that unifies demonstration compression,
demonstration selection, and response generation
via a single LLM. Specifically, UnilCL applies a
general frozen LLM thrice, as a compressor to com-
press demonstrations into short virtual tokens, as
a selector to choose suitable demonstrations for
ICL, and as a generator to produce responses. As
for the selection of the underlying LLM, previous
work has proposed that the Decoder-only model
performs better than the Encoder-Decoder model
in prompt compression (Mu et al., 2023). We fol-
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Figure 3: Demonstration compression.

Methods | Additional C C ion Tool  # Trainable Parameters  Train Size
LLMLingua YES Pruning 7B 57k
AutoCompressor NO Soft Prompt 7B UNKNOWN
ICAE YES Soft Prompt 70M 240k
UnilCL | NO Soft Prompt 17M 30k

Table 1: Comparsion among recent compression meth-
ods and UnilCL. Compression Tool represents the in-
volved compression technique of different methods.

low this conclusion and employ popular Vicuna-7b
(Zheng et al., 2023) and BlueLM-7B? (Team, 2023)
as the de facto backbone in UnilCL.

We present a comparison between UnilCL and
other recent compression methods in Table 1.
Without regard to the Lora-adopted compressor,
ICAE (Ge et al., 2023) is most similar to UniICL in
architecture and compression mode that parameter-
efficiently compresses actual demonstrations into
dense soft prompts.

3.1 Preliminary

Empirically, a prompt may encompass in-context
demonstrations and an inference input in the
ICL scenario. To avoid misleading and follow
the existing definitions, we assume a prompt
P = (2P, 2D, ... 2P x!), where 2P is the ith
demonstrations consist of an input-output pair (e.g.
[DOC] -> [Sum]), and z is the inference input
(e.g. documents in the summarization task). We
first initialize the compression slots [M] € R? from
the rarely used embedding of corresponding LLM,
with gradient updating during training, d is the
dimension of the input embeddings. The compres-

3We mainly utilize Vicuna-7B to verify the effectiveness,

the experiments of BlueLM will be exhibited in Appendiex B
for concise.
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Figure 4: Demonstrations selection.

sion ratio r is a hyper-parameter, which is dynam-
ically sampled from 2 to 16 during training, to
calculate the specific number of compressed slots
by k = |zP]/r.

3.2 Demonstration Compression

For each demonstration in P, UnilCL activates
the compression slots to aggregate information
from demonstrations in the forward propagation
of frozen Vicuna respectively, as illustrated in Fig-
ure 3. Practically, we first attach & compression
slots M = k x [M] to each demonstration .CEZ-D , for-
matting modified prompt fed to the Vicuna. Then,
frozen Vicuna forwards the modified prompts and
outputs the last hidden states H; = (hq, ha, ..., hk)
corresponding to k compression slot, dropping the
others*:

_, H; = Encode(z? @ M) (1)

Due to the transformer block in Vicuna, H; is com-
pelled to attend to the preceding actual tokens and
UnilCL inserts a linear layer to project H; into
compressed virtual tokens C* = (c1, g, ..., C):

Cj = Wp . hj, (2)
where W), is the parameters of the projection layer.

3.3 Demonstration Selection

Except for substituting the origin demonstrations
for generation, activated virtual tokens C* are again
applied for demonstration selection among candi-
dates, as illustrated in Figure 4. Specifically, given

*@ means token-level concatenation.



an inference input 2 and its candidate demonstra-
tions (P, 22, ..., xD), UnilCL obtains their latent

representation after average pooling:

_ 1 k
O’zk;cj, 3)

denote as ¢ for the input and (k1, ko, ..., k) for
candidate demonstrations for simlifying. We define
the cosine similarity between g and k; is the ith
demonstration saliency score S;:

S; = cos(q, k;). “4)

3.4 In-context Generation

We employ the frozen Vicuna again to generate
responses with the guiding of concatenated vir-
tual demonstrations, as illustrated in Figure 5. For
m-shot in-context learning, we obtain m virtual
demonstrations after previously mentioned slot ac-
tivating and demonstration selecting, denoted as C'*
to C". Then, we horizontally concatenate them,
keeping their relative position unmodified. Finally,
the concatenated virtual demonstrations together
with actual inference inputs are fed into Vicuna,
performing auto-regressive generation as normal:

y; = Decode(C",...,C™; x';y;) o)

Except for the generative manner, virtual tokens
are conveniently transferred to close-ended evalua-
tion without modifications for understanding tasks
through providing the candidate answers and mea-
suring their perplexity (PPL) > respectively, e.g.
(ppl™, ppl™) for sentiment classification:

Prediction = argmin(ppl™,ppl™),  (6)

where answers with PPL closest to 1 are judged to
be the current prediction.

3.5 Training

The trainable parameters in UnilCL are merely
17M originating from the projection layer ¥, and
the introduced compression slot [M]. We first use
the common language modeling loss to optimize
UnilCL and get a base compression model. Then
we add InfoNCE (He et al., 2020) to augment the
demonstration selection ability:

;C == le + [fctr‘ (7)

5https://huggingface.co/docs/transformers/
perplexity
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Figure 5: In-context generation.

Specifically, during the first training phase, we slice
the source input of each training instance into two
parts and randomly compress one, denoted the com-
pression part as z. and the unmodified as x,, re-
spectively. Afterward, we attach M to x. and get
virtual tokens C on top of the compression slot
sequence, as described in Equ. 1 and Equ. 2. There-
fore, the language modeling loss L;,, if obtained
as:

1

Lim = =1 Y logP(yi|z2; Ciy<r),  (8)

vl

where y = (y1,y2, ...) is the reference label of the
current training instasnce. Notably, distinguished
from ICAE which always puts soft prompts in
the front, UniICL keeps the relative position of
C and x,, unchanged to make compressed tokens
insensitive to their position in prompts. Namely,
compressed tokens will be placed in the former
(latter) if x.. is in front (behind) of x,, in the orig-
inal sequence. Additionally, aiming to concate-
nate different virtual token sequences from dif-
ferent demonstrations for practical employment
of ICL, we introduce concatenation compression
that evenly slices the extra-long compression parts
into two sub-segments during training, compresses
them separately, and concatenates their virtual to-
kens horizontally.

Consequently, we utilize contrastive learning for
selection augmentation and mine positives atlf and
negatives x” as illustrated in Figure 6. Specifi-
cally, given each training instance =’ and n can-
didate demonstrations (z?, 22, ..., ) from two
non-crossing training subsets, we employ Vicuna
to calculate the PPL concerning the golden label
of z!, denoted as ppl!. Then, we provide the ith
demonstration and calculate its PPL, denoted as
(pplP,i € [1,n]). We count ppl! as the baseline
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Figure 6: Negatives mining pipeline.

and calculate candidate relative PPL gains:

pplP = ppl! — ppIP i € [1,n]. )

Hence, k™ (k7) is the latent representation of
demonstrations that furthest reduces (increases)
ppl! as processed in Equation 3, and the contrastive
loss L can be formulated as:

exp(cos(q, k™))

exp(cos(q, kT)) + exp(cos(q, k™))
(10)

In particular, if all relative PPL gains are less than
0, namely none of the candidate demonstrations
help guide Vicuna to generate the golden label, we
will apply the other set of candidates.

Notably, the inner compression ratio r for each
training step is dynamic and randomly sampled
from [2, 16] during training. After the two train-
ing phases, we blend 2,000 instances from the
in-domain validation sets to evaluate the qual-
ity of virtual demonstrations provided to LLMs
under various ratios. Ultimately, the preferred
scheme involves compressing the demonstrations
with r = 12, more details refer to Figure 7.

ctr —

4 Experiment

In this section, we comprehensively evaluate Uni-
ICL over out-domain datasets to verify its effec-
tiveness. Additionally, we detailedly introduce of
involved datasets and evaluation metrics in Ap-
pendiex C.

4.1 Baselines

Naive Vicuna-7b serves as the fundamental base-
line fed into actual demonstrations. AutoCom-
pressor recurrently compresses demonstrations into
virtual tokens. We employ their Llama2-7b ver-
sion®. LLMLingua is a coarse-to-fine demonstra-

6https ://github.com/princeton-nlp/
AutoCompressors.

tion pruning method based on dropping uninforma-
tive words. We employ their released 7b version’,
of which compressor is a fine-tuned Llama-2. For a
meaningful comparison, we replace target LLMs of
LLMLingua (GPT-3.5-Turbo or Claude-v1.3) with
the Vicuna-7b. ICAE® compresses demonstrations
into soft prompts via a LoRA-adapted Llama2-7b,
which is most similar to UnilCL in model archi-
tecture and compression mode. Additionally, since
selection augmentation is involved in the training
of UnilCL, we utilize the popular Sentence-BERT
(S-BERT) (Reimers and Gurevych, 2019) as the
dense retriever to construct an ICL pipeline for
the above methods, serving as simple but effective
selection-based baselines.

4.2 Settings

Considering the involved datasets and computation
efficiency, we set the max allowed input length
limit to 1,024 for both compression and generation.
For a fair comparison, we set the allowed window
of baselines to 1,024 and their compression ratio to
12. We fix the learning rate to 8e-5 and use Adam
as the optimizer, and the effective batch size is 32
(8 GPUs data parallelism and 4 steps gradient ac-
cumulation). Additionally, we conducted all exper-
iments on 8*NVIDIA A5000 24G GPUs based on
BFloat 16 data type, and we set the evaluated shot
to 8 for understanding tasks and 5 for generative
tasks for illustration. Except for the MS MARCO
preprocessed by Liang (Wang et al., 2022) °, the
other evaluation datasets are publicly achieved at
hugging face.

We apply S-BERT to pre-rank and output the
top 10 similar candidates from training sets accord-
ing to each inference input and employ UnilCL
to perform selection among them in practice due
to computation efficiency for high-resource ICL.
On the contrary, the low-resource ICL setting fixes
the candidate demonstrations to 20 for all infer-
ence inputs, performing pre-ranking and selecting
as well.

4.3 Results

We comprehensively evaluate the ICL performance
of UniICL on the out-domain dataset CoLA, SST-2,
and IMDb by close-ended evaluation and ARXIV
by open-ended evaluation, as demonstrated in Ta-

"https://github.com/microsoft/LLMLingua.

8https://github.com/getao/icae.

9https: //github.com/microsoft/unilm/tree/
master/simlm.
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Model #ahos | CoLA-dev  SST-2-dev  IMDb ARXIV XSum
ode ~shots Acc. R-1 R-2 R-L R-1 R-2 R-L
0-shot 56.2 91.7 926 343 9.1 274 19.9 5.0 13.4
Vieuna l-shot | 58.2(57.4) 90.7(90.8) 91.9(91.0) | 344 (33.2) 9.1(85) 275267 | 212(204) 58(52) 14.5(13.9)
2-shot | 62.1 (59.8) 92.1 (91.3) 91.7 (91.7) - ) - ) - )
S-shot | 623 (61.9) 93.0(91.9) 94.1 (92.5) . . ; .
l-shot | 42.1 (40.9) 85.7(84.2) 95.0(95.1) | 27.0(264) 84(82) 26.1(258) | 21.3(203) 6.5(63) 13.7(13.7)
AutoCompressor | 2-shot | 58.8 (56.3) 88.0 (86.4) 95.0 (94.6) | 27.1 (26.2) 8.6(7.9) 264(254) | 21.921.4)  6.6(6.4) 14.5(14.1)
S-shot | 59.1(58.8) 91.3(89.1) 94.7(94.8) | 345(33.7) 9.4(9.1) 287(279) | 224(217) 69(6.7) 148 (14.3)
l-shot | 55.5(55.0) 89.7(89.6) 91.0(89.9) | 33.3(33.1) 89(87) 274(Q7.1) | 205(19.7) 54(52) 14.5(14.4)
LLMLingua 2-shot | 56.7(55.7) 90.7(90.2) 913 (91.0) | 32.9(32.0) 82(8.1) 269(259) | 203(20.0) 52(5.1) 143 (14.1)
S-shot | 57.2(56.9) 90.6(90.2) 909 (91.2) | 30.1(29.7) 7.9(7.4) 253 (24.6) | 197(186) 49(49) 14.1(14.3)
l-shot | 30.9(30.9) 61.0(60.1) 85.7(83.3) | 26.8(24.6) 82(7.1) 247(22.9) | 23.5(21.9) 8.5(7.8) 20.9 (20.3)
ICAE 2-shot | 309 (30.9) 49.0(52.8) 85.9(85.9) | 27.2(25.5) 8.4(7.6) 259(24.3) | 244(232) 89(8.4) 21.3(20.8)
S-shot | 309 (30.9) 54.2(51.0) 85.7(85.9) | 28.3(26.9) 87(1.7) 26.6(25.8) | 253(249) 9.2(8.8) 22.5(21.6)
l-shot | 58.7(58.0) 92.9(91.7) 943 (92.3) | 355(34.7) 105(10.2) 28.7(27.9) | 27.7(25.5) 102(9.1) 21.2(20.0)
UnilCL 2-shot | 62.4 (61.0) 92.4(91.6) 94.9(93.3) | 36.1 (35.2) 10.8(10.4) 29.4(28.2) | 29.4(26.8) 11.0(9.8) 22.3(20.9)
S5-shot | 62.6 (61.8) 93.1(92.3) 94.5(94.0) | 35.8(35.4) 10.6(10.2) 29.5(28.1) | 30.7(27.6) 11.3(10.1) 22.8 (21.4)
UnilCL* l-shot | 59.1(58.7) 93.0(91.9) 94.5(91.6) | 348 (34.7) 10.4(10.3) 28.1(27.8) | 29.1(262) 10.8(9.4) 22.2(20.7)
2-shot | 62.6(61.2) 94.0 (93.0) 949 (92.3) | 34.6 (34.3) 10.6(10.4) 28.5(28.3) | 30.3(28.9) 11.3(10.5) 22.9(21.7)
S-shot | 633 (61.5) 94.7 (92.8) 95.0(93.8) | 35.6(35.3) 11.0(10.8) 29.1 27.7) | 31.1(30.0) 11.7(11.2) 23.5(22.3)
8-shot | 63.8(62.6) 94.7(93.1) 95.0 (94.2) N - - - - -
l-shot | 59.3(58.9) 93.2(92.4) 95.1(92.8) | 35.6(35.1) 10.7(10.5) 28.9(283) | 30.0(27.9) 11.3(10.1) 22.8(21.5)
UnilCLA & I 2-shot | 62.4 (62.0) 94.5(92.8) 94.8 (93.4) | 36.8(35.3) 10.8(10.6) 29.6(28.9) | 30.8(29.2) 11.4(10.7) 23.0(21.9)
“r | Sshot | 64.3(61.8) 94.7(93.4) 96.1(942) | 37.1(349) 113 (112) 30.0(29.3) | 32.5(30.6) 123 (11.8) 24.7 (23.8)
8-shot | 64.7 (63.3) 94.7 (94.1) 95.6 (95.0) - ) : ) : )

Table 2: The high- and low-ICL results on CoLA-dev, SST-2-dev, and IMDb. Results in () represent low-resource
ICL. ® represents the demonstrations selected by UniICL, and the others are selected by S-BERT. +L., indicates
the selection augmented UnilCL (optimized with Equation 7). Bold (underline) represents the best performance on

high- and low-resource ICL.

ble 2. Specifically, UnilCL outperforms naive
Vicuna-7b fed with actual candidate demonstra-
tions, which indicates that virtual demonstrations
are more efficient and informative for guiding the
target LLM, and UnilCL outperforms all the base-
lines by compressing the same demonstrations pre-
ranked by S-BERT. Additionally, UnilCL achieves
further performance gains after selecting demon-
strations via itself. Additionally, open-ended re-
sults indicate that virtual demonstrations still effi-
ciently capture semantic information for ICL guid-
ing, even though summarization demonstrations
are much longer than understanding ones. Regard-
ing ARXIV, the original ICL is not helpful enough
due to its extremely over-length document, leav-
ing little room for demonstrations. UnilCL works
as expected by compressing demonstrations and
concatenating virtual demonstrations, and achieves
+2.8 R-1 gains in the 5-shot setting that selects
demonstrations via selection-augmented virtual to-
kens.

Furthermore, The ablation experiments of +L,
show that UnilCL is faced with performance degra-
dation without L., and the performance gap be-
comes larger with the number of demonstrations
increasing. The results of BlueLM are exhibited in
Appendiex B.

Method | MS MARCO
BM25f 18.5
Vicuna 28.9
AutoCompressor 293
LLMLingua 27.8
ICAE 30.2
UnilCL | 316

Table 3: Results on MS MARCO. Vicuna applies the
last hidden states of [EOS] to represent sentences in
latent space. Following the previous study, we report
MRR@10. 1 means citing from Liang (Wang et al.,
2022).

Passage Ranking Since the virtual tokens natu-
rally summarize semantic information of preceding
sequences, we evaluate UnilCL on the out-domain
MS MARCO dataset in Table 3. UnilCL signif-
icantly outperforms the sparse retrieval method
BM25 algorithm and other compression methods.
Notably, we don’t compare UnilCL with the popu-
lar retrieval models (Reimers and Gurevych, 2019;
Wang et al., 2024) since most of them are fine-tuned
on this dataset, unfair for comparison.
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Figure 7: The overall sensitivity analysis of compression
ratio.

5 Analysis

5.1 Compression Ratio

During training, the compression ratio is dynam-
ically sampled from 2 to 16. We mix up 2,000
instances from the in-domain validation set, 1,000
for XSUM, and 1,000 for CICERO to select the
compression ratio for UnilCL in Figure 7, with
the backbone of Vicuna and BlueLM respectively.
Specifically, UniICL compresses the latter cut-off
part while keeping the former ones uncompressed.
Therefore, we can measure the dense information
quality of the same content with different compres-
sion ratios by ROUGE-1 since it is more sensitive
to token-level differences. The performance is rela-
tive smoothing when the compression ratio changes
from 4 x to 12 x. However, when it comes to 16 x,
an obvious drop occurs. Therefore, we set the com-
pression ratio to 12 by default and apply this ratio
to all experiments. The 1024 x compression ratio
is equal to compressing anything to a single virtual
token, due to the maximum allowed input length
for compression being 1,024.

5.2 Efficiency Analysis

In UnilCL, we incorporate an additional 17M train-
able parameters into the 7b backbone, accounting
for an approximate increase of 2.4%. We addition-
ally evaluate the memory costs inference latency of
UnilCL and other compression methods in Figure 1.
Notably, compressing each demonstration indepen-
dently and allowing horizon concatenation among
different virtual demonstrations convert the extra
compression latency be a one-shot deal that the
virtual tokens can be stored, formulating a Demon-
stration Bank (DB) for further reusing. In this case,

UnilCL will eliminate the extra latency if the se-
lected demonstrations have been compressed and
cached (UnilCL+Caching). Despite this, parallel
computation facilitates the compressing process, re-
sulting in minimal throughput degradation (UnilCL
and Baseline). What’s more, the naive 7B LLM
occurs memory explosion for 8-shot settings, while
UnilCL successfully scales up to 64-shots within
24GB CUDA allocation.

5.3 Necessarity of UnilCL

Intuitively, UniICL applies a “heavy” LLM as the
compressor, but the generator and the compres-
sor share all parameters without loading double
parameters as LLMLingua, bypassing the OoD
problem between the compressor and generator.
Additionally, ICAE switches the LoORA parame-
ters for compression and generations respectively,
which appear to make the compressor and the gen-
erator share parameters. However, the compressor
and the generator in ICAE are still two different
LLMs inherently after assembling LoRA weight.
Furthermore, the continual switch also breaks the
latency-free merit of LoRA, resulting in more infer-
ence latency than the projection layer in UnilCL,
as depicted in Figure 1.

6 Conclusion

This paper proposes UnilCL, a parameter-efficient
ICL framework that unifies demonstration selec-
tion, demonstration compression, and final re-
sponse generation via a frozen LLM. Experimental
results show that the generated virtual tokens sub-
stitute the 12 x longer actual demonstrations with
minimal time expenditure, scaling up the number
of demonstrations from 4 to 64.

7 Limitations

Our study, while proposing an efficient unified ICL
framework for demonstration compression and se-
lection, still has limitations. Firstly, UniICL is
limited to the realm of naive ICL leaving other
advanced LLM prompting methods, e.g. Retrieval
Augment Generation (RAG) and Chain-of-Thought
(CoT) unexplored. Limited to the hardware, we
employ the underlying LLM at a scale of 7 billion
parameters. Larger-scale LLMs are welcome to
enrich our findings in future studies.
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A In-Domain Evaluation

Method XSUM CICERO
R-1 R2 RL|R1 R2 R-L
Vicuna 199 50 135|173 33 143
+UnilCL 272 9.2 225|246 5.1 217

Table 4: The in-domain results of XSUM and CICERO.
Vicuna generates responses conditioned on the truncated
inference input and UnilCL first compresses the over-
length input into virtual tokens.

We conduct the zero-shot in-domain generation
evaluation on the entire test set of XSUM and CI-
CERO in Table 4, by compressing the latter half
to virtual tokens and keeping the former unmodi-
fied. UniICL significantly outperforms the baseline
Vicuna-7b, indicating the compressed virtual to-
kens can provide the original truncated information
by recovering the cut-off parts after supervised fine-
tuning.

B Results on BlueLM

We extra conduct experiments on BlueLM (Team,
2023) to verify the generality of UnilCL. We
demonstrate the result of understanding tasks in
Table 5, of the generative tasks in Table 6.

Model #-shots CoLA-dev SST-2-dev IMDb
Acc.
0-shot 71.6 81.2 488
1-shot 69.6 82.6 64.8
BluelLM 2-shot 70.0 87.0 65.6
5-shot 70.5 88.6 68.7
1-shot 69.6 81.2 65.4
UnilCL 2-shot 68.7 82.6 67.0
5-shot 717 87.0 70.4
UnilCL#® 1-shot 69.8 80.0 62.0
2-shot 70.1 80.8 67.0
5-shot 718 85.6 69.6
8-shot 723 87.4 69.4
1-shot 70.1 80 69.6
2-shot 703 87.2 70.6
: L)
UnlCL® + Letr 5 hot | 71.1 89.2 71.0
8-shot 7.5 90.4 76.8

Table 5: The ICL results of understanding tasks with
the backbone of BlueLM.

C Datasets & Metrics
C.1 Datasets

We mix up two public datasets for compression and
selection augmentation training, described in Ta-
ble 7. Additionally, UniICL achieves outstanding

11

XSUM ARXIV
Method #-shots R4 R2 RL|R1 R2 RL
O-shot | 235 6.8 17.6|309 7.7 247
BlueLM ) hot | 191 48 121|230 36 190
l-shot | 240 69 180|314 7.7 252
UnilCL  2-shot | 25.0 7.3 18.8|308 7.3 248
S-shot | 25.0 7.3 188|308 7.3 248
lshot | 252 7.4 189|316 79 254
UnilCL®  2-shot | 254 7.6 191|319 80 256
Sshot | 265 7.9 203|321 80 255

Table 6: The ICL results of generative tasks with the
backbone of BlueLM.

Dataset #words

(96,512] (512,1024] (1024,1536]
XSUM - 10,000 4,697
CICERO | 10,000 - -
XSUM (Ctr) | 5,000

Table 7: The composition training set of UnilCL. (m,n]
represents the range of the number of words in each
instance. XSUM (Ctr) is used for the second phase
training in Equation 7.

performance on out-domain evaluation, involving
text summarization (Narayan et al., 2018), passage
ranking (Nguyen et al., 2016), sentiment classifica-
tion (Maas et al., 2011; Socher et al., 2013), and lin-
guistic acceptability (Warstadt et al., 2018), more
details referring to Table 8. UnilCL selects demon-
strations from its training set in high-resource ICL,
and we fixed the number of candidate demonstra-
tions to 20 for low-resource ICL evaluation.

C.2 Evaluation Metrics

ROUGE (Lin, 2004) is a widely adopted metric in
many generative tasks that evaluate how similar the
generated hypothesis is to the golden label. There-
fore, ROUGE is used in our experiments to evalu-

Dataset Task In-Domain # Test # Demonstrations

MS MARCO-dev
XSUM

Passage Ranking 6,980

Text Summarization 1,500 204,045/20

1,500

ARXIV Text Summarization 203,037/20

CoLA-dev Lingustic Acceptability 1,041 67,349/20

872

SST2-dev
IMDb

Sentiment Classification 8,551/20

R R IR IR YRR

Sentiment Classification 1,500 25,000/20

Table 8: The details of involved evaluation datasets. -
dev represents employing development set due to their
test sets are inaccessible. # Demonstrations represent
the number of demonstrations to be selected in high/low-
resource ICL settings.



ate the quality responses generated conditioned on
compressed virtual tokens, and we report the F-1
scores of ROUGE-1, ROUGE-2, and ROUGE-L
(abbreviated R-1, R-2, R-L in the following), and
we employed the files2rouge '° library in practice.
Following the previous works, we report the accu-
racy of close-ended evaluation and MRR @10 for
passage ranking.

Ohttps://github.com/pltrdy/files2rouge.
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