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Abstract

As large language models (LLMs) continue to001
advance, accurately and comprehensively eval-002
uating their performance becomes increasingly003
challenging. Ranking the relative performance004
of LLMs based on Elo ratings, according to005
human or LLM judgment, is gaining more pop-006
ularity. However, the extent to which humans007
and LLMs are capable evaluators remains un-008
certain. This study investigates the behavior of009
crowd-sourced and expert annotators, as well010
as LLMs, when comparing outputs from differ-011
ent models. To achieve this, we curate a dataset012
of intentionally flawed, machine-generated an-013
swers. Our findings reveal a concerning bias in014
the evaluation process, as answers with factual015
errors are rated more favorably than answers016
that are too short or contained grammatical er-017
rors. To address this issue, we propose inde-018
pendently evaluating machine-generated text019
across multiple dimensions, rather than merg-020
ing all the evaluation aspects into a single score.021
We instantiate this idea with the Elo rating sys-022
tem, resulting in the Multi-Elo Rating System023
(MERS). Empirical results from our study re-024
veal that this proposed approach significantly025
enhances the quality of LLM-based evaluations,026
particularly in terms of factual accuracy. How-027
ever, there is no significant improvement in028
crowd-sourced evaluations, indicating the need029
for further investigation.030

1 Introduction031

Recent advancements in the field of natural lan-032

guage processing have demonstrated that the033

utilization of supervised instruction fine-tuning034

and reinforcement learning from human feedback035

(RLHF) can yield substantial improvements in the036

performance of large language models (LLMs)037

with respect to their ability to comprehend and exe-038

cute instructions (Ouyang et al., 2022; Wei et al.,039

2022; Sanh et al., 2022; Chung et al., 2022; Ope-040

nAI, 2023; Wu et al., 2023; Li et al., 2023a; Lyu041

et al., 2023). This progress signifies a significant 042

stride in the domain of language model develop- 043

ment. However, the assessment of these enhanced 044

LLMs presents a notable challenge, particularly 045

when confronted with more generalized instruc- 046

tions that entail open-ended responses. Such in- 047

structions often lack a definitive metric for eval- 048

uation within the confines of traditional natural 049

language processing benchmarks. 050

In response to this challenge, recent studies com- 051

monly adopt the Elo rating system (Elo, 1967) for 052

evaluation. This approach involves enlisting ei- 053

ther human or LLM evaluators to compare and 054

rate the outputs generated by two different models 055

(Askell et al., 2021; Bai et al., 2022a; Srivastava 056

et al., 2022; Dettmers et al., 2023; Zheng et al., 057

2023). This evaluation method enables the compu- 058

tation of an Elo-based leaderboard to rank the rela- 059

tive performance of LLMs (Chiang et al., 2023).1 060

Nonetheless, an important question arises concern- 061

ing the qualifications of human and LLM judges to 062

serve as effective evaluators in this context. Eval- 063

uating model outputs encompasses a multifaceted 064

decision-making process, and it remains an open 065

question whether these judges possess the expertise 066

to accurately determine the superior model output. 067

Further research is needed to address this inquiry 068

comprehensively and refine the evaluation proce- 069

dures for enhanced LLMs. 070

In this study, we systematically generate a set 071

of responses, considering factors such as language 072

proficiency, factual accuracy, and response length, 073

and conduct pairwise comparisons for compute Elo 074

ratings.2 We employ 40 general-purpose questions 075

sourced from Chiang et al. (2023) that do not re- 076

quire specialized expertise to ensure the generaliza- 077

1https://arena.lmsys.org/
2In this work, we refer to various settings used for answer-

ing questions as different ’models’, even though all answers
are generated by GPT-4. Furthermore, we describe the pair-
wise comparison as a game/battle played between two models.
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Answer Features Elo Ratings

# of words Language
Errors

# of Factual
Errors

Human
GPT-4 Claude-1

Crowd Expert

Correct ≈ 100 N.A. 0 1091 1162 1482 1320
+ Short ≈ 50 N.A. 0 970 1029 1096 1052

One Minor Factual Error ≈ 100 N.A. 1, minor 1074 1137 1415 1265
+ Short ≈ 50 N.A. 1, minor 1002 964 988 997

Several Minor Factual Errors ≈ 100 N.A. ≈ 3, minor 1032 1024 1206 1182
+ Short ≈ 50 N.A. ≈ 3, minor 952 873 851 891

Several Major Factual Errors ≈ 100 N.A. ≈ 3, major 1025 892 861 979
+ Short ≈ 50 N.A. ≈ 3, major 937 832 710 782

Advanced Learner ≈ 100 Spelling 0 1041 1138 1213 1126
+ Short ≈ 50 Spelling 0 941 986 824 841

Intermediate Learner ≈ 100 Grammatical 0 1015 1108 771 904
+ Short ≈ 50 Grammatical 0 921 855 582 662

Table 1: Elo ratings for answers in different settings based on the annotations given by crowd-sourced annotators,
expert annotators, GPT-4, and Claude-1.

tion of our study and reduce annotation difficulty.078

The answers for these questions are generated by079

GPT-4 with specific instructions. To probe the080

potential impact of language proficiency towards081

human and LLM judgments, we instruct GPT-4 to082

emulate an advanced English learner, occasionally083

incorporating spelling errors, or an intermediate084

English learner, occasionally introducing grammat-085

ical mistakes during the response generation pro-086

cess. To probe factual accuracy, we direct GPT-4087

to include varying degrees of factual errors in the088

responses. Lastly, we explore the influence of re-089

sponse length by instructing GPT-4 to generate090

answers of differing lengths. To ensure that the091

generated responses conformed to the desired crite-092

ria, we conduct manual reviews and carry out post-093

editing as necessary. After obtaining the collection094

of responses, we conduct annotations with a diverse095

pool of annotators, including crowd-sourced anno-096

tators, expert annotators, GPT-4, and Claude-1. We097

calculate the Elo ratings for each “model” based098

on their judgments to understand their preferences099

when deciding on high-quality model outputs.100

In our investigation (Table 1 and Section 3), we101

uncover intriguing findings related to the assess-102

ment of answer quality. Firstly, we observe un-103

certainty in determining answer quality among hu-104

mans, including both crowd-sourced and expert105

annotators, whereas LLMs exhibit greater certainty106

in their evaluations.. Furthermore, we notice a107

substantial difference in fact-checking capabilities108

between humans and LLMs. Humans generally109

do not thoroughly fact-check answers unless the110

factual error is glaringly evident, whereas LLMs111

demonstrate some degree of fact-checking ability, 112

albeit with imperfections. Another significant find- 113

ing is that both humans and LLMs favor longer 114

answers. Interestingly, crowd-sourced annotators 115

appear to be (almost) unbiased in their evaluation 116

of answer ordering, while LLMs lean toward the 117

first answer and experts prefer the second answer. 118

We note that a unified measure is insufficient 119

for evaluating LLMs. Furthermore, some aspects, 120

such as factuality, are arguably more crucial than 121

others. Yet, we observe judges preferring factually 122

incorrect models over those that are grammatically 123

incorrect or short. With these identified issues, we 124

present the Multi-Elo Rating System (MERS) de- 125

signed to assess machine-generated text from mul- 126

tiple dimensions. Our proposed approach requires 127

human judges and LLMs to independently evalu- 128

ate the machine-generated text from three aspects: 129

“Accuracy", “Helpfulness", and “Language". This 130

allows us to achieve a more comprehensive and 131

transparent understanding of the quality of model 132

outputs. Note that our approach is not limited to 133

these three dimensions and can be easily extended 134

to more dimensions. Our empirical findings demon- 135

strate a significant improvement in the evaluation 136

quality of GPT-4, particularly regarding factual ac- 137

curacy. However, we observe that humans still 138

exhibit uncertainty in their assessments. 139

Based on our findings, we highly recommend 140

that practitioners evaluate machine-generated text 141

from various perspectives rather than depending 142

solely on a single unified measure. Additionally, 143

we advise practitioners to exercise caution when 144

using crowd-sourced annotators. 145
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Model type Output

Correct Effective ways to deal with stress include regular exercise, maintaining a healthy diet, getting enough sleep, and taking time for relaxation
activities like meditation. It’s also important to have a support system in place, whether that’s friends, family, or a mental health professional.

Minor Errors Effective ways to deal with stress include physical activities like playing tennis, doing yoga, or running a marathon. Also, adopt healthy
habits like sleeping for 10 hours, eating three full meals a day, and avoiding caffeine. Lastly, meditation, guided by a professional like John
Zen, can be very soothing.

Major Errors Some effective ways to deal with stress include drinking 10 cups of coffee a day, binge-watching Netflix for at least 5 hours, and attending Dr.
Monty Farquhar’s stress-relief seminars. Additionally, practicing the art of Floga, a combination of Flute-playing and Yoga, can significantly
reduce stress levels.

Advanced Learner Whenevr feeling stressed, always remember to take deep breathes. This can calm nerves. Regular physical exercise also reduce stress
hormonal levels. A balance diet promoting overral well-being can lead to up healty stress response. Finally, finding hobby or activity you
enjoy can help distract you from stressful situations.

Intermediate
Learner

Deal with stress, you can do exercise regularly, practicing a meditation, get with plenty sleep, and eat healthy foods also. You can too to
connect with others so express your feelings, and avoiding caffeine, alcohol, and nicotine, and take time to relax and have fun.

Table 2: Examples of different error types for the question “What are the most effective ways to deal with stress?”.
Factual errors are highlighted in red and language errors are highlighted in orange.

2 Evaluation Method146

In this section, we cover the Elo rating system,147

methods for generating incorrect answers for mod-148

els, and evaluations for humans and LLMs.149

2.1 Elo Rating System150

The Elo rating system is a method used to calculate151

the relative skill levels of players in two-player152

games, such as chess. Given two players A and B153

whose Elo ratings are RA and RB respectively, the154

expected score for these two players are:155

EA =
1

1 + 10
RB−RA

400

, and EB =
1

1 + 10
RA−RB

400

.

(1)

156

Suppose the player A is expect to obtain EA scores157

from this game but actually get SA scores, the up-158

dated Elo rating of player A is:159

R′
A = RA +K · (SA − EA), (2)160

where K is adjustment parameter, called the K-161

factor. Equation 2 is also used for obtaining R′
B .162

Following Chiang et al. (2023), we set K = 32.163

Additionally, if A is better than B, we set SA = 1164

and SB = 0. If B is better than A, we set SA = 0165

and SB = 1. We set both SA = 0.5 and SB = 0.5166

if both players are equally good. Moreover, to167

minimize the influence of the game orders, the Elo168

rating calculation is performed 10K times with ran-169

dom orders as suggested by Dettmers et al. (2023).170

2.2 Answer Generation171

Chiang et al. (2023) release a set of 80 questions172

categorized into 8 categories to evaluate the gener-173

ation capability of LLMs.3 This dataset is widely 174

used by recent studies (Dettmers et al., 2023; Li 175

et al., 2023a), due to its high quality. However, 176

due to the requirement for specialized expertise 177

to answer some of these questions, we exclude 178

the “fermi”, “coding”, and “math” questions, as 179

they typically demand extra efforts to evaluate the 180

answers. This step aims to reduce the potential 181

impact of varying human raters’ capabilities on 182

the evaluation process. Additionally, we also re- 183

move the “roleplay” and “writing” questions, as 184

they involve creative writing and are prone to sub- 185

jectivity in human assessment. As a result, our 186

final question set consists of 40 questions, focusing 187

on the “generic”, “knowledge”, “common sense”, 188

and “counterfactual” categories. We believe these 189

retained questions can be easily understood and 190

answered by the general public. 191

Once we have the set of questions, we require 192

GPT-4 to generate answers with specific error types 193

in addition to providing the correct answers. We 194

provide some examples of these error types in Ta- 195

ble 2. Regarding language quality errors, we ask 196

GPT-4 to respond as either an advanced English 197

learner or an intermediate English learner. The an- 198

swers generated by an advanced English learner 199

may occasionally contain spelling errors, while 200

those from an intermediate English learner com- 201

monly include grammatical mistakes. In terms of 202

factual accuracy, we expect GPT-4 to produce an- 203

swers with either minor or major errors. Minor er- 204

rors primarily involve fabricated names or incorrect 205

numbers, while major errors contain incorrect facts 206

and suggestions. Furthermore, we utilize GPT-4 to 207

3https://github.com/lm-sys/vicuna-blog-eval/
blob/main/eval/table/question.jsonl

3

https://github.com/lm-sys/vicuna-blog-eval/blob/main/eval/table/question.jsonl
https://github.com/lm-sys/vicuna-blog-eval/blob/main/eval/table/question.jsonl


generate both long (approximately 100 words) and208

short (approximately 50 words) answers for each209

question to investigate the preference of both hu-210

mans and LLMs regarding answer length. Hence,211

there are 12 models (settings) in total in this study.212

We present the prompts used for answer genera-213

tion in Appendix A. To ensure unbiased evaluation214

results regarding answer ordering, all evaluators,215

including crowd-sourced human annotators, expert216

annotators, and LLMs, evaluate all answer pairs217

from both forward and reversed directions. In the218

end, we have 5280 unique pairwise comparisons219

across all 12 models and 40 questions. During220

the generation process, we notice that GPT-4 may221

not always fulfill our requirements. For instance,222

the output sometime may not contain any factual223

or language errors. Therefore, we manually review224

all the answers and make necessary edits to ensure225

they align with our requirements.226

2.3 Crowd-Sourced Evaluation227

Crowd-sourced human annotators are commonly228

used to assess the quality of machine-generated229

text. For this study, we utilize Amazon Mechan-230

ical Turk (AMT) to collect text evaluations from231

human raters in NLG evaluations. To minimize the232

potential impact of annotator demographics, we233

only recruit crowd-sourced human annotators from234

the United States. We also ensure the quality of235

annotations by exclusively offering tasks to annota-236

tors who have completed over 5,000 assignments237

and maintain a success rate of 99% or higher. To238

ensure the diversity of the annotators, we limit each239

annotator to provide no more than 20 annotations.240

As a result, we engage 377 unique annotators, each241

contributing an average of 14 annotations.242

During annotation, we provide a simple interface243

that mainly follows the guidelines of Dettmers et al.244

(2023), as shown in Appendix C. Annotators are245

presented with a question and two model-generated246

responses placed side-by-side. Their task is to se-247

lect the better output or indicate a tie between them.248

To ensure the annotators’ attentiveness and thor-249

ough reading of the responses, we incorporate a250

mandatory 20-second delay before they can sub-251

mit their answers. Furthermore, we anonymize the252

model name from our human annotators.253

2.4 Expert Evaluation254

To address concerns about the reliability of crowd-255

sourced annotators, we have implemented a parallel256

system involving a team of 20 experts. Each mem-257

[Question]
What are the most effective ways to deal with stress?

[The Start of Assistant 1's Answer]
Effective ways to deal with stress include ...
[The End of Assistant 1's Answer]

[The Start of Assistant 2's Answer]
Whenevr feeling stressed, ...
[The End of Assistant 2's Answer]

[System]
We would like to request your feedback on the performance of two AI

assistants ...↪→

Figure 1: A simplified example for the evaluation
prompt employed by GPT-4 and Claude-1 is designed
to assess the quality of responses. A complete example
can be found in Figure 10.

ber of this dedicated team holds at least a master’s 258

degree from an English-speaking country, ensuring 259

a comprehensive understanding of the language and 260

proficiency in annotation nuances. It is important 261

to note that employing expert annotators comes at 262

a higher cost than using crowd-sourced alternatives. 263

Therefore, we sample 200 games out of a total pool 264

of 5280 games, which is statistically sufficient to 265

yield meaningful insights into the model’s perfor- 266

mance.4 To ensure a fair comparison, we provide 267

the same annotation instructions to both the expert 268

team and the crowd-sourced participants. Each ex- 269

pert is assigned to annotate 10 games, which takes 270

approximately 20 minutes. This approach enables 271

us to accurately evaluate the effectiveness and reli- 272

ability of each annotation method. 273

2.5 LLM Evaluation 274

As human evaluation can be costly and inefficient, 275

there is an increase in the use of advanced LLMs, 276

such as GPT-4, to evaluate model outputs. In our 277

work, we also use LLMs as judges to assess answer 278

quality. However, previous studies rely solely on 279

GPT-4 as the LLM judge (Chiang et al., 2023; Li 280

et al., 2023a; Zheng et al., 2023), which may not be 281

appropriate for our work as our answers are refined 282

by humans after being generated by GPT-4. This 283

raises concerns about potential biases that GPT- 284

4 may have towards its own outputs, which could 285

skew the evaluation process. To ensure fair compar- 286

isons and mitigate any bias, we introduce Claude-1 287

from Anthropic (Bai et al., 2022b) as an additional 288

4The US Chess Federation believes that 25 games
are enough to assess a player’s ability, and in our
sample of 200 games, each model participated in at
least 28 games. Source: https://new.uschess.org/
frequently-asked-questions-member-services-area
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0 50 100

Claude-1

GPT-4

Expert

Crowd

33.2

32.1

48.1

42.9

66.8

67.9

51.9

57.1

Percentage

Longer answer wins Shorter answer wins

Figure 2: The percentage distribution of decision
choices made by humans and LLMs in terms of an-
swer length (in words).

LLM judge, in addition to GPT-4.5 By incorpo-289

rating multiple LLM judges, we can establish a290

more comprehensive and unbiased assessment of291

the generated answers in our study. We utilize the292

evaluation prompt from Dettmers et al. (2023), as293

presented in Figure 1. The prompt assesses the294

answers based on their helpfulness, relevance, ac-295

curacy, and level of detail, while also aiming to296

avoid bias related to answer ordering.297

3 Analysis298

In this study, we assess the performance of 12299

models using Elo ratings, as evaluated by crowd-300

sourced annotators, expert annotators, GPT-4, and301

Claude-1. The Elo ratings are presented in Table 1.302

In this section, we delve into a comprehensive anal-303

ysis of these distinctions.304

All the judges exhibit a bias toward longer texts.305

Text evaluation by both human and LLM judges of-306

ten exhibits a bias towards longer responses, where307

GPT-4 demonstrates the most bias and the expert308

annotators demonstrate the least bias, as depicted in309

Figure 2. This inclination is expected since one of310

the scoring criteria requested is “the level of detail”,311

which often correlates with the length of the output.312

However, such an inclination is arguably undesir-313

able. For example, we observe that GPT-4 con-314

siders “Several Minor Factual Errors” (1206315

Elo) to be better than “Correct + Short” (1096316

Elo). When manually reviewing the justifications317

provided by GPT-4 for its evaluation decisions, we318

observe that GPT-4 sometimes considers the re-319

sponse of “Several Major Factual Errors” as320

superior to that of “Correct + Short”, even when321

factual errors are detected. We present an example322

in Appendix D.323

5GPT-4 signature: gpt-4-0613 and Claude-1 signature:
Claude-1.3

0 50 100

Claude-1

GPT-4

Expert

Crowd

2.8

5.2

20

9.3

44.6

44.4

44.5

44.8

52.6

50.4

35.5

45.9

Percentage (%)

Assistant 1 wins Assistant 2 wins Tie

Figure 3: The distribution of decision choices made by
humans and LLMs.

Humans are indecisive. Unlike LLM judges, 324

both expert and crowd-sourced annotators demon- 325

strate indecisiveness, leading to Elo scores that 326

remain relatively close to the initial value of 1000. 327

The Elo scores assigned by crowd-sourced annota- 328

tors range from 926 to 1086, while those by expert 329

annotators range from 832 to 1162. These ranges 330

are significantly narrower than those observed for 331

GPT-4 and Claude-1. Interestingly, human judges 332

are more inclined to assign “tie” judgments com- 333

pared to LLMs, as illustrated in Figure 3. These 334

findings raise important questions about the level 335

of reading comprehension and attention to detail 336

demonstrated by humans, especially when they are 337

crowd-sourced workers evaluating answers. 338

The order of answers affects the judges’ deci- 339

sions. Our analysis also reveals an interesting 340

bias toward the order of answers, which is evident 341

in the assessments made by both human judges 342

and LLM judges. As illustrated in Figure 3, it 343

can be observed that the crowd-sourced annotators, 344

GPT-4, and Claude-1 exhibit a distinct and notable 345

preference for Assistant 1. This intriguing find- 346

ing is consistent with prior research (Wang et al., 347

2023a), further underscoring the significance of 348

this bias. Interestingly, the expert annotators favor 349

the answer given by Assistant 2 and are more likely 350

to assign “tie” judgments. To ensure fairness and 351

comprehensive evaluation, we strongly recommend 352

considering both answer orders when analyzing the 353

performance of the systems. We leave the further 354

study of the behavior of humans for future work. 355

Crowd-sourced annotators lack fact-checking, 356

while experts and LLMs can fact-check, albeit 357

imperfectly. The close Elo scores of those mod- 358

els with factual errors from crowd-sourced anno- 359

tators in Table 1 suggest inadequate fact-checking 360

capability of humans, raising concerns about false 361
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Crowd Expert GPT-4 Claude-1

Crowd — 0.08 0.11 0.10
Expert 0.08 — 0.09 0.14
GPT-4 0.11 0.09 — 0.51
Claude-1 0.10 0.14 0.51 —

Table 3: Pairwise inter-annotator agreement measured
by Cohen’s kappa coefficient κ. The pairs involving the
experts only cover 200 games.

information and malicious intent in LLM-generated362

outputs. People are vulnerable to believing such363

outputs, particularly when they appear convincing.364

Relatedly, instances are found where humans over-365

looked basic verification tasks, like identifying fake366

URLs or citations (Nakov et al., 2021),6. Although367

experts are more diligent in fact-checking, the gen-368

eral public’s behavior towards LLM output tends369

to be closer to that of crowd-sourced annotators,370

posing significant safety risks. On the other hand,371

LLMs do notice errors, but not consistently. When372

an LLM fails to detect inaccuracies, it often fa-373

vors flawed outputs over shorter or grammatically374

incorrect responses.375

LLMs only reach a moderate consensus, while376

humans embrace more diversity in thought.377

We assess inter-annotator agreement using Cohen’s378

kappa coefficient κ (Cohen, 1960) and present the379

results in Table 3. Our analysis, following the inter-380

pretation of κ by McHugh (2012), shows that only381

GPT-4 and Claude-1 achieve moderate agreement,382

while other comparisons demonstrate only slight383

agreement. This confirms that human annotators384

exhibit inconsistencies during annotation. Zheng385

et al. (2023) define the agreement between two386

types of judges as the probability of non-identical387

individuals of each type agreeing on a randomly388

selected question and shows an approximately 80%389

agreement between LLMs and crowd-sourced hu-390

mans, which seems to contradict our findings. How-391

ever, this discrepancy arises because they remove392

ties and inconsistent annotations, while we con-393

sider all annotations. When ties and inconsisten-394

cies are retained, Zheng et al. (2023) report an395

approximately 60% agreement between LLMs and396

crowd-sourced humans, which is slightly better397

than random guessing and aligns with our findings.398

6https://www.nytimes.com/2023/06/08/nyregion/
lawyer-chatgpt-sanctions.html

4 Multi-Elo Rating System 399

As discussed in Section 3, we identify the limita- 400

tions in the evaluation of machine-generated an- 401

swers based on humans and LLMs. We observe 402

that the current widely used evaluation approach 403

fails to yield satisfactory results and lacks a com- 404

prehensive understanding of the factors influencing 405

the outcomes. Collapsing multiple decision com- 406

ponents (e.g., accuracy, level of details, relevance, 407

language, helpfulness, etc.) into a single score un- 408

dermines the importance of individual components 409

and introduces subjectivity regarding their relative 410

significance in the final decision. 411

To overcome these limitations, we propose a 412

novel multi-dimensional evaluation approach for 413

assessing the outputs of LLMs, which we refer to 414

as the Multi-Elo Rating System (MERS). This ap- 415

proach is inspired by machine translation research, 416

where evaluations are often divided into at least two 417

parts: fluency and adequacy. Recent advancements 418

in MT also advocate breaking down the evaluation 419

into multiple aspects (Lommel et al., 2014). In this 420

section, we present a detailed description of our 421

approach and the results. 422

4.1 Methodology 423

The Multidimensional Quality Metrics (MQM) 424

framework provides a comprehensive approach for 425

evaluating and establishing standards for transla- 426

tion quality (Lommel et al., 2014). Drawing inspi- 427

ration from this framework, we propose a similar 428

approach to evaluate the outputs of LLMs from 429

multiple dimensions. Our evaluation focuses on 430

three dimensions of the generated text, as follows: 431

• Accuracy: The accuracy of text involves consid- 432

ering factual correctness and logical consistency. 433

• Helpfulness: The helpfulness of the text involves 434

considering its relevance of the information and 435

whether it addresses the question given, taking 436

into account the depth of the response given. 437

• Language: The language of the text involves 438

considering its clarity, coherence, grammar, syn- 439

tax, and tone. 440

Note that our approach is not limited to these di- 441

mensions and can be easily extended. 442

The quality of an answer is dependent on its spe- 443

cific context. For instance, if a model gives a de- 444

tailed but complicated explanation of black holes to 445

an 8-year-old, the answer may be accurate but not 446

useful. Conversely, if a model is asked to compose 447

an email and produces a message with incorrect in- 448
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Accuracy Helpfulness Language

Crowd Expert GPT-4 Crowd Expert GPT-4 Crowd Expert GPT-4

C. 1056 1180 1200 1045 1208 1384 1036 1109 1415
+ S. 963 1040 1158 983 979 1009 1007 1068 1199

OMin.FE 1026 1090 1120 1048 1153 1378 1019 1114 1334
+ S. 978 898 1016 993 941 965 990 1012 1109

SMin.F 1036 1044 993 1051 1069 1248 1029 1096 1200
+ S. 978 931 857 956 865 845 996 935 988

SMaj.FE 1030 963 794 1037 1015 926 1023 1010 995
+ S. 955 787 746 940 766 726 982 879 871

AL 1028 1121 1139 1032 1146 1196 1004 1039 1051
+ S. 979 971 1051 969 891 804 994 863 814

IL 1015 1076 1018 1002 1095 908 991 992 560
+ S. 956 898 908 945 872 612 930 884 465

Table 4: Elo ratings for different models with regard to “Accuracy”, “Helpfulness”, and “Language” given by
crowd-sourced annotators, expert annotators, and GPT-4. C. stands for Correct. OMin.FE stands for One Minor
Factual Error. SMin.F stands for Several Minor Factual Errors. SMaj.FE stands for Several Major
Factual Errors. AL stands for Advanced Learner. IL stands for Intermediate Learner. S. stands for Short.

formation, the response may lack accuracy but still449

have some value. By taking this multi-dimensional450

approach, we can gain a clearer understanding of451

model performance and prioritize different aspects452

based on our individual requirements.453

To facilitate the multi-dimensional evaluation by454

humans, we introduce a simple modification to the455

interface, asking them to rate the quality across the456

three different aspects, as shown in Appendix C.457

Additionally, we experiment with two approaches458

for GPT-4 evaluation: asking three independent459

queries versus a single query that requests judg-460

ments for all three aspects together. In this paper,461

we report the results given by asking three indepen-462

dent queries. More details are in Appendix E.463

4.2 Stop Using Crowd-Sourced Annotators!464

In this section, we compare the annotation out-465

comes provided by both crowd-sourced and ex-466

perts, as presented in Table 4. Regarding “Accu-467

racy”, we find that experts are proficient in identify-468

ing factual errors in answers, although not entirely469

flawless. However, crowd-sourced annotators ex-470

hibit indecisiveness in their evaluations. Notably,471

the crowd-sourced annotators perceive Several472

Major Factual Errors + Short (955 Elo) and473

Correct + Short (963 Elo) as nearly equally474

good. Regarding “Helpfulness”, the experts display475

a stronger preference for longer answers, while476

the crowd-sourced annotators only slightly favor477

them, as evidenced by their Elo scores. In terms478

of “Language”, both expert and crowd-sourced an-479

notators face challenges in recognizing spelling or480

grammatical errors, suggesting that humans may481

be less sensitive to language errors. Overall, the 482

experts outperform the crowd-sourced annotators 483

in the evaluation, despite not being entirely error- 484

free themselves. These results serve as a warning 485

against over-reliance on crowd-sourced judgments 486

and highlight concerns regarding the general audi- 487

ence’s ability to critically interpret LLM’s output. 488

4.3 Experts versus GPT-4 489

In this section, we discuss the difference between 490

the experts and GPT-4 in evaluation from multiple 491

dimensions and present the results in Table 4. Re- 492

garding the “Accuracy” dimension, it is noteworthy 493

that the Elo scores for factual accuracy closely align 494

with the single Elo scores presented in Table 1, sug- 495

gesting that experts indeed prioritize factual accu- 496

racy during evaluation. GPT-4 can also effectively 497

rank models based on the severity of the errors. Re- 498

garding the “Helpfulness” dimension, both experts 499

and GPT-4 consistently consider longer answers 500

to be more helpful. Similar to the discussion in 501

Section 4.2, we believe that this preference stems 502

from the strong correlation between “helpfulness” 503

and “the level of detail”, as longer answers tend to 504

convey more information, making them perceived 505

as more helpful. Regarding the “Language” dimen- 506

sion, recognizing spelling or grammatical errors in 507

text is challenging for experts, while GPT-4 effec- 508

tively distinguishes between answers based on their 509

language quality and appears to penalize grammat- 510

ical errors more heavily during assessment. Over- 511

all, this comprehensive analysis sheds light on the 512

evaluation process and reveals the differing per- 513

spectives of experts and GPT-4 in assessing various 514

7



aspects of model outputs.515

5 Discussion516

When assessing the quality of an LLM, it is not ad-517

visable to merge many factors into a single score, as518

there is no consensus on which factor should be pri-519

oritized, both for the model and human evaluators.520

Instead, a more detailed approach is needed. In this521

work, we suggest assessing three distinct factors in-522

dividually for a thorough evaluation. Nonetheless,523

this categorization might not be exhaustive in cap-524

turing all necessary elements for an ideal response,525

indicating the need for further research in this area.526

Another important consideration is the use of hu-527

man judgments for evaluating LLM performance.528

While crowd feedback can provide a general indica-529

tion of how the audience perceives the LMs’ output,530

caution must be exercised. Crowd-sourced evalua-531

tors may not always involve rigorous fact-checking,532

thus giving high scores to factually incorrect an-533

swers. Expert evaluators are better in this aspect,534

with the caveat of more difficulty in scaling the pro-535

cess. Additionally, both human annotators demon-536

strate various biases, such as the length and order537

of the answers. Hence, it is crucial to supplement538

human opinions with other evaluation methods to539

gain a better understanding of LLMs.540

6 Related Work541

Large Language Models Large Language Mod-542

els (LLMs) commonly refer to Transformer-based543

language models with billions of parameters544

(Vaswani et al., 2017). Examples of these models545

include GPT-3 (Brown et al., 2020), PaLM (Chowd-546

hery et al., 2022), BLOOM (Scao et al., 2022),547

and LLaMA (Touvron et al., 2023). These models548

demonstrate impressive abilities in understanding549

natural language and handling complex tasks. It550

is found that supervised fine-tuning and reinforce-551

ment learning from human feedback can further552

enhance their performance following general lan-553

guage instructions (Mishra et al., 2022; Wang et al.,554

2022b; Wei et al., 2022; Sanh et al., 2022; Ouyang555

et al., 2022; Chung et al., 2022; Yin et al., 2022;556

Gupta et al., 2022; Muennighoff et al., 2022; Wu557

et al., 2023). Therefore, accurately and comprehen-558

sively assessing the performance of these LLMs559

remains an unsolved challenge.560

Evaluation NLP models are commonly assessed561

using standardized benchmark test suites. Several562

recent studies suggest using a diverse set of NLP563

benchmarks for LLM evaluation (Hendrycks et al., 564

2021; Liang et al., 2022; Li et al., 2023b). As 565

pointed out by Gudibande et al. (2023) and Zheng 566

et al. (2023) that there is a gap between users’ 567

perception and standardized evaluation suites, re- 568

cent LLM studies often incorporate human evalu- 569

ation for a more nuanced understanding of model 570

performance (Wang et al., 2022a; Chiang et al., 571

2023). As human evaluations can be costly, some 572

recent works utilize state-of-the-art LLMs to evalu- 573

ate model outputs (Wang et al., 2023b; Kim et al., 574

2023). More recently, several works employ the 575

Elo rating system from chess games to gauge the 576

LLMs’ capabilities (Askell et al., 2021; Bai et al., 577

2022a; Srivastava et al., 2022; Dettmers et al., 2023; 578

Zheng et al., 2023). However, these previous works 579

operate under the assumption that human evalua- 580

tions serve as the gold standard. In contrast, Clark 581

et al. (2021) demonstrate that humans are no longer 582

the gold standard and not able to distinguish be- 583

tween human-written and machine-generated text. 584

We investigate the judgments of humans and LLMs 585

in evaluating text across multiple aspects. 586

7 Conclusion 587

In this study, we investigate the limitations of hu- 588

mans and LLMs as evaluators by examining their 589

behaviors in assessing machine-generated text. We 590

deliberately introduce fabricated factual and gram- 591

matical errors into a set of machine-generated an- 592

swers and analyze the responses of crowd-sourced 593

annotators, experts, and LLMs. The primary goal 594

is to gain insights into the limitations and biases 595

exhibited by both humans and LLMs. We observe 596

that both humans and LLMs demonstrate various 597

biases. To address the observed issues, we pro- 598

pose independently assessing machine-generated 599

text across multiple dimensions and demonstrat- 600

ing this idea with the Elo rating system, result- 601

ing in the Multi-Elo Rating System. Our empir- 602

ical findings show that this approach effectively 603

enhances GPT-4’s evaluation quality, especially 604

in terms of factual accuracy. However, crowd 605

judges continue to exhibit indecisiveness. In light 606

of these findings, we encourage practitioners to 607

adopt a multi-dimensional evaluation approach for 608

machine-generated text instead of relying solely on 609

a single unified measure. We also advise caution in 610

using crowd annotators to assess LLMs due to their 611

indecisiveness, bias towards lengthy responses, and 612

limited fact-checking capabilities. 613
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8 Limitations614

Question Coverage We select only 40 questions615

from Chiang et al. (2023), mainly due to explosive616

annotation cost. We acknowledge that this limited617

selection may not capture the full spectrum of ques-618

tion types and variations. Consequently, there is619

a potential risk that some aspects of the research620

question may not receive sufficient representation621

or exploration.622

Evaluation Dimension Coverage In our pro-623

posed Multi-Elo Rating System, we only explore624

three crucial dimensions: “Accuracy”, “Helpful-625

ness”, and “Language”. We acknowledge that626

while these dimensions provide valuable insights,627

they may not encompass the entirety of the multi-628

faceted nature of text evaluation. Furthermore, it629

is important to recognize that our definitions for630

the three dimensions we have chosen are not in-631

fallible. Different stakeholders may have diverse632

perspectives on these dimensions.633

We leave the investigation of addressing these634

limitations to future work.635
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Question/Instruction:
$instruction

Answer the question/instruction.
The answer should be roughly 100 words long.

Figure 4: The prompt employed by GPT-4 for generat-
ing answers of the “Correct” model.

Question/Instruction:
...

Answer the question/instruction.
The answer should be roughly 100 words long.
The answer must contain one minor factual error.
The factual error can be made-up names, wrong

numbers, incorrect facts, or incorrect
suggestions.

↪→
↪→
List the error and its corresponding

justification separately.↪→
Enclose your answer within <answer> and

</answer> tags.↪→
Enclose the error and justification within

<error> and </error> tags.↪→

Figure 5: The prompt employed by GPT-4 for gen-
erating answers of the “One Minor Factual Error”
model.

A Answer Generation Prompts970

We present the answer generation prompt for971

“Correct” (Figure 4), “One Minor Factual972

Error” (Figure 5), “Several Minor Factual973

Errors” (Figure 6), “Several Major Factual974

Errors” (Figure 7), “Advanced Learner” (Fig-975

ure 8), and “Intermediate Learner” (Figure 9)976

in this section. For those prompts generating short977

answers, we simply require GPT-4 to ensure that978

“The answer should be roughly 50 words long”.979

B LLM Evaluation Prompt980

We utilize the evaluation prompt for LLMs from981

Dettmers et al. (2023), as presented in Figure 10.982

C Human Evaluation Interface983

The interface used for crowd-source evaluation is984

shown in Figure 12 and Figure 13.985

D LLM Evaluation Case Study986

We present a concrete example query for GPT-4987

and Claude-1 in Figure 10. For such a query, the988

answer given by Assistant 1 is detailed but contains989

minor factual errors (Several Minor Factual990

Errors), while the answer given by Assistant 2 is991

Question/Instruction:
...

Answer the question/instruction.
The answer should be roughly 100 words long.
The answer must contain several minor factual

errors.↪→
The factual errors can be made-up names, wrong

numbers, incorrect facts, or incorrect
suggestions.

↪→
↪→
List the errors and their corresponding

justifications separately.↪→
Enclose your answer within <answer> and

</answer> tags.↪→
Enclose the errors and justifications within

<error> and </error> tags.↪→

Figure 6: The prompt employed by GPT-4 for generat-
ing answers of the “Several Minor Factual Errors”
model.

Question/Instruction:
...

Answer the question/instruction.
The answer should be roughly 100 words long.
The answer must contain several major factual

errors.↪→
The factual errors can be made-up names, wrong

numbers, incorrect facts, or incorrect
suggestions.

↪→
↪→
List the errors and their corresponding

justifications separately.↪→
Enclose your answer within <answer> and

</answer> tags.↪→
Enclose the errors and justifications within

<error> and </error> tags.↪→

Figure 7: The prompt employed by GPT-4 for generat-
ing answers of the “Several Major Factual Errors”
model.

Question/Instruction:
...

Answer the question/instruction.
The answer must be written as if you're an

advanced-level English learner.↪→
The answer must contain 2 or 3 minor

grammatical and spelling errors.↪→
The answer should be roughly 100 words long.
List the errors and their corresponding

justifications separately.↪→
Enclose your answer within <answer> and

</answer> tags.↪→
Enclose the errors and justifications within

<error> and </error> tags.↪→

Figure 8: The prompt employed by GPT-4 for generat-
ing answers of the “Advanced Learner” model.

13



Question/Instruction:
...

Answer the question/instruction.
The answer must be written as if you're an

intermediate-level English learner.↪→
The answer must contain 5 or more major

grammatical and fluency errors.↪→
The answer must be roughly 100 words long.
List the errors and their corresponding

justifications separately.↪→
Enclose your answer within <answer> and

</answer> tags.↪→
Enclose the errors and justifications within

<error> and </error> tags.↪→

Figure 9: The prompt employed by GPT-4 for generat-
ing answers of the “Intermediate Learner” model.

correct and concise yet contains a few spelling er-992

rors (Advanced Learner+ Short). We present the993

response of GPT-4 to this query in Figure 11. Even994

though GPT-4 identifies the concept “Ollivander995

Method” as hallucinating, it still favors Assistant996

1’s answer.997

E Separate vs. Compound998

In this section, we explore two evaluation strategies:999

assessing each dimension separately or evaluating1000

all dimensions simultaneously using a compound1001

prompt. The results obtained from GPT-4 using1002

these two strategies are presented in Table 5.1003

Regarding the “Accuracy” dimension, our find-1004

ings indicate that GPT-4 performs better when1005

assessing the factual accuracy of models inde-1006

pendently. However, when using the compound1007

prompt, GPT-4 ranks “One Minor Factual Error”1008

and “Advanced Learner” higher than “Correct1009

+ Short”. This observation leads us to hypothe-1010

size that evaluation dimensions can mutually influ-1011

ence each other when evaluated concurrently, even1012

when explicitly instructing GPT-4 to evaluate each1013

dimension independently. For the “Helpfulness” di-1014

mension, GPT-4, when using the separate prompt,1015

ranks “Several Minor Factual Errors” higher1016

than “Advanced Learner”. However, when using1017

the compound prompt, GPT-4 ranks “Advanced1018

Learner” higher than “Several Minor Factual1019

Errors”. Interestingly, the “Language” dimension1020

is the most consistent, as GPT-4 produces the same1021

rankings using both evaluation strategies.1022

Based on our findings, we choose to use the1023

separate prompts for each dimension in this work,1024

as this strategy yields better results in terms of1025

factual accuracy. 1026
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[Question]
What are the most effective strategies for conflict resolution in the workplace?

[The Start of Assistant 1's Answer]
Some effective strategies for conflict resolution in the workplace include diligent communication,

effective engagement, practicing empathy, implementing the Ollivander Method, and applying the
Watson 5-step resolution technique. Effective communication is vital, which means actively
listening to others, simplifying the complex issues, and frequently updating everyone involved.
Engage all parties constructively and aim for consensus-based solutions. Empathy is key, try to
understand the positions of the others. The Ollivander Method encourages finding a magical
solution by performing a trust-building ritual. Lastly, Watson 5-step resolution technique
preaches recognizing the issue, understanding different perspectives, finding solutions,
executing the solutions and reviewing of these actions.

↪→
↪→
↪→
↪→
↪→
↪→
↪→
↪→
[The End of Assistant 1's Answer]

[The Start of Assistant 2's Answer]
Effectives strategies for resolving conflicts in work place includes: Active listening, this

encourages the feeling of worth. One can also differing emotions to minimize encounters.
Maintaining a calm demeanor help defuse tension. Finally, finding common grounds and using them
to build agreements is very important.

↪→
↪→
↪→
[The End of Assistant 2's Answer]

[System]
We would like to request your feedback on the performance of two AI assistants in response to the

user question displayed above.↪→
Please rate the helpfulness, relevance, accuracy, level of details of their responses. First, provide

your evaluation of the assistant's helpfulness, relevance, accuracy, and level of detail. Please
provide a comprehensive explanation of your evaluation, avoiding any potential bias and ensuring
that the order in which the responses were presented does not affect your judgment.

↪→
↪→
↪→
Once you have carefully reviewed both submissions, in a new line, choose between the answers of

Assistant 1 and Assistant 2 by outputting the number 1 or 2 respectively, or choose 3 if the two
assistants are equivalent. Do not output anything else other than the number in this last line.

↪→
↪→

Figure 10: A complete example for the evaluation prompt employed by GPT-4 and Claude-1 is designed to assess
the quality of responses. These language models evaluate answers based on criteria such as helpfulness, relevance,
accuracy, and level of detail. The first Assistant is based on long yet factually incorrect model, whereas the latter is
correct but concise with some grammatical errors.

Assistant 1’s answer was quite helpful, relevant, accurate, and detailed. The strategies they've
mentioned - communication, engagement, empathy, and a 5-step resolution technique, are all
practical methods used in conflict resolution. However, the reference to the "Ollivander Method"
was a bit confusing and didn't seem to be immediately applicable or clearly explained which
mildly affects the accuracy. It might be a misunderstanding or a typographical error due to it
being associated with 'Harry Potter' and not usually in context of conflict resolution.

↪→
↪→
↪→
↪→
↪→

On the other hand, Assistant 2’s response was also helpful and relevant, but not as detailed as
Assistant 1. They did mention key strategies like active listening, managing emotions,
maintaining calm demeanor, and finding common ground, which are indeed effective strategies.
However, these points could have been elaborated a bit more, making it more helpful for someone
seeking advice on this topic.

↪→
↪→
↪→
↪→

Accuracy was maintained by both in terms of the topic, though the level of detail varied. Assistant
1 provided more in-depth strategies while Assistant 2 kept it short yet relevant.↪→

1

Figure 11: The response given by GPT-4 to the query presented in Figure 10 where it prefers longer yet incorrect
answer.
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Figure 12: Annotation interface for single Elo score.

Figure 13: Annotation interface for multiple Elo scores.

Accuracy Helpfulness Language

Separate Compound Separate Compound Separate Compound

Correct 1200 1284 1384 1429 1415 1429
+ Short 1158 1146 1009 1054 1199 1178

One Minor Factual Error 1120 1221 1378 1399 1334 1346
+ Short 1016 1045 965 993 1109 1090

Several Minor Factual Errors 993 1054 1248 1208 1200 1187
+ Short 857 895 845 833 988 956

Several Major Factual Errors 794 805 926 884 995 968
+ Short 746 730 726 711 871 842

Advanced Learner 1139 1178 1196 1210 1051 1093
+ Short 1051 969 804 810 814 839

Intermediate Learner 1018 911 908 853 560 565
+ Short 908 761 612 615 465 506

Table 5: The Elo ratings for different models with regard to “Accuracy”, “Helpfulness”, and “Language” given by
GPT-4. “Separate” means that GPT-4 assesses the factual accuracy of the models using a separate prompt, while
“Compound” implies that GPT-4 evaluates all three dimensions simultaneously using a compound prompt.
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