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Emre Özyıldırım
Dept. of Electrical and Electronics Eng.

Bilkent University
Ankara, Türkiye

emre.ozyildirim@ug.bilkent.edu.tr
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Abstract

We study downlink beam and rate adaptation in a multi-user mmWave MISO sys-
tem where multiple base stations (BSs), each using analog beamforming from
finite codebooks, serve multiple single-antenna user equipments (UEs) with a
unique beam per UE and discrete data transmission rates. BSs learn about trans-
missions success based on ACK/NACK feedback. To encode service goals, we
introduce a satisficing throughput threshold τr and cast joint beam and rate adap-
tation as a combinatorial semi-bandit over beam-rate tuples. Within this frame-
work we propose SAT-CTS, a lightweight, threshold-aware policy that blends
conservative confidence estimates with posterior sampling, steering learning to-
ward meeting τr rather than merely maximizing. We evaluate the performance via
cumulative satisficing regret to τr alongside standard regret and fairness. Exper-
iments under time varying sparse multipath channels show that SAT-CTS consis-
tently reduces satisficing regret and maintains competitive standard regret, while
achieving favorable average throughput and fairness across users, indicating that
modest, feedback-efficient learning can equitably allocate beams and rates to meet
QoS targets without channel state knowledge.

1 Introduction

We study downlink data transmission in a multi-user, multi-base station Multiple Input Single Out-
put (MISO) system, where multiple base stations (BSs) serve single-antenna user equipments (UEs)
[12]. In millimeter-wave (mmWave) communications, transmitters employ highly directional nar-
row beams to mitigate severe path loss and blockage. Reliable links require these beams to be
accurately steered toward the UEs [25, 18]. Each UE can be served by one of several candidate
beams across different BSs. A BS transmits data to a UE using the selected beam at the highest
feasible rate, determined by the chosen modulation and coding scheme (MCS). We model this as a
joint beam and rate adaptation problem without channel state information (CSI), where after each
transmission the BS receives binary ACK/NACK feedback for the selected beam–rate pair.
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Table 1: Comparison with related works.

Work Combinatorial
Setup

MAB &
Comm. System

Together

Satisficing
Threshold

Beam + Data
(Align & Rate)

MAMBA[2] ✗ ✓ ✗ ✓

PE[18] ✗ ✓ ✗ ✗

CCBM[10] ✓ ✓ ✗ ✗

CCVB for BS[13] ✓ ✓ ✗ ✗

FBA[6] ✗ ✗ ✗ ✗

CCV-MAB[11] ✓ ✗ ✗ ✗

Our work ✓ ✓ ✓ ✓

We consider a centralized architecture in which a learner coordinates beam and rate assignments for
the BSs and UEs at the beginning of each time slot over an ultra-low latency control channel. At the
end of each slot, BSs return feedback to the learner, which updates assignments to improve system
performance.

We cast this problem as a satisficing combinatorial multi armed bandit (CMAB) with semi-bandit
feedback and develop a learning algorithm that ensures acceptable per-UE average throughput. Our
approach follows Herbert Simon’s bounded-rationality perspective, where agents aim to reach an
aspiration level under limited time and information [15]. Instead of focusing on convergence to a
unique maximizer, we measure how quickly the assignments achieve a satisficing threshold through
the notion of satisficing regret.

We evaluate this metric in a simulated multi-BS, multi-UE MISO system with realistic channel vec-
tors generated by the DeepMIMO simulator [1]. UEs are modeled as stationary within each time
slot, consistent with the quasi-static assumption used in prior beam-training studies [18, 16]. Our
proposed algorithm SAT-CTS, which takes the satisficing threshold as an input and tests the selected
super arm’s performance under this threshold, outperforms standard Combinatorial Thompson Sam-
pling (CTS)[21] and Combinatorial Upper Confidence Bound (CUCB) [3] baselines in terms of
satisficing regret.

2 Related Work

In mmWave networks, the central challenge is assigning beams together with appropriate rates so
that data transmissions succeed under directional links and SNR thresholds. Early non-bandit ap-
proaches tackle only the alignment phase: e.g., Hassanieh et al. [6] design fast probing to identify a
good beam but do not address multi-user assignment or data rate selection and do not consider the
problem in a multi armed bandit (MAB) formulation. Bandit formulations then appear for align-
ment: Wei et.al.[18] and Wu et.al.[22] treat fast beam alignment as pure exploration, identifying the
best beam from pilot measurements (received signal strength) without sending real data or choosing
rates. The recent Contextual Combinatorial Beam Management [10] work line extends alignment
to a contextual, combinatorial setting with multiple UEs and BSs and a probing budget, still oper-
ating on pilot signals and maximizing a contextual reward. By contrast, Contextual Combinatorial
Volatile Bandits for multi user small BS association [13] emphasizes rate/association decisions un-
der context and volatility, but does not perform directional beam selection. Relatedly, CCV-MAB
[11] addresses contextual combinatorial bandits with time-varying availability, offering regret guar-
antees via adaptive discretization, yet it remains communication agnostic (no beam/rate modeling or
ACK/NACK signals). MAMBA [2] jointly adapts beam and MCS from ACK/NACK, yet remains a
single-user, single-BS formulation without combinatorial matching.

Our contribution We propose SAT-CTS, which performs joint beam–rate adaptation together
with BS-UE association in a combinatorial setting with semi-bandit (ACK/NACK) feedback, and
introduces a satisficing threshold which indicates the target average throughput per user. This fills
the gap between alignment-only pilot methods and single-link bandits by providing a target-aware,
multi-user assignment mechanism that directly operates on the data plane.

2



3 Problem Formulation

As shown in Figure 1 we consider a multi-user mmWave MISO system where B BSs, each with N
transmit antennas, serve M single-antenna UEs.

Each BS b ∈ [B] selects its beams from its predefined analog beamforming codebook of size K
[7], defined as Cb := { fb,k ∈ CN : k ∈ [K]}, with each beamforming vector fb,k normalized,
∥fb,k∥2 = 1. The mmWave channel, as observed in measurement studies [24, 23], follows a mul-
tipath model with a small number of propagation paths, resulting in a sparse structure. While our
learning algorithms are not restricted to work under a specific channel model, a common model for
the channel vector from base station b to user m is the Lm,b-path Saleh–Valenzuela model [14],
given as

hm,b =
√

N
Lm,b

Lm,b∑
ℓ=1

βm,b,ℓ a(cos θm,b,ℓ), (1)

where βm,b,ℓ and θm,b,ℓ are the complex gain and angle-of-departure of path ℓ
for that specific UE-BS link, and the array steering vector is a(cos θm,b,ℓ) =

[1, ej
2π
λ d cos θm,b,ℓ , . . . , ej

2π
λ d(N−1) cos θm,b,ℓ ]T defined as in [4]. Here, λ represents the carrier

wavelength and d represents the antenna spacing. We assume a quasi-static channel model, where
the channel vector hm,b remains constant during a time slot, but can vary between time slots.

Figure 1: System model.

Consider BS b transmitting symbol s to UE m
with transmit power pb. Without loss of general-
ity, assume s = 1. When BS b transmits with
with beam fb,k, the received signal at UE m is
given by ym =

√
pbh

H
m,bfb,k + nm where nm ∼

CN (0, σ2
m) is the complex additive white Gaussian

noise (AWGN) [18]. The instantaneous received-
signal-strength (RSS) is equal to the magnitude
squared of the received signal, which is given as
RSSm(fb,k) = |ym|2 = |√pb hH

m,bfb,k+nm|2. Let-
ting am,b,k = hH

m,bfb,k, we have

RSSm(fb,k) =
∣∣√pb am,b,k + nm

∣∣2 = pb |am,b,k|2 + 2
√
pbℜ{a∗m,b,k nm} + |nm|2.

Note that 2
√
pbℜ{a∗m,b,k nm} ∼ N

(
0, 2pb |am,b,k|2 σ2

m

)
and the noise-power term |nm|2 is an

exponential random variable with mean σ2
m and variance σ4

m. Assuming a high SNR regime, i.e.,
pb |am,b,k|2 ≫ σ2

m, we obtain the following approximation.

RSSm(fb,k) = |
√
pbam,b,k + nm|2 ≈ pb|am,b,k|2 +N (0, 2pb|am,b,k|2σ2

m). (2)

The expected RSS within a time slot is then given as E[RSSm(fb,k)] = pb
∣∣hH

m,bfb,k
∣∣2, which yields

a signal to noise ratio (SNR) equal to pb
∣∣hH

m,bfb,k
∣∣2/σ2

m, which is also used in [4].

Figure 2: Process of beam and rate assign-
ment.

Combinatorial Multi-armed Bandit Formula-
tion Beam k of BS b is denoted by tuple (b, k). We
denote the set of all beams by K := [B] × [K].
Additionally, we define a discrete set of feasible
transmission rates R = {r1, r2, . . . , rR} where
r1 < r2 < . . . < rR represent the available data
rates in bits per channel use. Different data rates
can be achieved by choosing a different MCS. We
assume |K| ≥M . Let T represent the time horizon.
We consider a centralized system where the learner
coordinates beam and rate selection for downlink
transmission.

As presented in Figure 2, the following events take
place sequentially at each time slot t. At the be-
ginning of each time slot t ∈ [T ], the learner assigns exactly one beam to each UE via a
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mapping πt : {1, . . . ,M} → K, and selects a transmission rate for each UE via a mapping
ρt : {1, . . . ,M} → R. Here, πm,t = (bm,t, km,t) represents the beam assigned to UE m with
bm,t representing the assigned BS and km,t representing the beam of the assigned BS. For each UE
m ∈ [M ], the learner communicates this information with the associated BS through an ultra-low
latency control channel. After this communication, BS bm,t uses its beam πm,t = (bm,t, km,t) to
transmit data to UE m at rate ρm,t.

We assume that each beam k ∈ K can serve at most one UE as in [19, 20]. Let S :=
{{(π1, ρ1), . . . , (πM , ρM )} : πm ∈ K, ρm ∈ R, πm ̸= πn for n ̸= m} represent the set of su-
per arms. For a super arm s ∈ S , let πm(s) be the beam assigned to UE m and ρm(s) be the rate
selected for UE m.

For a given rate ρm,t and beam allocation πm,t = (b, k), the transmission is successful if the in-
stantaneous SNR exceeds the threshold required for the selected rate. Define the SNR threshold for
rate r ∈ R as γth(r) = 2r − 1 based on the Shannon-Hartley theorem. Note that we assume that
inter-cell interference on SNR is ignored. At the end of time slot t, BS b receives the transmission
success indicator (ACK/NACK feedback) from UE m, which is given by:

xm,t =

{
1 if

pb|hH
m,bfb,k|

2

σ2
m

≥ γth(ρm,t) (ACK)
0 otherwise (NACK - outage)

which is the similar to the model that is used in previous works [5, 17]. The instantaneous re-
ward for UE m at time t is rm,t = ρm,t × xm,t, where the UE receives the selected rate ρm,t

if transmission is successful and zero otherwise. The transmission success probability for UE m

with beam (b, k) and rate r is denoted as ψm,(b,k),r := P
(

pb|hH
m,bfb,k|

2

σ2
m

≥ γth(r)

)
, where the

randomness is over the channel vector hm,b which is sampled as i.i.d random variable across
rounds. An optimal super arm is a super arm that maximizes the expected total throughput, i.e.,
(π∗, ρ∗) ∈ argmax(π,ρ)∈S E

[∑M
m=1 ρm × xm,t

]
= argmax(π,ρ)∈S

∑M
m=1 ρm×ψm,πm,ρm

where
ρm is the transmission rate selected for UE m, xm,t ∈ {0, 1} is the ACK/NACK feedback, and
ψm,πm,ρm

= P(xm,t = 1) is the transmission success probability for UE m with beam πm and rate
ρm.

Given assignment St = {(π1,t, ρ1,t), . . . , (πM,t, ρM,t)}, the learner observes at the end of slot t the
per-UE ACK/NACK feedback xm,t ∈ {0, 1} form = 1, . . . ,M . This information is communicated
by the BSs to the learner via the ultra-low latency control link.

Define the satisficing threshold as τr ∈ R+ representing the target average throughput per UE.
This threshold can be interpreted as the desired minimum average data rate that should be achieved
across all UEs. For instance, in 6G scenarios one can aim for average throughput τr = 2.5 Gbits/sec
per UE per time slot. The per-round satisficing regret of St is ∆(St) := [τr − 1

M

∑M
m=1 ρm,t ·

ψm,πm,t,ρm,t
]+, and the cumulative satisficing regret over T time slots isRS(T ) :=

∑T
t=1 ∆(St).

4 Fast Beam and Rate Adaptation via SAT-CTS

Satisficing Combinatorial Thompson Sampling (SAT-CTS) aims to select an appropriate BS-beam-
rate combination for each UE to meet the target throughput requirement efficiently. Each arm
(b, k, r) keeps a Beta prior on its success probability ψ and its plays and success counts. At
each round t, the algorithm samples ψ̃ ∼ Beta(A,B), forms θ = rψ̃, and builds a TS su-
per arm according to total throughput. It also computes empirical means ψ̂ and the half-width
c(t, n) =

√
0.5 log(max{2, t})/max(1, n), giving indices LCB = r(ψ̂ − c), MEAN = rψ̂, and

UCB = r(ψ̂ + c); maximization of each gives three candidate super-arms whose sums are com-
pared to the target Mτr. The gate plays the first that satisfies the target in the order LCB, MEAN,
UCB respectively; otherwise it falls back to the TS proposal. After observing per user ACK/NACK
feedback, it updates counts and Beta posteriors. The Algorithm 1 is the short version of the pseudo
code, the full version is available as Algorithm 4 in the Appendix.
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Algorithm 1 SAT-CTS (Short Version)

Require: Users M ; beam set K; rate setR; horizon T ; target τr
1: Init: Set Beta priors, play counters, and the feasible assignment set S.
2: for t = 1 to T do
3: TS step: Sample all BS–beam–rate triplets for all UEs and build a TS score table.
4: Index step: From observed data, form three score tables: LCB, MEAN, and UCB.
5: Best sets: For each table (LCB/MEAN/UCB) select its best assignment; also select the TS

best assignment.
6: Gate:
7: If the LCB candidate meets the target, play it; else if the MEAN candidate meets the target,

play it;
8: else if the UCB candidate meets the target, play it; otherwise play the TS candidate.
9: Play & observe: Execute the chosen assignment; collect per-user ACK/NACK (semi-bandit

feedback).
10: Update: Update counters and Beta priors only for the arms that were played.
11: end for

5 Experiments

5.1 Experimental Setup

We consider a multi-cell mmWave communication system with 3 BSs, where each BS is
equipped with a uniform linear array (ULA) of 64 antenna elements with full wavelength spac-
ing. Each BS can form 120 directional beams, resulting in a total of 360 beams across the
network that serve 12 users distributed across the coverage area. Our implementation is avail-
able at https://github.com/Bilkent-CYBORG/Satisficing-with-Binary-Feedback-for-Combinatorial-
Beam-Alignment. The channel characteristics are obtained using the DeepMIMO dataset [1], specif-
ically the city 3 houston 28 scenario, which provides realistic channel realizations based on ray-
tracing simulations in an urban environment. The system operates with a bandwidth of 50 MHz [1],
enabling high-throughput communication in the millimeter-wave band. The system employs adap-
tive modulation with three discrete rate levels: {6, 8, 12} bits/symbol, which correspond to achiev-
able data rates of 300 Mbps, 400 Mbps, and 600 Mbps respectively with the 50 MHz bandwidth.
The target performance which is equal to satisficing threshold is set at 8 bits/symbol for realizable
case, corresponding to 400 Mbps per user, and in non-realizable case it is set to 25 bits/symbol
which corresponds to 1.25 Gbps. For all measurements, simulations were repeated for 100 iter-
ations and the average of 100 iterations with a standard deviation is plotted. For the optimization
oracle, Hungarian Algorithm is used [9]. Figure 4 shows the deployment of users and BSs, the chan-
nel gain randomness is achieved by modeling the array steering vector in (1) as a random variable.
As benchmarks, CUCB [3] and CTS [21] algorithms were used. Their pseudo codes are given in
Algorithms 2 and 3 in the Appendix. Additionally, we measured the cumulative satisficing regret for
varying thresholds and assessed user-level fairness on the same performance metric as our objective,
throughput. Let rm,t = ρm,txm,t be UE m’s throughput (bits/symbol) at slot t; define cumulative
throughput Gm(T ) =

∑T
t=1 rm,t. We report Jain’s Fairness Index [8]:

J(T ) =

(∑M
m=1Gm(T )

)2
M

∑M
m=1G

2
m(T )

∈
[

1
M , 1

]
,

where J = 1 indicates perfectly even throughput across UEs and smaller values indicate disparity.
The cumulative fairness over time is also measured in simulation.
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5.2 Results and Discussion

Table 2: Fairness on cumulative throughput with a realizable target (mean ± std).
Algorithm t=1000 t=1500 t=2500 t=5000 t=7500 t=10000

CUCB 0.640 ± 0.030 0.700 ± 0.020 0.732 ± 0.028 0.774 ± 0.018 0.787 ± 0.015 0.804 ± 0.013
CTS 0.660 ± 0.030 0.700 ± 0.025 0.792 ± 0.021 0.838 ± 0.017 0.866 ± 0.014 0.888 ± 0.012
SAT−CTS 0.740 ± 0.020 0.775 ± 0.015 0.787 ± 0.012 0.793 ± 0.011 0.796 ± 0.010 0.798 ± 0.010

Table 3: Cumulative satisficing regret with changing satisficing thresholds at t = 10000 (mean in
bits/symbol).

Threshold τ

Algorithm 6 8 10 12

CTS 5113 7568 19382 34561
SAT-CTS 2547 5561 17623 33789

(a) Satisficing regret comparison of three algorithms
on same plot with realizable target.

(b) Satisficing and standard regret comparison of
CTS and SAT-CTS on same plot with realizable tar-
get.

(c) Satisficing regret comparison of three algorithms
on same plot with non realizable target.

(d) Satisficing and standard regret comparison of
CTS and SAT-CTS on same plot with non realizable
target.

Figure 3: Cumulative regret comparison graphs.

Figure 3 indicates the cumulative regret. Since the standard deviation is very small compared to
the cumulative regret values, some error bars are not visible. Under a realizable threshold (Fig.
3a), SAT- CTS achieves the threshold fastest and then stabilizes, resulting in the lowest cumulative
satisficing regret throughout the horizon. In the realizable case, SAT-CTS achieves approximately
25% lower satisficing regret than CTS at T = 10000 in the steady region. CUCB’s satisficing regret
looks nearly linear over our reported horizon, but this reflects an insufficient time horizon rather
than true linear asymptotics; once CUCB reliably finds a feasible super-arm, its curve is expected to
flatten (converge) beyond the measured T . On standard regret with realizable threshold (Fig. 3b),
SAT- CTS also maintains a slight but persistent advantage over CTS in the considered time horizon,
indicating that the satisficing gate not only achieves the target early but also steers learning toward
high-throughput super-arms without sacrificing exploitation efficiency.
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When the target is non realizable (Fig. 3c), all methods obtain satisficing regret roughly linearly
simply because no super arm can meet the threshold. In SAT- CTS, the decision gate (LCB →
mean → UCB) frequently finds that no candidate achieves the target; it therefore falls back to the
Thompson–sampling candidate, which is effectively the CTS choice on the super–arm. As a result,
SAT- CTS behaves like CTS for most rounds and their curves are nearly indistinguishable, with
small differences only in the early phase when SAT- CTS briefly attempts to satisfy the impossible
constraint. On the standard regret (Fig. 3d) they performed better, since the satisficing threshold is
higher than the maximum achievable average throughput. CUCB remains dominated in this regime
as well and its regret is excluded from the plot since it incurs much higher regret than CTS and
SAT-CTS. Fairness results in Table 2 reveal a trade off between throughput and equity, but they
also highlight an early phase fairness advantage for SAT- CTS. By t = 1000, SAT- CTS achieves a
Jain index of ≈ 0.74—about 0.07–0.09 above CTS and ≈ 0.12 above CUCB and it maintains the
smallest variability, reflecting stable, high-confidence assignments that quickly balance cumulative
service across users. Although CTS reaches and slightly passes on long horizons thanks to continued
exploration of Thompson sampling, SAT- CTS provides the best short and middle horizon fairness
and throughput balance in our experiments, while CUCB starts lowest and improves slowly across
the horizon.

6 Conclusion and Future Research

We formulated a multi-user beam–rate selection problem with ACK/NACK feedback as a satisficing
combinatorial bandit with a per-user throughput threshold and a no–beam-sharing assignment, for
which we proposed SAT-CTS, an if gated policy that blends conservative and exploratory indices. In
experiments on time-varying channels using DeepMIMO as an accurate simulator of real life envi-
ronments, SAT-CTS reached realizable targets in shorter periods of time and with lower cumulative
satisficing regret than baselines found in the literature, while behaving comparably to CTS when the
target was infeasible. As future work, it is possible to extend our formulations and approaches to
contextual combinatorial bandits that exploit side information (e.g., geometry, mobility) to accel-
erate learning and improve robustness. One could also explicitly incorporate fairness objectives as
constraints or via multi-objective optimization.
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A Appendix

Table 4: Summary of notation for multi-UE multi-BS mmWave MISO system.
Symbol Description

System Parameters
B Number of BSs
M Number of users
K Number of beams in each BS codebook
W System bandwidth
N Number of antennas at BS b
Cb = {fb,k}Kk=1 Beamforming codebook for BS b
λ Carrier wavelength for BS b
d Antenna element spacing at BS b
p Transmit power of BS b

Channel and Signal Parameters
hm,b Channel vector from BS b to user m
Lm,b Number of propagation paths between BS b and user m
βm,b,ℓ Complex gain of the ℓ-th path for the (m, b) link
θm,b,ℓ Angle-of-departure of the ℓ-th path for the (m, b) link
a(cos θm,b,ℓ) Array steering response vector at spatial angle θ
γm,b LoS path gain for the link between BS b and user m
θm,b LoS angle-of-departure from BS b to user m
fb,k k-th beamforming vector from BS b
ym Received baseband signal at user m
RSSm(fb,k) Measured received power at user m for beam fb,k
am,b,k Instantaneous projection: am,b,k = hH

m,bfb,k

Noise Parameters
nm Additive complex Gaussian noise at user m, nm ∼ CN (0, σ2

m)
σ2
m Noise variance at user m
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Figure 4: User and BS locations for the experimental setup.

Algorithm 2 CUCB: Combinatorial Upper Confidence Bound

Require: M users, beam set K = [B]× [K], rate setR = {r1 < · · · < rR}, time horizon T
1: Initialize:
2: nm,(b,k),r←0, ψ̂m,(b,k),r←0 for allm ∈ [M ], (b, k) ∈ K, r ∈ R {Counts and success-rate

estimates}
3: for t = 1 to T do
4: Step 1: UCB index computation on success probability
5: for each m ∈ [M ], (b, k) ∈ K, r ∈ R do
6: if nm,(b,k),r = 0 then UCBm,(b,k),r ← +∞ else

7: UCBm,(b,k),r ← ψ̂m,(b,k),r +

√
2 log t

nm,(b,k),r

8: θm,(b,k),r ← r ·UCBm,(b,k),r

9: end for
10:
11: Step 2: Construct super-arm via optimal assignment (no sharing)
12: S={{(π1, ρ1), . . . , (πM , ρM )} : πm∈K, ρm∈R, πm ̸=πn ∀m ̸=n}
13: At ← argmaxs∈S

∑M
m=1 θm,πm(s),ρm(s)

14:
15: Step 3: Assign super-arm and update estimates (ACK/NACK)
16: Assign At = {(π1,t, ρ1,t), . . . , (πM,t, ρM,t)} with πm,t = (bm,t, km,t)
17: Observe xm,t ∈ {0, 1} for m = 1, . . . ,M
18: for each user m ∈ [M ] do
19: nm,πm,t,ρm,t ← nm,πm,t,ρm,t + 1

20: ψ̂m,πm,t,ρm,t
← ψ̂m,πm,t,ρm,t

+
xm,t − ψ̂m,πm,t,ρm,t

nm,πm,t,ρm,t

21: end for
22: end for
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Algorithm 3 CTS: Combinatorial Thompson Sampling

Require: M users, beam set K = [B]× [K], rate setR = {r1 < · · · < rR}, time horizon T
1: Initialize:
2: Am,(b,k),r←1, Bm,(b,k),r←1 for all m ∈ [M ], (b, k) ∈ K, r ∈ R {Beta priors on ψ}
3: for t = 1 to T do
4: Step 1: Thompson sampling from posterior
5: for each m ∈ [M ], (b, k) ∈ K, r ∈ R do
6: ψ̃m,(b,k),r ∼ Beta(Am,(b,k),r, Bm,(b,k),r)

7: θm,(b,k),r ← r · ψ̃m,(b,k),r {expected throughput sample}
8: end for
9:

10: Step 2: Construct super-arm via optimal assignment (no sharing)
11: S={{(π1, ρ1), . . . , (πM , ρM )} : πm∈K, ρm∈R, πm ̸=πn ∀m ̸=n}
12: At ← argmaxs∈S

∑M
m=1 θm,πm(s),ρm(s)

13:
14: Step 3: Assign super-arm and update posteriors (ACK/NACK)
15: Assign At = {(π1,t, ρ1,t), . . . , (πM,t, ρM,t)} with πm,t = (bm,t, km,t)
16: Observe xm,t ∈ {0, 1} for m = 1, . . . ,M
17: for each user m ∈ [M ] do
18: Am,πm,t,ρm,t

← Am,πm,t,ρm,t
+ xm,t

19: Bm,πm,t,ρm,t ← Bm,πm,t,ρm,t + (1− xm,t)
20: end for
21: end for

11



Algorithm 4 SAT-CTS (Full pseudo code)

Require: M users; beam set K = [B]× [K]; rate setR = {r1 < · · · < rR}; horizon T ; target τr
1: Initialize:
2: For all m∈ [M ], (b, k)∈K, r∈R:
3: Am,(b,k),r←1, Bm,(b,k),r←1, nm,(b,k),r←0, sm,(b,k),r←0
4: S={{(π1, ρ1), . . . , (πM , ρM )} : πm∈K, ρm∈R, πm ̸=πn ∀m ̸=n}
5: Primitives: BestAssign(Score) := argmaxs∈S

∑M
m=1 Scorem,πm(s),ρm(s),

Avg(Score, s) := 1
M

∑M
m=1 Scorem,πm(s),ρm(s)

6: for t = 1 to T do
7: Step 1: Thompson Sampling
8: for each m, (b, k), r do
9: ψ̃m,(b,k),r∼Beta(Am,(b,k),r, Bm,(b,k),r); θm,(b,k),r←r ψ̃m,(b,k),r

10: end for
11: ŜTS ← BestAssign(θ)
12: Step 3: Indices (LCB/MEAN/UCB)
13: for each m, (b, k), r do
14: ψ̂←sm,(b,k),r/max(1, nm,(b,k),r); c←

√
0.5 log(max{2, t})/max(1, nm,(b,k),r)

15: LCBm,(b,k),r←r ·max{0, ψ̂ − c}, MEANm,(b,k),r←r · ψ̂, UCBm,(b,k),r←r · (ψ̂ + c)
16: end for
17: SLCB←BestAssign(LCB), SMEAN←BestAssign(MEAN), SUCB←BestAssign(UCB)
18: zL←Avg(LCB, SLCB), zM←Avg(MEAN, SMEAN), zU←Avg(UCB, SUCB)
19: Step 4: Gate

20: At ←


SLCB, zL ≥ τr
SMEAN, zM ≥ τr
SUCB, zU ≥ τr
ŜTS, otherwise

21: Step 5: Play & update (ACK/NACK semi-bandit feedback)
22: Assign At = {(π1,t, ρ1,t), . . . , (πM,t, ρM,t)}; observe xm,t∈{0, 1}
23: for each m do
24: nm,πm,t,ρm,t

←nm,πm,t,ρm,t
+ 1; sm,πm,t,ρm,t

←sm,πm,t,ρm,t
+ xm,t

25: Am,πm,t,ρm,t
←1 + sm,πm,t,ρm,t

; Bm,πm,t,ρm,t
←1 + nm,πm,t,ρm,t

− sm,πm,t,ρm,t

26: end for
27: end for
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