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Abstract001

To evaluate the creativity of large language002
models (LLMs) in Japanese, we construct three003
benchmarks: Japanese Creativity Questions004
(JCQ), Divergent Association Task (DAT), and005
Story Alteration Task (SAT). JCQ comprehen-006
sively evaluates creativity using LLMs. Mean-007
while, DAT and SAT measure specific aspects008
of creative ability using embeddings. We also009
analyze correlations between JCQ and DAT,010
JCQ and SAT, and DAT and SAT. While JCQ011
provides comprehensive evaluation, it is rela-012
tively time and resource intensive. In contrast,013
DAT and SAT offer lower comprehensiveness014
but enable quick, low-cost assessment. Addi-015
tionally, we investigate whether training with016
DAT contributes to enhancing LLM creativity.017

1 Introduction018

Creativity is a crucial ability that has supported hu-019

man progress and development. Creative thinking020

has been central to human activities, from artis-021

tic expression and scientific discovery to solving022

social problems. In recent years, with the devel-023

opment of large language models (LLMs), AI sys-024

tems have shown potential to support and extend025

human creative activities in text generation and026

problem-solving, leading to active research in this027

area (Franceschelli and Musolesi, 2024; Tanaka028

et al., 2024; Watanabe et al., 2024; Li et al., 2024).029

For both humans and LLMs, creativity has become030

an essential element for addressing the challenges031

of our increasingly complex society and creating032

new value.033

Previous research on LLM creativity has primar-034

ily focused on English, but there are differences035

in how creativity manifests and is evaluated across036

languages and cultures. Japanese, in particular,037

has different grammatical structures and expres-038

sive styles from English, with unique linguistic039

characteristics such as abundant homonyms and040

high context-dependency. These characteristics041

may uniquely influence LLMs’ creative expression, 042

highlighting the importance of cross-linguistic cre- 043

ativity research. 044

In this study, we construct three benchmarks to 045

measure LLM creativity in Japanese either compre- 046

hensively or efficiently depending on the purpose, 047

and evaluate several LLMs. The first is Japanese 048

Creativity Questions (JCQ), developed based on the 049

verbal tasks of the Torrance Test of Creative Think- 050

ing (TTCT) (Torrance, 1966), which is widely used 051

to evaluate human creativity. This follows the ap- 052

proach of previous research (Zhao et al., 2024). It 053

consists of seven tasks and uses four criteria for 054

evaluation. The second is the Divergent Associ- 055

ation Task (DAT) (Olson et al., 2021), which re- 056

quires listing words that are as semantically distant 057

from each other as possible. The third is the Story 058

Alteration Task (SAT), which measures how much 059

a story differs from the original after being altered. 060

JCQ evaluation uses a powerful LLM as LLM-as-a- 061

judge, while DAT and SAT evaluations use embed- 062

dings. JCQ can comprehensively evaluate creativ- 063

ity but requires time and resources for assessment. 064

DAT and SAT, on the other hand, can quickly and 065

easily measure specific aspects of creativity by us- 066

ing embeddings. This allows for choosing between 067

comprehensive or rapid evaluation methods to mea- 068

sure LLM creativity according to specific needs. 069

Furthermore, we investigate whether training 070

LLMs using DAT improves creativity through gen- 071

eralization ability, potentially enhancing scores on 072

JCQ and SAT. 073

2 Related Work 074

The Torrance Test of Creative Thinking (TTCT) 075

is widely known as a test for evaluating human 076

creativity. It consists of verbal and figural tests 077

with free-response questions, such as “List as many 078

unusual uses for a light bulb as possible.” When 079

evaluating responses, four criteria are commonly 080
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Task Definition Example Question (Translated)
Unusual Uses A task to think of unusual or diverse uses

for common objects.
Please list as many unusual uses for a light bulb as
possible.

Consequences A task to predict consequences or impacts
in unusual or hypothetical situations.

What would be the effects on society and daily life
if the internet became unavailable worldwide for 24
hours?

Just Suppose A task to consider hypothetical, often fan-
tastical scenarios and their implications.

You have gained the power to make objects disappear.
What would you eliminate? Please list as many ideas
as possible.

Situation A task to respond to a given situation. If gravity were to reverse direction, how would you
survive on the ground?

Common Problem A task to generate solutions to problems
that are familiar and everyday for most
people.

Please suggest ways to efficiently manage the con-
tents of a refrigerator.

Improvement A task to improve or modify existing ob-
jects or ideas.

Please list as many ways as possible to make a stan-
dard bed more comfortable.

Imaginative Stories A task to create a story with a given
prompt.

Please create a story with the title “The Library on
the Far Side of the Moon”

Table 1: Definitions and example questions for JCQ tasks. Created with reference to previous research (Zhao et al.,
2024).

Criterion Definition
Fluency The ability to generate numerous rele-

vant ideas in response to a given ques-
tion. Essentially measures the quantity
of ideas.

Flexibility The diversity of categories from which
ideas can be generated. The ability to
think of alternatives, shift from one class
or perspective to another, or approach
a given problem or task from various
angles.

Originality The uniqueness of the ideas generated.
Unique ideas are those that are unusual,
rare, or unconventional.

Elaboration The ability to develop, refine, and em-
bellish ideas. Includes adding details,
developing nuances, and making basic
concepts more intricate or complex.

Table 2: Definitions of the four criteria in JCQ. Follow-
ing previous research (Zhao et al., 2024).

used: Fluency, Flexibility, Originality, and Elabo-081

ration. These four criteria are generally adopted082

in many other creativity studies (Lu et al., 2024;083

Handayani et al., 2021; Hong et al., 2013). TTCT084

is widely used in the field of psychology and is085

considered an excellent test that can measure the086

creativity of many people (Kim, 2006).087

The Divergent Association Task (DAT) has also088

been developed as a creativity test, with research089

conducted on human subjects (Olson et al., 2021).090

DAT is a task to list words that are as semantically091

distant from each other as possible, with higher092

scores awarded for greater semantic distances be-093

tween words. They also conducted the Alterna-094

tive Uses Task (AUT), which asks participants to095

list as many uses as possible for common objects096

like “newspaper” or “shoe.” Their results showed097

significant correlations between DAT scores and 098

Flexibility and Originality scores in AUT. 099

In English, there is a study that created tests 100

based on the verbal tests of TTCT and measured 101

LLM creativity using OpenAI’s GPT-4 as an eval- 102

uator (Zhao et al., 2024). However, in Japanese, 103

benchmarks for evaluating LLM creativity are not 104

currently known. 105

Regarding the enhancement of human creativity, 106

training with verbal divergent thinking exercises 107

has been shown to improve specific aspects of cre- 108

ativity (Fink et al., 2015). For enhancing LLM cre- 109

ativity, prompting strategies that promote associa- 110

tive thinking—the cognitive process of connecting 111

unrelated concepts—have been found to improve 112

certain aspects of creativity (Mehrotra et al., 2024). 113

3 Construction of Japanese Creativity 114

Benchmarks 115

We construct three benchmarks to facilitate either 116

comprehensive or efficient assessment of LLM cre- 117

ativity in Japanese, depending on the evaluation 118

purpose. 119

3.1 Japanese Creativity Questions (JCQ) 120

JCQ was created following previous research (Zhao 121

et al., 2024) with the aim of comprehensively mea- 122

suring creativity. Through conversations with Ope- 123

nAI’s GPT-4o, o1-preview, and Anthropic’s Claude 124

3.5 Sonnet, we created 100 questions for each of 125

the seven tasks used in Zhao et al. (2024), for a to- 126

tal of 700 Japanese questions. The task definitions 127

and example questions are shown in Table 1. An 128

example LLM response is shown in Table 15 in the 129
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Fluency Flexibility Originality Elaboration Mean
GPT-4o 4.10 4.28 2.73 3.47 3.64
Claude 3.5 Sonnet 4.29 4.04 2.73 2.87 3.48
calm3-22b 4.16 4.18 2.87 3.86 3.76
llm-jp-3-13b 3.74 3.79 2.65 3.45 3.41
Swallow-8B 3.91 3.45 2.34 2.79 3.12

Table 3: Mean scores across all tasks for each model and criterion in JCQ.

Unusual Uses Consequences Just Suppose Situation Common Problem Improvement Imaginative Stories
GPT-4o 3.97 3.69 3.83 3.28 3.48 4.01 3.25
Claude 3.5 Sonnet 3.73 3.42 3.80 3.08 3.61 3.80 2.93
calm3-22b 3.84 3.92 3.91 3.73 3.45 4.00 3.50
llm-jp-3-13b 3.08 3.92 3.52 3.69 3.00 3.64 3.01
Swallow-8B 3.28 3.33 3.39 2.80 3.08 3.45 2.54

Table 4: Mean scores across all criteria for each model and task in JCQ.

appendix.130

Evaluation is conducted using LLM-as-a-Judge,131

the effectiveness of which has already been demon-132

strated (Zheng et al., 2023). Specifically, model133

responses are evaluated on a scale of 1 to 5 across134

four criteria: Fluency, Flexibility, Originality, and135

Elaboration. Each criterion is defined as shown in136

Table 2, following Zhao et al. (2024).137

3.2 Divergent Association Task (DAT)138

DAT is a test used in previous research (Olson139

et al., 2021) that requires listing 10 words that are140

as semantically distant from each other as possible.141

Higher creativity is indicated by more semantically142

distant words. This test was developed to measure143

human creativity, but our study targets LLMs. An144

example LLM response is shown in Table 16 in the145

appendix.146

The evaluation uses embeddings of each of the147

10 words listed by the model. The score for one148

trial is the mean of the cosine distances (1 − cosine149

similarity) between all pairs of words. Multiple150

trials are conducted, and the mean score across151

these trials becomes the model’s score.152

3.3 Story Alteration Task (SAT)153

SAT, proposed in this paper, is a test that involves154

rewriting stories according to specific instructions.155

Higher creativity is indicated by greater differences156

between the rewritten story and the original. An157

example response is shown in Table 17 in the ap-158

pendix.159

The evaluation uses embeddings of the original160

story and the story output by the model. The cosine161

distance between the two embeddings is calculated,162

and the mean across multiple stories becomes the163

model’s score.164

4 Creativity Evaluation Experiments for 165

LLMs 166

We evaluate the creativity of five LLMs using the 167

three constructed benchmarks. 168

4.1 Experimental Setup 169

We have the following five models generate re- 170

sponses. The temperature is set to 1. 171

• gpt-4o-2024-08-061 (GPT-4o) 172

• claude-3-5-sonnet-202410222 (Claude 3.5 173

Sonnet) 174

• calm3-22b-chat3 (calm3-22b) 175

• llm-jp-3-13b-instruct4 (llm-jp-3-13b) 176

• Llama-3.1-Swallow-8B-Instruct-v0.15 177

(Swallow-8B) 178

For JCQ, we use GPT-4o for evaluation. The 179

evaluation prompt is shown in Table 20 in the ap- 180

pendix. 181

For DAT, we set the number of trials to calcu- 182

late the model’s mean score to 100. Responses 183

that do not follow the specified format or con- 184

tain non-Japanese words, symbols, or non-nouns 185

are excluded from evaluation and not counted in 186

1https://platform.openai.com/docs/models#
gpt-4o

2https://docs.anthropic.com/en/docs/
about-claude/models#model-names

3https://huggingface.co/cyberagent/
calm3-22b-chat

4https://huggingface.co/llm-jp/
llm-jp-3-13b-instruct

5https://huggingface.co/tokyotech-llm/Llama-3.
1-Swallow-8B-Instruct-v0.1
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Fluency Flexibility Originality Elaboration Mean
Unusual Uses 4.50 4.13 2.92 2.78 3.58
Consequences 4.00 4.31 2.67 3.64 3.65
Just Suppose 4.58 4.43 2.64 3.11 3.69
Situation 3.30 4.03 2.57 3.38 3.32
Common Problem 3.98 3.85 2.01 3.46 3.32
Improvement 4.71 4.51 2.72 3.17 3.78
Imaginative Stories 3.22 2.36 3.12 3.49 3.05

Table 5: Mean scores across all models for each task and criterion in JCQ.

Score Std.
GPT-4o 0.527 0.014
Claude 3.5 Sonnet 0.530 0.018
calm3-22b 0.514 0.018
llm-jp-3-13b 0.494 0.049
Swallow-8B 0.505 0.014

Table 6: Results of DAT.

Score
GPT-4o 0.526
Claude 3.5 Sonnet 0.579
calm3-22b 0.458
llm-jp-3-13b 0.219
Swallow-8B 0.193

Table 7: Results of SAT.

the number of trials. We use the Japanese mor-187

phological analyzer Juman++6 for noun validation.188

The prompt is shown in Table 18 in the appendix.189

For the embedding model for evaluation, we use190

GLuCoSE-base-ja-v27.191

For SAT, we use 113 fairy tales as original sto-192

ries. These are fairy tales selected from a fairy193

tale website8 and summarized to approximately194

200-400 characters using gpt-4o-2024-05-131. The195

rewriting instruction is to transform the fairy tale196

into a modern-style story. The prompt is shown in197

Table 19 in the appendix. For the embedding model198

for evaluation, we use simcse-ja-bert-base-clcmlp9.199

We choose this model because it has a high correla-200

tion with human creativity evaluations. For details,201

please refer to Section C.2 in the appendix.202

4.2 Results203

4.2.1 Japanese Creativity Questions (JCQ)204

The mean scores across all tasks for each model205

and criterion are shown in Table 3. There were char-206

acteristics such as larger differences in Elaboration207

6https://github.com/ku-nlp/jumanpp
7https://huggingface.co/pkshatech/

GLuCoSE-base-ja-v2
8https://www.douwa-douyou.jp/index.shtml
9https://huggingface.co/pkshatech/

simcse-ja-bert-base-clcmlp

scores between models compared to differences in 208

Fluency and Originality. 209

The mean scores across all criteria for each 210

model and task are shown in Table 4. Overall, 211

there were characteristics such as models perform- 212

ing well on the Improvement task and struggling 213

with the Imaginative Stories task. 214

The mean scores across all models for each task 215

and criterion are shown in Table 5. There were 216

characteristics such as notably low Flexibility in 217

the Imaginative Stories task and low Originality 218

in the Common Problem task compared to other 219

tasks. 220

4.2.2 Divergent Association Task (DAT) 221

The scores for each model are shown in Table 6. 222

The two models considered powerful, GPT-4o and 223

Claude 3.5 Sonnet, achieved high scores. 224

4.2.3 Story Alteration Task (SAT) 225

The scores for each model are shown in Table 7. 226

Claude 3.5 Sonnet’s score was notably high. The 227

second highest score was achieved by GPT-4o, in- 228

dicating that, similar to DAT, the two models con- 229

sidered powerful performed well. 230

4.3 Analysis 231

4.3.1 Correlation between GPT-4o and 232

Human Evaluation in JCQ 233

Some responses to JCQ were manually evaluated. 234

Three university students collaboratively evaluated 235

15 responses for each task, totaling 105 responses, 236

using the same method as GPT-4o. The Pearson 237

correlation with GPT-4o’s evaluation is shown in 238

Table 8. We calculated the correlation between 239

GPT-4o and human evaluation scores for each task 240

and criterion in JCQ. Overall, there was correlation, 241

but some tasks and criteria showed weak correla- 242

tion. In particular, the correlation was weak for the 243

Imaginative Stories task. This suggests that GPT- 244

4o, may not effectively evaluate the creativity of 245

stories like humans. 246
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Fluency Flexibility Originality Elaboration Mean
Unusual Uses 1.000 0.222 0.208 0.613 0.570
Consequences 0.688 0.668 0.696 0.745 0.791
Just Suppose 0.964 0.623 0.733 0.683 0.755
Situation 0.299 0.619 0.551 0.174 0.707
Common Problem 0.814 0.640 0.539 0.494 0.639
Improvement 0.868 0.552 0.346 0.730 0.426
Imaginative Stories 0.488 0.340 -0.213 -0.076 0.397
All 0.683 0.577 0.525 0.546 0.654

Table 8: Correlation between GPT-4o and human evaluation scores for each task and criterion in JCQ. Bold values
indicate p-values below 0.05.

Fluency Flexibility Originality Elaboration Mean
Unusual Uses 0.847 0.952 0.455 -0.037 0.883
Consequences -0.154 -0.308 -0.118 -0.316 -0.340
Just Suppose 0.890 0.819 0.567 -0.058 0.722
Situation -0.549 0.063 -0.035 -0.447 -0.290
Common Problem 0.825 0.933 0.329 0.335 0.948
Improvement 0.844 0.848 0.755 -0.469 0.633
Imaginative Stories 0.046 -0.042 0.826 0.512 0.287
All 0.916 0.670 0.437 -0.108 0.466

Table 9: Correlation between JCQ and DAT. The table shows the correlation between model scores for each task
and criterion in JCQ and the model scores in DAT. Bold values indicate p-values below 0.05.

4.3.2 Correlation between JCQ and DAT247

The Pearson correlation between JCQ and DAT is248

shown in Table 9. We calculated the correlation249

between model scores for each task and criterion250

in JCQ and the model scores in DAT. Strong corre-251

lations were found in Fluency and Flexibility for252

some tasks. In particular, there was a strong corre-253

lation between Flexibility in the Unusual Uses task254

and DAT, which aligns with previous research on255

humans (Olson et al., 2021) that found a correlation256

between Flexibility in AUT (a task similar to Un-257

usual Uses) and DAT. However, while that research258

found a correlation between Originality in AUT259

and DAT for humans, our study found a weak cor-260

relation between Originality in the Unusual Uses261

task and DAT for LLMs. This suggests that corre-262

lation patterns between tasks may not always be263

consistent between LLMs and humans.264

4.3.3 Correlation between JCQ and SAT265

The Pearson correlation between JCQ and SAT is266

shown in Table 10. We calculated the correlation267

between model scores for each task and criterion in268

JCQ and the model scores in SAT. Strong correla-269

tions were found in Flexibility and Originality for270

some tasks, and overall, the correlation with JCQ271

was stronger than with DAT.272

4.3.4 Correlation between DAT and SAT273

The Pearson correlation between DAT and SAT274

was 0.933, with a p-value of 0.021. The strong275

correlation likely stems from the fact that both tasks 276

award higher scores when the generated text is 277

semantically distant from the context. 278

5 Training LLMs using DAT 279

We investigate whether using DAT, which promotes 280

divergent thinking, as training data can effectively 281

enhance LLM creativity. Since DAT measures the 282

ability to generate semantically distant words, it is 283

suitable for training the ability to form new con- 284

nections between concepts—an important aspect of 285

creativity. We examine whether this training affects 286

not only DAT scores themselves but also scores on 287

more comprehensive creativity measures such as 288

JCQ and SAT. 289

5.1 Method 290

We separately perform three distinct train- 291

ing approaches: SFT (Ouyang et al., 2022), 292

DPO (Rafailov et al., 2024), and GRPO (Shao et al., 293

2024) using DAT on the following three models: 294

• Llama-3.1-Swallow-8B-Instruct-v0.310 295

(Swallow-8B) 296

• Qwen2.5-7B-Instruct11 (Qwen-2.5-7B) 297

10https://huggingface.co/tokyotech-llm/Llama-3.
1-Swallow-8B-Instruct-v0.3

11https://huggingface.co/Qwen/Qwen2.
5-7B-Instruct
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Fluency Flexibility Originality Elaboration Mean
Unusual Uses 0.606 0.992 0.736 0.114 0.899
Consequences 0.126 -0.200 0.214 -0.076 -0.017
Just Suppose 0.678 0.945 0.824 0.260 0.897
Situation -0.221 0.368 0.320 -0.117 0.058
Common Problem 0.627 0.978 0.625 0.573 0.981
Improvement 0.601 0.966 0.939 -0.230 0.812
Imaginative Stories 0.331 0.237 0.960 0.741 0.556
All 0.908 0.855 0.725 0.170 0.712

Table 10: Correlation between JCQ and SAT. The table shows the correlation between model scores for each task
and criterion in JCQ and the model scores in SAT. Bold values indicate p-values below 0.05.

Valid Responses Mean Std. Unique Words
Random 131072 0.555 0.020 22085
Swallow-8B 105401 0.524 0.018 8026

SFT 100991 0.538 0.022 17614
DPO 1 129447 0.547 0.017 7231
DPO 2 130450 0.594 0.014 5689
GRPO 117824 0.570 0.022 10696

Qwen2.5-7B 81548 0.519 0.020 7839
SFT 81772 0.526 0.023 13470
DPO 1 112768 0.536 0.015 5949
DPO 2 115034 0.554 0.015 4464
GRPO 96567 0.541 0.022 8431

llm-jp-3-7.2b 25556 0.521 0.040 20999
SFT 48830 0.534 0.039 41410
DPO 1 123998 0.533 0.024 25782
DPO 2 127845 0.567 0.019 16420
GRPO 14668 0.558 0.026 30548

Table 11: Results of DAT training. The table shows the number of valid responses, mean score, standard deviation,
and number of unique words before and after training. The values are aggregated for valid responses (those with
non-zero scores) out of 131,072 responses.

• llm-jp-3-7.2b-instruct212 (llm-jp-3-7.2b)298

5.1.1 SFT299

We implement DAT-based SFT within the instruc-300

tion tuning framework. The training data consists301

of the top 16,384 scoring responses from 131,072302

DAT responses created using random words. DAT303

scores are calculated using the mean cosine dis-304

tance between embeddings of generated words, as305

described in Section 4. Random words are obtained306

from a noun list created from the dictionary of the307

Japanese morphological analyzer Juman++13. We308

train for one epoch with a learning rate of 2e-7 and309

a batch size of 256.310

5.1.2 DPO311

The training data consists of the top 16,384 scoring312

responses from 131,072 responses generated by the313

model itself as “chosen” and the bottom 16,384 as314

“rejected.” Responses that do not follow the format315

12https://huggingface.co/llm-jp/llm-jp-3-7.
2b-instruct2

13https://github.com/ku-nlp/JumanDIC/blob/
master/dic/ContentW.dic

or contain non-Japanese words, symbols, or non- 316

nouns are not excluded but given a score of 0. We 317

train for one epoch with a learning rate of 5e-7 and 318

a batch size of 256. Additionally, we create new 319

training data using the trained model and perform 320

a second stage of training. 321

5.1.3 GRPO 322

The reward is set to 10 times the DAT score. Re- 323

sponses that do not follow the format or contain 324

non-Japanese words, symbols, or non-nouns re- 325

ceive a reward of 0. Responses identical to previ- 326

ous ones also receive a reward of 0. We train for 327

one epoch with 4,096 training samples, 8 genera- 328

tions, a learning rate of 5e-7, and a batch size of 329

256. 330

5.2 Results 331

The results of DAT training are shown in Table 332

11. The table shows the number of valid responses, 333

mean DAT score, standard deviation, and number 334

of unique words before and after training. The 335

values are aggregated for valid responses (those 336

with non-zero scores) out of 131,072 responses. 337
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Fluency Flexibility Originality Elaboration Mean
Swallow-8B 4.52 3.78 2.85 3.61 3.69

SFT 4.51 3.76 2.86 3.64 3.69
DPO 1 4.54 3.76 2.83 3.62 3.69
DPO 2 4.51 3.70 2.86 3.60 3.67
GRPO 4.52 3.73 2.87 3.60 3.68

Qwen2.5-7B 4.05 3.92 2.88 2.98 3.46
SFT 4.05 3.91 2.87 2.93 3.44
DPO 1 4.09 3.94 2.91 3.00 3.48
DPO 2 4.06 3.95 2.85 3.02 3.47
GRPO 4.02 3.94 2.90 3.00 3.47

llm-jp-3-7.2b 3.77 3.81 2.66 3.42 3.42
SFT 3.79 3.81 2.65 3.38 3.41
DPO 1 3.83 3.78 2.66 3.40 3.42
DPO 2 3.92 3.87 2.69 3.46 3.48
GRPO 3.64 3.68 2.64 3.29 3.31

Table 12: Mean scores across all tasks for each model and criterion in JCQ for models trained with DAT.

Unusual Uses Consequences Just Suppose Situation Common Problem Improvement Imaginative Stories
Swallow-8B 3.72 3.94 3.76 3.38 3.87 3.96 3.20

SFT 3.71 3.91 3.79 3.36 3.90 3.92 3.24
DPO 1 3.67 3.92 3.78 3.40 3.88 3.92 3.25
DPO 2 3.64 3.93 3.74 3.39 3.86 3.90 3.23
GRPO 3.68 3.93 3.76 3.41 3.82 3.92 3.23

Qwen2.5-7B 3.54 3.84 3.53 3.28 3.18 3.81 3.04
SFT 3.52 3.82 3.50 3.28 3.15 3.82 3.00
DPO 1 3.62 3.84 3.50 3.30 3.21 3.74 3.18
DPO 2 3.57 3.79 3.55 3.25 3.19 3.81 3.11
GRPO 3.59 3.78 3.60 3.34 3.14 3.80 3.00

llm-jp-3-7.2b 3.09 3.84 3.68 3.76 3.01 3.19 3.36
SFT 3.02 3.83 3.74 3.72 2.97 3.23 3.34
DPO 1 3.19 3.82 3.64 3.73 2.93 3.31 3.32
DPO 2 3.38 3.87 3.68 3.78 2.93 3.36 3.40
GRPO 2.74 3.80 3.50 3.76 2.92 3.12 3.36

Table 13: Mean scores across all criteria for each model and task in JCQ for models trained with DAT.

Score
Swallow-8B 0.421

SFT 0.431
DPO 1 0.430
DPO 2 0.410
GRPO 0.417

Qwen2.5-7B 0.450
SFT 0.435
DPO 1 0.447
DPO 2 0.439
GRPO 0.454

llm-jp-3-7.2b 0.185
SFT 0.179
DPO 1 0.172
DPO 2 0.140
GRPO 0.210

Table 14: Mean scores in SAT for models trained with
DAT.

The two-stage DPO showed the largest increase in338

score. The ratio of unique words to valid responses339

increased with SFT and decreased with DPO.340

The mean scores across all tasks for each model341

and criterion in JCQ for models trained with DAT342

are shown in Table 12. In most cases across training343

methods and criteria, scores hardly increased from344

the original model. As an exception, the Fluency 345

score improved when llm-jp-3-7.2b was trained 346

with DPO. 347

The mean scores across all criteria for each 348

model and task in JCQ for models trained with 349

DAT are shown in Table 13. In most cases across 350

training methods and tasks, scores hardly increased 351

from the original model. As an exception, the Un- 352

usual Uses and Improvement task scores improved 353

when llm-jp-3-7.2b was trained with DPO. 354

The mean scores in SAT for models trained 355

with DAT are shown in Table 14. In most cases 356

across training methods, scores hardly increased 357

from the original model. As an exception, the 358

score improved when llm-jp-3-7.2b was trained 359

with GRPO. 360

5.3 Discussion 361

The model with the most unique words in DAT was 362

llm-jp-3-7.2b. This is likely because this model 363

was trained on a large Japanese corpus and uses a 364

tokenizer extended for Japanese. 365

The increase in the ratio of unique words to valid 366

7



responses with SFT is likely because the training367

data contained many new words that the original368

model did not generate. Conversely, the decrease369

with DPO is likely because the training led to an370

increased probability of generating responses using371

specific groups of words that yield high scores.372

There are several possible reasons why the Flu-373

ency, Unusual Uses, and Improvement scores for374

llm-jp-3-7.2b improved in JCQ after DAT training.375

First, this model initially had few valid responses376

in DAT. The increase in valid responses through377

training may have improved instruction following,378

thereby improving JCQ scores. Additionally, DAT379

training may have enhanced the ability to enumer-380

ate items, improving scores on the criterion that381

measures the quantity of ideas and the tasks that382

require enumeration. The model’s extensive train-383

ing in Japanese and use of a tokenizer extended for384

Japanese may also be factors.385

6 Conclusion386

We constructed three benchmarks to measure LLM387

creativity: JCQ, DAT, and SAT. Each benchmark388

has advantages and disadvantages in terms of com-389

prehensiveness and ease of use. JCQ uses seven390

tasks and four criteria, allowing for comprehensive391

creativity evaluation, but requires more time and392

resources compared to the other two benchmarks393

as it uses LLMs for evaluation. DAT has low com-394

prehensiveness with only one prompt but allows for395

rapid evaluation using embeddings. SAT requires396

preparing original stories but enables easy evalu-397

ation using embeddings. Its comprehensiveness398

is lower than JCQ as it involves only one task of399

rewriting stories, but higher than DAT as it uses400

multiple stories.401

We also analyzed the correlation between GPT-402

4o and human evaluation in JCQ. Overall, there403

was correlation except for some tasks and criteria,404

particularly the Imaginative Stories task. This sug-405

gests that JCQ results are reliable except for the406

weakly correlated parts.407

Furthermore, we analyzed correlations between408

JCQ and DAT, JCQ and SAT, and DAT and SAT.409

DAT and SAT correlated with JCQ in some tasks410

and criteria, with SAT showing stronger correla-411

tion with JCQ overall. This indicates a trade-off412

between ease of use and strength of correlation413

with JCQ, as DAT is easier to use than SAT. DAT414

and SAT showed strong correlation with each other,415

possibly due to similarities in task nature.416

We also investigated whether DAT training im- 417

proves creativity through generalization ability, po- 418

tentially enhancing JCQ and SAT scores. While 419

scores generally did not increase, there were cases 420

where scores improved under specific conditions. 421

Properly evaluating creativity is important for 422

understanding and utilizing LLM capabilities. This 423

study proposes an initial framework for evaluating 424

LLM creativity in Japanese. The three proposed 425

benchmarks provide means to efficiently measure 426

LLM creativity according to purpose. This enables 427

understanding the current state of LLMs’ creative 428

abilities and selecting appropriate models for spe- 429

cific tasks and applications. 430

Future challenges include establishing more re- 431

fined approaches for creativity evaluation. In partic- 432

ular, developing evaluation methods that consider 433

Japanese-specific linguistic and cultural characteris- 434

tics, and improving methodologies to enhance con- 435

sistency with human evaluation are needed. Explor- 436

ing effective training methods to enhance creativity 437

is also an important research direction. Through 438

such efforts, we can expect improvements in LLMs’ 439

creative abilities and the development of appropri- 440

ate evaluation methods. 441

Limitations 442

Our study has several limitations. First, while JCQ 443

provides comprehensive creativity evaluation, GPT- 444

4o’s evaluations showed weak correlation with hu- 445

man judgments for certain tasks, particularly Imag- 446

inative Stories. This suggests that LLM-as-a-judge 447

approaches may not fully capture human percep- 448

tions of creativity in narrative contexts. 449

Second, DAT and SAT, though efficient, mea- 450

sure only specific aspects of creativity—semantic 451

distance between words and story rewriting ability, 452

respectively. They cannot capture the full spec- 453

trum of creative capabilities that JCQ attempts to 454

measure. 455

Finally, our experiments with DAT-based train- 456

ing showed few improvements in other creativity 457

tests. While specific scores improved under cer- 458

tain conditions (e.g., llm-jp-3-7.2b’s Fluency after 459

DPO training), the overall lack of consistent im- 460

provements suggests that training specifically on 461

semantic distance tasks may not generalize well to 462

broader creative abilities. More sophisticated train- 463

ing approaches that target multiple aspects of cre- 464

ativity simultaneously may be necessary for mean- 465

ingful enhancement of LLM creative capabilities. 466
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A Example LLM Responses556

Question (Translated) Please list as many unusual uses for a light bulb as possible.
Model Claude 3.5 Sonnet
Response (Translated) Let me suggest some creative uses for a light bulb:

Decoration & Crafts
1. Miniature terrarium container
2. Christmas ornament
3. Single flower vase
4. Pen holder
5. Candle holder
6. Art object
7. Doorknob
8. Small item container

Gardening Related
9. Container for growing houseplants
10. Seed starting pot
11. Hydroponic container
12. Mini greenhouse

Practical Uses
13. Salt and pepper shaker
14. Spice container
15. Stationery holder
16. Piggy bank
17. Moisture-proof case
18. Temporary medicine storage
19. Pin and clip holder
20. Small aquarium

Crafts & Science Experiments
21. Material for making snowmen
22. Science experiment equipment
23. Doorbell
24. Material for an hourglass
25. Material for wind chimes
(continued)

Table 15: Example response for JCQ.
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Model Claude 3.5 Sonnet
Response (Translated) 1. Umbrella

2. Sugar
3. Map
4. Music
5. Battery
6. Mirror
7. Air
8. Clock
9. Fireworks
10. Newspaper

Table 16: Example response for DAT.

Prompt (Translated) Please rewrite the following story according to the conditions.
# Conditions
- Create a creative modern-style story
- About 400 characters in length
- No line breaks
- Output only the story you created
# Story
Long ago, a kind-hearted fisherman named Urashima Taro saved a turtle
that was being bullied by children. A few days later, the turtle invited Taro
to the Dragon Palace as a token of gratitude, where he spent dreamlike days
with a beautiful princess, luxurious food, and dancing fish. After a few days,
when Taro decided to return home, the princess gave him a box that he must
never open. When Taro returned to his village, everything had changed,
and he couldn’t find his house or mother. After wandering in confusion, he
opened the box, and with white smoke, he instantly became an old man.
The joyful days at the Dragon Palace had actually spanned hundreds of
years.

Model Claude 3.5 Sonnet
Response (Translated) Takuya Urashima, a software engineer at a major IT company, witnessed

a malfunctioning self-driving car on the roadside. Inside was a distressed
elderly woman, and Takuya used his programming skills to repair the car’s
system. Days later, he received an invitation to “Ryugu,” a luxury resort
hotel, from the elderly woman. There, he met her granddaughter Otohime,
a VR technology genius, and Takuya was captivated by the latest metaverse
world she had developed. While immersed in the highly realistic virtual
world, Takuya decided to return to reality. Upon returning home wearing
the latest smartwatch Otohime had given him at their parting, he discovered
that three years had passed. When the panicked Takuya operated the watch,
the facial recognition system suddenly activated. The face reflected there
was his own, rapidly aged by stress. The happy time in the metaverse had
actually been a long period of social withdrawal in reality.

Table 17: Example response for SAT.
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B Instruction and Evaluation Prompts557

# Instructions
Think of 10 words that have meanings or uses as different from each other as possible, and output
them in the following format.

# Rules
1. Each word should be a single word only
2. Only nouns are allowed (objects, entities, concepts, etc.)
3. Proper nouns cannot be used (specific people, places, etc.)
4. Technical terms cannot be used
5. No explanations are needed

# Output Format
1. word1
2. word2
3. word3
4. word4
5. word5
6. word6
7. word7
8. word8
9. word9
10. word10

Table 18: Prompt for DAT (Translated). Created with reference to Olson et al. (2021).

Please rewrite the following story according to the conditions.
# Conditions
- Create a creative modern-style story
- About 400 characters in length
- No line breaks
- Output only the story you created
# Story
{original story}

Table 19: Prompt for SAT (Translated).
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Read the response to the question and evaluate it on a 5-point scale from four perspectives.

# Notes
- Read the entire response
- Read the explanation for each criterion carefully and evaluate independently
- If you are unsure about the evaluation, choose the lower rating
- Follow the output format and output only the evaluation results

# Output Format
Fluency: [1-5]
Flexibility: [1-5]
Originality: [1-5]
Elaboration: [1-5]

# Question
{question}

# Response
{response}

# Fluency: Evaluate the number of different ideas related to the question. Count repetitions or
paraphrases as a single idea.
1. 1-2 ideas
2. 3-4 ideas
3. 5-6 ideas
4. 7-8 ideas
5. 9 or more ideas

# Flexibility: Evaluate the diversity of perspectives, categories, or approaches shown in the response.
1. Single perspective
2. 2 different perspectives
3. 3 different perspectives
4. 4 different perspectives
5. 5 or more different perspectives

# Originality: Evaluate how unique the ideas in the response are.
1. Extremely common ideas that anyone would think of
2. Common ideas with slight innovation
3. Somewhat unusual ideas with elements of surprise
4. Novel and original ideas
5. Extremely unique and innovative ideas

# Elaboration: Evaluate the detail and depth of idea development.
1. Ideas are simple with no detailed explanation
2. Basic explanations are included but no deep development
3. Some detailed explanations or developments
4. Ideas are explained in detail and well developed
5. Ideas are very detailed with complex developments

Table 20: Evaluation prompt for JCQ (Translated).

13



C Detailed SAT Experiment558

We conduct SAT experiments on the following 11559

models:560

• gpt-4o-2024-05-131 (GPT-4o)561

• gpt-4-turbo-2024-04-0914 (GPT-4 Turbo)562

• gpt-3.5-turbo-012515 (GPT-3.5 Turbo)563

• claude-3-5-sonnet-202406202 (Claude 3.5564

Sonnet)565

• claude-3-opus-202402292 (Claude 3 Opus)566

• claude-3-sonnet-202402292 (Claude 3 Son-567

net)568

• claude-3-haiku-202403072 (Claude 3 Haiku)569

• Meta-Llama-3-70B-Instruct16 (Llama-3-70B)570

• Meta-Llama-3-8B-Instruct17 (Llama-3-8B)571

• Qwen2-72B-Instruct18 (Qwen2-72B)572

• Qwen2-7B-Instruct19 (Qwen2-7B)573

In addition to evaluation using the simcse-ja-bert-574

base-clcmlp embedding model, we also conduct575

human evaluation and GPT-4o evaluation.576

Human evaluation is performed via crowdsourc-577

ing. Crowdworkers are presented with the original578

story and 11 stories generated by the models, and579

asked to rank them in order of perceived creativity.580

Scores are assigned from 1 point for first place, 0.9581

points for second place, 0.8 points for third place,582

and so on down to 0 points, with the model’s score583

being the mean across all stories. The evaluation584

instructions for crowdworkers are shown in Table585

21.586

For GPT-4o evaluation, we present the original587

story and the story generated by the model, and588

evaluate creativity on a scale of 1 to 5. The model’s589

score is the mean across all stories divided by 5.590

The evaluation prompt is shown in Table 22.591

14https://platform.openai.com/docs/models/
#gpt-4-turbo-and-gpt-4

15https://platform.openai.com/docs/models/
#gpt-3-5-turbo

16https://huggingface.co/meta-llama/
Meta-Llama-3-70B-Instruct

17https://huggingface.co/meta-llama/
Meta-Llama-3-8B-Instruct

18https://huggingface.co/Qwen/
Qwen2-72B-Instruct

19https://huggingface.co/Qwen/
Qwen2-7B-Instruct

C.1 Scores for Each Model 592

The scores for each model are shown in Table 593

23. Claude 3.5 Sonnet achieved the highest score 594

across all evaluation methods. Additionally, com- 595

paring Llama-3-70B with Llama-3-8B, and Qwen2- 596

72B with Qwen2-7B, we can see a trend that larger 597

models tend to achieve higher scores. 598

C.2 Comparison of Embedding Models 599

In addition to simcse-ja-bert-base-clcmlp, we also 600

conduct evaluations using the following embedding 601

models and calculate their correlation with human 602

evaluation: 603

• OpenAI text-embedding-3-large20 604

• pkshatech/simcse-ja-bert-base-clcmlp 605

• pkshatech/GLuCoSE-base-ja21 606

• pkshatech/GLuCoSE-base-ja-v2 607

• cl-nagoya/sup-simcse-ja-large22 608

• cl-nagoya/ruri-large23 609

The Pearson correlation between each embed- 610

ding model and human evaluation is shown in Table 611

24. simcse-ja-bert-base-clcmlp showed the highest 612

correlation. 613

C.3 Relationship Between Number of Stories 614

and Correlation with Human Evaluation 615

Figure 1 shows the relationship between the num- 616

ber of original stories and the Pearson correlation 617

between embedding model evaluation and human 618

evaluation for each model’s scores. It becomes ap- 619

parent that model scores from embedding model 620

evaluation become reliable with approximately 20 621

stories. 622

20https://platform.openai.com/docs/models#
embeddings

21https://huggingface.co/pkshatech/
GLuCoSE-base-ja

22https://huggingface.co/cl-nagoya/
sup-simcse-ja-large

23https://huggingface.co/cl-nagoya/ruri-large
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We will display the original fairy tale and 11 modern versions of the story. Please rank the 11 modern
versions in order of creativity. Enter your answer as single-byte numbers separated by single-byte
spaces, with the more creative stories on the left.

# Original Story
{Original Story}

# Modern Version 1
{Modern Version 1}

# Modern Version 2
{Modern Version 2}

(continued)

Table 21: Evaluation instructions for crowdworkers in SAT.

Please rate the creativity of the modern version of the story based on the original story on a scale of 1,
2, 3, 4, 5, and output only the number.

# Rating Criteria
- 1: Not creative at all
- 2: Slightly creative
- 3: Creative
- 4: Very creative
- 5: Extremely creative

# Original Story
{Original Story}

# Modern Version
{Modern Version}

Table 22: Evaluation prompt for GPT-4o in SAT.

Score by Score by Score by
simcse-ja-bert-base-clcmlp Human GPT-4o

GPT-4o 0.513 0.559 0.692
GPT-4 Turbo 0.510 0.504 0.729
GPT-3.5 Turbo 0.405 0.456 0.630
Claude 3.5 Sonnet 0.593 0.592 0.745
Claude 3 Opus 0.514 0.505 0.667
Claude 3 Sonnet 0.570 0.523 0.664
Claude 3 Haiku 0.485 0.496 0.637
Llama-3-70B 0.496 0.478 0.630
Llama-3-8B 0.292 0.386 0.513
Qwen2-72B 0.478 0.501 0.694
Qwen2-7B 0.419 0.501 0.630

Table 23: SAT evaluation results for 11 models.
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OpenAI text-embedding-3-large 0.863
pkshatech/simcse-ja-bert-base-clcmlp 0.889
pkshatech/GLuCoSE-base-ja 0.856
pkshatech/GLuCoSE-base-ja-v2 0.863
cl-nagoya/sup-simcse-ja-large 0.858
cl-nagoya/ruri-large 0.874

Table 24: Correlation between human evaluation and embedding models in SAT model evaluation. All p-values
were below 0.05.
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Figure 1: Relationship between number of stories and correlation with human evaluation in SAT.

16


	Introduction
	Related Work
	Construction of Japanese Creativity Benchmarks
	Japanese Creativity Questions (JCQ)
	Divergent Association Task (DAT)
	Story Alteration Task (SAT)

	Creativity Evaluation Experiments for LLMs
	Experimental Setup
	Results
	Japanese Creativity Questions (JCQ)
	Divergent Association Task (DAT)
	Story Alteration Task (SAT)

	Analysis
	Correlation between GPT-4o and Human Evaluation in JCQ
	Correlation between JCQ and DAT
	Correlation between JCQ and SAT
	Correlation between DAT and SAT


	Training LLMs using DAT
	Method
	SFT
	DPO
	GRPO

	Results
	Discussion

	Conclusion
	Example LLM Responses
	Instruction and Evaluation Prompts
	Detailed SAT Experiment
	Scores for Each Model
	Comparison of Embedding Models
	Relationship Between Number of Stories and Correlation with Human Evaluation


