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Abstract

Current approaches for detecting text reuse do001
not focus on recontextualization, i.e., how the002
new context(s) of a reused text differs from003
its original context(s). In this paper, we pro-004
pose a novel framework called TRoTR that005
relies on the notion of topic relatedness for006
evaluating the diachronic change of context in007
which text is reused. TRoTR includes two NLP008
tasks: TRiC and TRaC. TRiC is designed to009
evaluate the topic relatedness between a pair010
of recontextualizations. TRaC is designed to011
evaluate the overall topic variation within a set012
of recontextualizations. We also provide a cu-013
rated TRoTR benchmark of biblical text reuse,014
human-annotated with topic relatedness. The015
benchmark exhibits an inter-annotator agree-016
ment of .811. We evaluate multiple, established017
SBERT models on the TRoTR tasks and find018
that they exhibit greater sensitivity to textual019
similarity than topic relatedness. Our experi-020
ments show that fine-tuning these models can021
mitigate such a kind of sensitivity.022

1 Introduction023

As individuals, we often reuse someone else’s024

words for diverse reasons and in various ways.025

This linguistic choice transcends cultural and tem-026

poral boundaries, representing an interesting phe-027

nomenon to study in Linguistics (Bois, 2014). For028

instance, linguistic scholars have investigated the-029

ories of Reception (Thompson, 1993; Hohendahl030

and Silberman, 1977) and Resonance (McDonnell031

et al., 2017; Dimock, 1997) to understand how in-032

dividuals and communities interpret and reuse his-033

torical texts many years after they were written.034

With the advent of digitization, recent years have035

seen a growing interest in computational meth-036

ods for studying text reuse, i.e., “the reuse of ex-037

isting written sources in the creation of a new038

text” (Clough et al., 2002). Existing methods focus039

on the main task of Text Reuse Detection (TRD).040

In TRD, text reuses are all assumed as “topically re- 041

lated to the source” (Hagen and Stein, 2011; Chiu 042

et al., 2010), the boundaries of reused text are un- 043

known, and the goal is to detect text reuse across a 044

diachronic corpus (Seo and Croft, 2008). Whether 045

and how the topic(s) or context(s) of a reused text 046

differs from the source is generally overlooked. 047

Thus, new methods are needed for modeling re- 048

contextualization, i.e., “the dynamic transfer-and- 049

transformation of a text from one discourse/text-in- 050

context to another” (Connolly, 2014; Linell, 1998). 051

In this paper, we propose a framework, called 052

Topic Relatedness of Text Reuse (TRoTR), to eval- 053

uate computational methods for capturing the dif- 054

ferent recontextualizations of text reuse. In TRoTR, 055

the boundaries of reused text are known and the 056

goal is to distinguish reuses of the same text accord- 057

ing to their different, latent (i.e., unlabeled) topics. 058

As an example, consider three recontextualizations 059

of the biblical passage John 15:13 (in bold): 060

(1) It’s the wonderful pride month!! ♥♥♥♥♥♥ 061
Honestly pride is everyday! Love is love don’t forget I 062
love you ♥. Remember this! John 15:12-13: “My 063
command is this: Love each other as I have loved you. 064
Greater love has no one than this: to lay down one’s 065
life for one’s friends” 066

(2) At a large Crimean event today Putin quoted the Bible 067
to defend the special military operation in Ukraine 068
which has killed thousands and displaced millions. His 069
words “There is no greater love than if someone 070
gives soul for their friends”. And people were 071
cheering him. Madness!!! 072

(3) “Freeing people from genocide is the reason, motive & 073
goal of the military operation we started in the Donbas 074
& Ukraine”, Putin says, then quotes the Bible: “There 075
is no greater love than to lay down one’s life for 076
one’s friends.” It’s like Billy Graham meets North 077
Korea 078

In this example, the biblical passage is incorporated 079

within three texts with different topic recontextual- 080

izations. In particular, the text (1) has a different 081

topic with respect to text (2) and (3), while the 082

texts (2) and (3) are topic related. In TRoTR, we 083
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support the recognition of such a kind of recon-084

textualizations by leveraging the notion of topic085

relatedness. TRoTR represents a new opportunity086

in Natural Language Processing (NLP) and can be087

used to distinguish recontextualizations of any kind088

of text reuse (e.g., proverbs, Ghosh and Srivastava,089

2022), to investigate phenomena such as the use of090

misquotations (Porrino et al., 2008) and dogwhis-091

tles (Hertzberg et al., 2022), as well as to provide092

in-context interpretation to vague utterances, with093

special focus on enhancing the LLMs’ capabilities094

to this end (DeVault and Stone, 2004).095

Our original contribution.096

• We introduce a novel framework, called097

TRoTR, with two NLP tasks called Text Reuse098

in-Context (TRiC) and Topic variation Rank-099

ing across Corpus (TRaC).100

• We provide TRoTR with a benchmark con-101

taining gold labels derived by human judge-102

ments of topic relatedness. The judgements103

show an inter-annotator agreement of .811,104

calculated by the average pairwise correlation105

on assigned assessments.106

• We propose a novel annotation process to107

model topics through topical relatedness in108

context pairs.109

• We evaluate 36 SBERT models by consid-110

ering 4 settings. Our results reveal that these111

models reach high performance (correlation112

of .600 – .800), but are more sensitive to tex-113

tual similarity rather than topic relatedness.114

2 Related work115

Works related to TRoTR are about text reuse and116

recontextualization, semantic textual similarity and117

relatedness, and topic modeling and annotation.118

Text reuse and recontextualization. Although119

multiple facets of text reuse have been investi-120

gated, such as historical (Büchler et al., 2014),121

cross-lingual (Muneer and Nawab, 2022), allu-122

sive (Manjavacas et al., 2019), explicit (Franzini123

et al., 2018), non-literal (Moritz et al., 2016), and124

local (Seo and Croft, 2008), computational ap-125

proaches primarily focuses on detecting instances126

of text reuse. To the best of our knowledge, studies127

extending beyond mere TRD often leverage text128

metadata to analyze reuse within temporal and spa-129

tial graphs (Khritankov et al., 2015; Smith et al.,130

2013; Xu et al., 2014). However, these studies do131

not specifically focus on capturing how the reused 132

text is recontextualized, thereby leaving a gap in 133

the current literature. 134

Among recent advancements in NLP, some 135

works are related to the recontextualization of text. 136

Wilner et al. (2021) focus on Narrative Analysis by 137

investigating how the recontextualization of events 138

across whole stories impacts word embeddings. 139

Ghosh and Srivastava (2022) introduce a bench- 140

mark for evaluating the LLMs’ capability of gener- 141

ating proverbs in-context of narratives. 142

Over the past few years, there has been growing 143

interest in quotations, i.e. “well known phrases or 144

sentences that we use for various purposes such 145

as emphasis, elaboration, and humor” (Lee et al., 146

2016). This interest extends to various forms of 147

quotations spanning from epigraphs (Bond and 148

Matthews, 2018) to biblical references (Moritz 149

et al., 2016). In particular, there has been a surge 150

of attention in recommendation systems that of- 151

fers off-the-shelf quotations based on provided con- 152

text (Wang et al., 2023, 2022, 2021). 153

Semantic textual similarity and relatedness. In 154

NLP, a possible option for assessing text recon- 155

textualization is to use semantic (textual) similar- 156

ity. However, semantic similarity is traditionally 157

used as a metric to assess paraphrases or entailment 158

equivalence between two texts (Hercig and Kral, 159

2021; Konopík et al., 2017; Cer et al., 2017; Agirre 160

et al., 2016, 2015, 2014, 2013, 2012); thus, it is 161

not suitable for TRoTR. Semantic (textual) relat- 162

edness has been long recognized as a core aspect 163

in understanding the meaning of texts (Halliday 164

and Hasan, 2014), and encompasses a multitude of 165

intricate relationships, such as sharing a common 166

topic, expressing similar viewpoints, or originat- 167

ing from the same temporal period (Abdalla et al., 168

2023). However, there is no universally accepted 169

linguistic theory or set of guidelines for evaluating 170

relatedness. Its assessment is inherently more com- 171

plex than semantic similarity, as two texts may lack 172

semantic similarity but still be semantically related 173

through some textual relationship (see Table 5). 174

Topic modeling and annotation. Topic models 175

can be useful tools to discover latent topics in col- 176

lections of documents (Abdelrazek et al., 2023), 177

either as probability distributions like LDA (Blei 178

et al., 2003) or clustering of embeddings like 179

BERTopic (Grootendorst, 2022). When applied, 180

the derived topics need to be carefully evaluated 181

against benchmarks containing manually derived 182
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ground truth. As topics represent vague concepts,183

different guidelines for deriving ground truth use184

different topic definitions tailored to the specific185

interests of analysis (Orita et al., 2014). Generally,186

these guidelines result in manual annotations of187

topic labels that typically differ across annotators188

and thus require post-processing techniques to be189

uniform and standardized (Poursabzi-Sangdeh and190

Boyd-Graber, 2015). For example, annotators can191

use different wording to express the same concept.192

As a result, there is no well-established guideline193

for annotating topics. However, common to differ-194

ent guidelines is a definition of topic that relies on195

the notion what the text is about (Bauwelinck and196

Lefever, 2020; Hovy and Lin, 1998).197

3 The TRoTR framework198

The TRoTR framework consists of two tasks,199

called Text Reuse in-Context (TRiC) and Topic200

variation Ranking across Corpus (TRaC). TRiC201

and TRaC are grounded on human judgments of202

a specific facet of semantic relatedness (see Sec-203

tion 2) that considers the extent to which two texts204

share a common topic. We call this facet topic205

relatedness (see Table 5 for an example). In our206

study, the definition of topic follows the popular207

notion of what the text is about.208

When dealing with complex problems, such as209

recontextualization, a general approach involves210

starting with a smaller sub-problem to establish a211

focused foundation before further expanding. Thus,212

we first present TRiC as a context-pair level task.213

Then, we present TRaC as a more complex corpus-214

level task that must be addressed to identify poten-215

tial varying targets for real, in-depth analysis.216

3.1 Tasks217

In the TRoTR tasks, instances of text reuse are pre-218

sented within different contexts, each representing219

a new recontextualization of the original text.220

Text Reuse in-Context frames a text reuse t221

within two different contexts c1 and c2. The goal is222

to assess the topic relatedness of c1 and c2. TRiC223

includes two subtasks, namely binary classifica-224

tion and ranking. These subtasks resemble the225

structure of the Word-in-Context task (Loureiro226

et al., 2022; Martelli et al., 2021; Liu et al., 2021;227

Raganato et al., 2020; Pilehvar and Camacho-228

Collados, 2019) and the Graded Word Similarity229

in Context task (Armendariz et al., 2020), respec-230

tively. However, while they focus on distinguishing231

the different meanings words can have in different 232

contexts, TRiC focuses on distinguishing different 233

topics in which text are reused. 234

Each TRiC instance is associated with a binary 235

label l ∈ {0, 1} and a continuous score 1 ≤ s ≤ 4. 236

• Subtask 1 - binary classification: the task is 237

to identify, for each instance, whether the con- 238

texts c1 and c2 share roughly the same topic 239

(i.e., l = 1) or not (i.e., l = 0). 240

• Subtask 2 - ranking: the task is to rank the 241

TRiC instances according to the degree of 242

topic relatedness s of the contexts c1 and c2. 243

Topic variation Ranking across Corpus frames 244

a text reuse t within a corpus C that includes var- 245

ious contexts ci where t occurs. TRaC resembles 246

the structure of the Lexical Semantic Change (LSC) 247

detection task defined by (Schlechtweg et al., 2018; 248

Kutuzov and Pivovarova, 2021). However, while 249

this focuses on assessing the semantic change of a 250

word, TRaC focuses on assessing the topic varia- 251

tion of a reused text. Each TRaC instance is asso- 252

ciated with a continuous score s ∈ [0, 1] of topic 253

variation that indicates the variability in topic us- 254

ages for a target text reuse t across the corpus C. 255

Specifically, a score of 1 indicates that a target is 256

associated with a high number of topics, while a 257

score of 0 indicates that a target is associated with 258

a single topic. 259

Given a set of target text reuses t ∈ T , the task 260

is to rank the text reuses by the degree of topic 261

variation across the corpus C. 262

3.2 Annotation process 263

The TRoTR annotation process is enforced to col- 264

lect human judgments topic relatedness. (see Ta- 265

ble 5). In our study, we sidestep the need for an- 266

notating topics explicitly using a well-established 267

paradigm adopted for modeling word meaning. 268

Our intuition is that annotating topic relatedness, 269

instead of relying on explicit topic labels, closely 270

mirroring recent work exemplified in the Word- 271

in-Context task (Pilehvar and Camacho-Collados, 272

2019), which relies on annotating meaning related- 273

ness rather than explicit sense labels. 274

Annotators are asked to evaluate the topic relat- 275

edness of different text reuse instances ⟨t, c1, c2⟩, 276

where t is a target text reuse, and c1 and c2 are two 277

different contexts in which t occurs. 278

The topic relatedness is evaluated by utilizing 279

the four-point DURel relatedness scale (see Ta- 280

ble 6), with annotators following instructions in- 281
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spired by the guidelines from Erk et al. (2013),282

as well as those provided for SemEval-2020283

Task 1 (Schlechtweg et al., 2020) and the PLATOS284

project (Bauwelinck and Lefever, 2020). The anno-285

tation guidelines for TRoTR, along with its bench-286

mark, and our code, will be publicly available1.287

4 The TRoTR benchmark288

The TRoTR benchmark is composed of human-289

annotated instances of text reuse. Specifically, we290

first manually collected and curated tweets contain-291

ing biblical text reuse instances. We then incorpo-292

rated gold labels derived by human annotations.293

4.1 Data294

Tweets were collected through a manual search pro-295

cess. This involved inputting a biblical reference or296

its corresponding passage into the Twitter search297

bar and collecting 30 distinct tweets where the pas-298

sage occurs from the search results.2 A set of 42299

target passages was curated by experts to provide a300

list of popular biblical quotations commonly used301

on social networks. On the one hand, the manual302

search of tweets limited our capacity to retrieve303

a large number of text reuse instances due to its304

time-consuming nature. On the other hand, it gave305

us a rigorous control over the identification of text306

reuse instances, thereby bypassing a TRD phase307

and its validation.308

Data cleaning. Biblical passages are used with309

slightly different wording e.g., depending on the310

version of the quoted Bible. For instance, Table 1 il-311

lustrates various English versions of the same Bible312

verse. As a results, two tweets that reuse a biblical313

passage may lack a significant common substring,314

e.g. the longest substring between the first and315

the fourth passage are the words is kind. To estab-316

lish a controlled setting and ensure that the sub-317

sequent evaluation of computational models were318

not influenced by slight variations in wording (see319

Section 5), we chose to manually clean the data.320

Specifically, we removed double spaces, corrected321

typos, and replaced any outdated or rephrased ver-322

sion of a verse with its contemporary and standard-323

ized counterpart, ensuring that the change did not324

disrupt the flow of the sentence.325

1We will insert our GitHub link after acceptance. Our data
and software are submitted as supplementary material.

2The Twitter search matching goes beyond exact matches.

Text Bible version Year
Love is patient, love is kind. Love
does not envy, is not boastful, is not
arrogant,

Christian Standard Bible
(CSB) 2017

Love is patient and kind; love does
not envy or boast; it is not arrogant

English Standard Version
(ESV) 2001

Love suffers long and is kind; love
does not envy; love does not parade
itself, is not puffed up;

New King James Version
(NKJV) 1982

Charity suffereth long, and is kind;
charity envieth not; charity vaunteth
not itself, is not puffed up,

King James Version
(KJV) 1611

Table 1: Different versions of the passage 1 Cor 13:4

4.2 Human judgments 326

We collected judgments according to Section 3.2. 327

Specifically, we recruited four native English speak- 328

ers as annotators; however, during the annotation 329

campaign, two annotators dropped out early. Nev- 330

ertheless, the majority of instances received three 331

annotations. Annotators were trained and tested on 332

a small set of instances in an online tutorial. 333

For each target sequence t, we randomly sam- 334

pled of 150 unique context pairs ⟨t, c1, c2⟩ without 335

replacement from the full set of possible combi- 336

nations. These were presented to annotators in 337

randomized order to be judged for topic related- 338

ness. The outcome of our annotation pipeline is 339

a dataset of 6,300 annotated context pairs. We 340

measured inter-annotator agreement on judgments 341

using Krippendorff’s α coefficient (Krippendorff, 342

2018) and the weighted mean of Spearman corre- 343

lations (Spearman, 1904) between annotator pairs. 344

Table 4 in Appendix provides a summary of our 345

agreement scores. Similar to previous studies that 346

reported Krippendorff’s α of .439 (Loureiro et al., 347

2022) and weighted mean of Spearman correlation 348

between annotator judgments ranging from .550 to 349

.680 (Erk et al., 2013; Schlechtweg et al., 2018), 350

we obtained a comparable Krippendorff’s α score 351

of .420 and Spearman correlation of .506. 352

In order to further increase the quality of our 353

data, we employ distinct filtering criteria for annota- 354

tion instances in both TRiC and TRaC. Specifically, 355

for TRiC, we enforced a two-step filtering process: 356

(i) we filtered out all instances where the difference 357

in judgments between the maximum and minimum 358

judgment exceeds 1, e.g. an instance with three 359

different judgments (e.g., 1, 2, 3) from three anno- 360

tators. In step (ii), to enforce a more clear-cut sep- 361

aration, we filtered out all the instances ⟨t, c1, c2⟩ 362

where the average judgment score between annota- 363

tors is greater than 2 and lower than 3. 364

This filtering results in a more refined dataset of 365

3,821 annotated context pairs, characterized by a 366
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Krippendorff’s α agreement of .709 and a weighted367

average pairwise Spearman agreement of .811.368

For TRaC, we refrained from using the identical369

filtering, as it could bias the random sample of use370

pairs. Keeping the sample random and large allows371

to assume that topic variation inferred on the sam-372

ple generalizes to the full set of usages for each tar-373

get quotation corpus. Thus, we adopted a distinct374

filtering approach at the level of targets. Specif-375

ically, we filtered out all the ⟨t, c1, c2⟩ instances376

for a target t where the weighted average pairwise377

Spearman agreement was below .150. This crite-378

rion led to the exclusion of 2 targets.379

TRiC labels. We directly use the judgments of380

each annotated instance to derive binary labels and381

continuous scores for Subtask 1 and Subtask 2. In382

particular, our guidelines define a score of 1 as Un-383

related topic and a score of 4 as Identical topic.384

Thus, we assume that pairs with judgments of 3385

and 4 are more likely to belong to the same topic,386

while judgments of 1 and 2 are more likely to be-387

long to different topics. Therefore, for Subtask 1,388

we aggregate the judgments of all annotators for389

each instance by averaging, resulting in a score390

s representing topic relatedness for each instance.391

We then binarize s as 1 if s ≥ 2.5 or as 0 if s < 2.5392

and associate each instance with the corresponding393

binary label. A threshold of 2.5 is a reasonable394

choice, as it represents a midpoint split on the judg-395

ment scale. An alternative choice influences the396

granularity of topics to distinguish, offering flex-397

ibility for adjustment in the future. Overall, our398

benchmark includes a total of 2,621 examples with399

label 0 and a total of 1,200 examples with label 1.400

For Subtask 2, we directly utilize the continuous401

score s for each instance.402

TRaC labels. We use a judgment summary mea-403

sure similar to the DURel EARLIER/LATER mea-404

sures introduced by Schlechtweg et al. (2018) in405

the field of LSC (Montanelli and Periti, 2023; Tah-406

masebi et al., 2021; Kutuzov et al., 2018). Given a407

target t, this simply involves computing the average408

of annotator judgments over all instances ⟨t, c1, c2⟩.409

As the resulting scores s range between 1 and 4,410

we normalize them using the following formula:411

1 −
1

3
(s − 1) (4)412

This normalization ensures that higher scores corre-413

spond to greater topic variation, while lower scores414

are associated with less topic variation (Appendix C).415

5 Evaluation setup 416

We use the TRoTR tasks and benchmarks to eval- 417

uate the ability of sequence-level models to cap- 418

ture topic relatedness and variation in different text 419

recontextualizations. For this purpose, we chose 420

Sentence-BERT (SBERT) models since they are 421

recognized to be the state-of-the-art architecture 422

for addressing sequence-level tasks (Reimers and 423

Gurevych, 2019). Notably, the SBERT architec- 424

ture is a modification of the pre-trained BERT net- 425

work (Devlin et al., 2019) tailored for sequence- 426

level embeddings and textual similarity. In the 427

following, we introduce the SBERT models and 428

architectures as well as the considered evaluation 429

settings for both TRiC and TRaC. 430

5.1 SBERT models 431

We consider 36 SBERT models trained on a wide 432

range of tasks including Paraphrasis, Semantic Sim- 433

ilarity, and Question Answering. We evaluate each 434

SBERT model in its pre-trained version (baseline) 435

and three different settings, namely: 436

• +MASK: given an instance ⟨t, c1, c2⟩, we 437

mask the text-reuse excerpt t in the contexts 438

c1 and c2 to prevent that the topic estimate of 439

topic relatedness is influenced by the common 440

t in c1 and c2. To this end, we replace t in c1 441

and c2 with a dash (i.e., “-”); 442

• +FT: we fine-tune the pre-trained model 443

on TRiC instances using the contrastive 444

loss (Hadsell et al., 2006). This loss mini- 445

mizes the distance between embeddings of 446

similar sentences and maximizes the distance 447

for dissimilar sentences; 448

• +FT+MASK: we combine both the +FT and 449

+MASK settings, meaning that we fine-tune 450

the model and then evaluate it by considering 451

contexts where targets are masked. 452

5.2 SBERT architectures 453

We evaluate models trained on two SBERT archi- 454

tectures: 455

• Bi-Encoder models are designed to produce 456

a sequence embedding for an input text se- 457

quence. Given an instance ⟨t, c1, c2⟩, we inde- 458

pendently feed a Bi-Encoder model with the 459

sequence c1 and c2 to obtain the correspond- 460

ing sequence embeddings u and v. Similar 461

to Abdalla et al. (2023), we use the cosine 462

similarity between u and v as an estimate of 463

the topic relatedness between c1 and c2. 464
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• Cross-Encoder models are designed to pro-465

duce an output value that indicates the simi-466

larity of two input sequences. Thus, given an467

instance ⟨t, c1, c2⟩, we simultaneously pass468

the sequences c1 and c2 to the Cross-Encoder469

model and use the output value as an estimate470

of the topic relatedness between c1 and c2.471

5.3 TRiC evaluation472

Similar to the WiC tasks (e.g., Pilehvar and473

Camacho-Collados, 2019), we consider a super-474

vised scenario where we split the TRoTR bench-475

mark into three distinct partitions, namely training476

set (Train), development set (Dev), and test set477

(Test), comprising approximately 80%, 10%, and478

10% of the instances, respectively. To strengthen479

the robustness of the evaluation, ten randomized480

Train-Dev-Test splits were generated (see Ap-481

pendix B). We consider the average performance482

across all the splits as a reference for comparison.483

Additionally, inspired by Raganato et al. (2020), we484

include the evaluation of target text reuse t that are485

unseen during fine-tuning. The goal is to evaluate486

the ability of models to generalize the assessment487

of topic relatedness. Specifically, we fine-tune each488

considered model on the Train set and we evaluate489

it on two different Test sets: i) the standard Test set,490

containing instances ⟨t, c1, c2⟩ whose target t was491

either seen or unseen during fine-tuning; and ii)492

the Out-of-Vocabulary (OOV) Test set, containing493

only instances ⟨t, c1, c2⟩ whose target t was not494

seen during fine-tuning. OOV Test set represents495

half of the Standard Test set.496

For TRiC Subtask 1, we need to define a thresh-497

old to determine instances ⟨t, c1, c2⟩ where c1 and498

c2 share roughly the same topic or not. Thus, given499

a model, we tune a threshold-based classifier on the500

Dev set. Specifically, for each instance ⟨t, c1, c2⟩501

in Dev, we use the model to predict the topic re-502

latedness between c1 and c2. Then, we determine503

the optimal threshold that maximized the Weighted504

F1 (Harbecke et al., 2022) score over the Dev set.505

Finally, we apply this threshold to both the Train506

and Test sets. Due to the unbalanced distribution507

of gold binary labels, we evaluate models using the508

F1 metric. Precision (PR) and Recall (RE) for each509

individual class are also reported for completeness.510

For TRiC Subtask 2, given a model, we directly511

use its predictions as estimates of topic relatedness.512

Then, we evaluate the model using Spearman cor-513

relation (SP) with continuous gold scores.514

5.4 TRaC evaluation 515

Similar to the LSC tasks (e.g., Schlechtweg et al., 516

2020), we consider an unsupervised scenario. In 517

particular, motivated by the limited number of tar- 518

gets (i.e., 42), we do not split the benchmark into 519

Train-Dev-Test partitions with the aim to mitigate 520

the potential evaluation impact of a small Test set. 521

Without training instances, the configurations with 522

+FT and +FT+MASK are not applicable to TRaC. 523

To quantify the topic variation of a target, we 524

adopted the same approach used for determining 525

the gold scores. Thus, given a model, the topic 526

variation of a target t is calculated as the average 527

prediction of topic relatedness across all the an- 528

notated ⟨t, c1, c2⟩ pairs. We then evaluate models 529

using Spearman correlation (SP) with gold scores. 530

6 Evaluation results 531

First, we evaluated an extensive set of pre-trained 532

SBERT models on the TRiC task (see Table 8 533

in Appendix). Then, for simplicity, we opted 534

to consider and fine-tune a smaller set of mod- 535

els, precisely the top-five models by SP over 536

the Train sets. Since we did not perform any 537

training over the models, the Train sets act as a 538

larger sets for testing the models. Specifically, 539

we chose: all-distilroberta-v1 (ADR), distiluse- 540

base-multilingual-cased-v1 (DBM), paraphrase- 541

multilingual-MiniLM-L12-v2 (PAM), paraphrase- 542

multilingual-mpnet-base-v2 (PAR), and multi-qa- 543

mpnet-base-cos-v1 (MQA). In particular, ADR and 544

DBM are Bi-Encoders for English. PAM and PAR 545

are multilingual Bi-Encoders fine-tuned on para- 546

phrase pairs. Similarly, MQA is a multilingual 547

Bi-Encoder fine-tuned on question-answer pairs. 548

As a general remark on our initial evaluation, we 549

note that Bi-Encoder models consistently exhibit 550

superior performance compared to Cross-Encoder 551

models in both TRiC Subtask 1 and Subtask 2. This 552

finding aligns with the recent comparisons by Ishi- 553

hara and Shirai (2022) and Cassotti et al. (2023) for 554

News Article Similarity and LSC, challenging the 555

idea that the use of cross-attention benefits Cross- 556

Encoder architectures in sequence-level tasks (Lee 557

et al., 2023; Thakur et al., 2021). In the follow- 558

ing, we first present the results of our evaluation 559

by comparing the use of pre-trained and fine-tuned 560

models (+FT); then, we discuss the results in the 561

masking settings (+MASK, +FT+MASK). We re- 562

port in Table 2 and 3 the overall results for TRiC 563

and TRaC, respectively. 564
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Standard Test set Out-of-vocabulary (OOV) Test set
Label 0 Label 1 All Label 0 Label 1 All

Models PR RE F1 PR RE F1 F1 SP PR RE F1 PR RE F1 F1 SP
ADR .95±.03 .47±.13 .62±.11 .42±.11 .93±.04 .57±.10 .61±.10 .55±.09 .94±.07 .45±.20 .58±.20 .38±.19 .93±.06 .51±.18 .58±.16 .48±.20
+FT .95±.03 .61±.15 .73±.11 .50±.14 .93±.03 .64±.10 .71±.10 .66±.07 .91±.12 .49±.24 .61±.22 .40±.21 .91±.06 .52±.18 .61±.18 .51±.22

+MASK .89±.05 .87±.07 .87±.03 .70±.14 .72±.12 .69±.07 .82±.03 .67±.06 .90±.07 .85±.10 .87±.05 .62±.21 .71±.18 .63±.14 .82±.05 .62±.15
+FT+MASK .90±.07 .89±.07 .89±.03 .75±.12 .76±.12 .74±.05 .85±.04 .71±.05 .87±.11 .88±.09 .87±.06 .66±.20 .70±.15 .65±.09 .82±.06 .63±.15

DBM .96±.02 .26±.12 .40±.14 .35±.09 .97±.03 .51±.09 .43±.12 .54±.09 .96±.08 .21±.19 .31±.23 .31±.14 .97±.05 .45±.16 .38±.18 .44±.23
+FT .97±.02 .46±.17 .60±.15 .43±.10 .96±.03 .58±.09 .61±.13 .64±.07 .93±.15 .34±.23 .46±.26 .34±.14 .95±.05 .49±.15 .50±.19 .48±.29

+MASK .87±.07 .88±.07 .87±.03 .72±.14 .66±.16 .66±.09 .81±.03 .64±.04 .88±.09 .88±.09 .87±.05 .66±.23 .64±.25 .58±.19 .82±.04 .58±.12
+FT+MASK .88±.06 .89±.07 .88±.04 .74±.11 .70±.13 .70±.04 .83±.03 .66±.04 .85±.12 .87±.09 .85±.08 .63±.19 .58±.20 .57±.13 .80±.08 .58±.14

PAM .96±.02 .46±.09 .61±.08 .41±.09 .96±.02 .57±.08 .61±.07 .58±.08 .96±.04 .43±.17 .57±.16 .37±.15 .95±.05 .52±.15 .59±.12 .49±.22
+FT .95±.03 .59±.12 .72±.11 .48±.09 .92±.04 .63±.08 .70±.09 .66±.06 .90±.18 .45±.21 .57±.23 .37±.13 .92±.06 .51±.13 .59±.17 .51±.22

+MASK .89±.05 .88±.06 .88±.03 .71±.10 .72±.10 .70±.05 .83±.03 .67±.04 .89±.09 .86±.09 .87±.06 .65±.19 .71±.18 .65±.12 .83±.05 .60±.13
+FT+MASK .90±.05 .90±.03 .90±.03 .76±.07 .77±.06 .76±.03 .86±.03 .69±.04 .88±.10 .89±.05 .88±.06 .68±.13 .73±.11 .69±.07 .84±.06 .60±.12

PAR .95±.03 .40±.10 .56±.09 .39±.09 .95±.04 .55±.08 .56±.07 .56±.09 .93±.11 .35±.18 .49±.19 .34±.15 .95±.06 .49±.16 .52±.15 .47±.25
+FT .95±.05 .60±.10 .73±.08 .49±.10 .93±.05 .63±.08 .71±.07 .66±.06 .91±.17 .46±.21 .58±.21 .38±.16 .91±.08 .51±.15 .59±.18 .53±.24

+MASK .89±.05 .85±.07 .87±.04 .69±.10 .75±.11 .70±.05 .83±.03 .68±.03 .90±.08 .83±.13 .86±.07 .63±.19 .75±.17 .65±.10 .82±.05 .62±.11
+FT+MASK .89±.06 .91±.05 .90±.03 .78±.09 .73±.11 .74±.05 .86±.03 .70±.04 .87±.11 .90±.07 .88±.06 .68±.16 .66±.18 .64±.11 .83±.07 .61±.14

MQA .94±.03 .42±.11 .58±.11 .40±.10 .94±.03 .55±.09 .58±.09 .55±.09 .94±.09 .39±.19 .53±.20 .36±.19 .96±.03 .50±.18 .55±.16 .49±.21
+FT .96±.03 .61±.13 .74±.10 .50±.10 .94±.04 .65±.08 .72±.09 .68±.06 .92±.15 .47±.22 .60±.24 .39±.16 .94±.05 .53±.15 .61±.19 .54±.21

+MASK .88±.05 .87±.07 .88±.04 .71±.10 .71±.12 .69±.06 .83±.04 .68±.05 .89±.07 .86±.10 .87±.06 .63±.18 .69±.16 .63±.13 .83±.05 .62±.13
+FT+MASK .90±.05 .91±.04 .90±.03 .77±.08 .76±.09 .76±.05 .86±.03 .72±.04 .88±.10 .90±.04 .88±.06 .67±.16 .69±.16 .65±.11 .84±.06 .63±.13

Table 2: TRiC evaluation on Subtask 1 and Subtask 2 for both Test and OOV Test sets. For Subtask 1, precision
(PR), recall (RE), and Weighted -F1 scores (F1) are reported for both label 0 (i.e., different topics) and label 1
(i.e., roughly identical topics). For Subtask 2, Spearman correlation (SP) is reported on the overall set of instances.
Standard deviations (±) across the 10 Test splits are presented for comparative analysis. For each metric, the best
performance of the comparison between pre-trained/fine-tuned models is highlighted in bold. Results for masking
settings are reported in italic.

Models ADR
+MASK

DBM
+MASK

PAM
+MASK

PAR
+MASK

MQA
+MASK

Spearman .72
.84

.66

.80
.66
.81

.73

.76
.65
.80

Table 3: TRaC evaluation using the pre-trained models
alone and in the +MASK setting (italic).

6.1 TRiC: pre-trained vs. fine-tuned565

Across the overall standard Test sets, when pre-566

trained models are used for Subtask 1, we observe567

high precision (PR) values, ranging from .93 to .96,568

and low recall (RE) values ranging from .21 to .47569

for label 0 (i.e., different topics). Conversely, for570

label 1 (i.e., roughly identical topics), we observe571

an inverse trend of performance, with PR values572

ranging from .31 to .42 and RE values ranging from573

.93 to .97. Such results suggest that SBERT models574

face difficulties in distinguishing different recontex-575

tualization. For Subtask 1, we observe a moderate576

F1-score (F1) ranging from .43 to .61; for Subtask577

2, we observe only moderate Spearman correlation578

coefficients (SP) ranging from .54 to .58.579

Additional results for the OOV Test sets are re-580

ported in Table 2. We note that the results for the581

OOV Test sets are lower in performance, while be-582

ing associated to higher standard deviations. For583

pre-trained models, we attributed this drop to (1)584

the unbalance number of instances and labels avail-585

able for each target; (2) that the inter-annotator586

agreements differ between targets. If target words587

with small number of instances or lower inter-588

annotator agreement fall in the OOV Test sets, then589

the performance will be much lower. Finally, (3)590

the size of the OOV Test sets is smaller because it 591

splits the standard Test sets in two halves. 592

When the pre-trained models are fine-tuned on 593

TRiC instances (i.e., +FT), we observe a signifi- 594

cant improvement in performance for both Subtask 595

1 and Subtask 2 on both the standard Test set and 596

the OOV Test set. This observation indicates that 597

fine-tuning SBERT models on TRiC instances en- 598

hances their capability to contextualize a sequence 599

in-context. In particular, the improvement is more 600

pronounced on the standard Test sets than on the 601

OOV Test sets. We attribute this discrepancy to the 602

limited size of our benchmark that includes a small 603

number of target quotations sufficient for testing 604

purposes. A larger number of targets will further 605

improve the models’ generalization capability. For 606

Subtask 1, we observe a F1 ranging from .61 to .72 607

(standard) and from .50 to .61 (OOV); for Subtask 608

2, we observe SP coefficients ranging from .64 to 609

.68 (standard) and .51 to .54 (OOV). 610

6.2 TRiC and TRaC: masking settings 611

When pre-trained and fine-tuned models are 612

used in the masking settings (i.e., +MASK and 613

+FT+MASK), we observe a significant improve- 614

ment in performance for both TRiC and TRaC. 615

Notably, this improvement for TRiC is substan- 616

tially larger compared to the one observed in the 617

prior comparison (pre-trained vs. fine-tuned), with 618

+FT+MASK exhibiting slightly superior perfor- 619

mance to +MASK. We attribute this improvement 620

to the fact that, in the masking settings, models are 621

7



compelled to pay more attention to the surrounding622

contexts of reused texts, thereby fostering a more623

comprehensive understanding of topic relatedness.624

When SBERT models are used in the +MASK625

and +FT+MASK settings for TRiC, we observe626

the following performance. For Subtasks 1, we627

observe a F1 ranging from .81 to .83 and from .82628

to .86 for +MASK and +FT+MASK, respectively.629

For Subtask 2, we observe a SP coefficients ranging630

from .60 to .68 and from .60 to .72 for +MASK631

and +FT+MASK, respectively.632

Similar to the previous results, we observe pro-633

nounced discrepancy even when we compare the634

use of pre-trained models as baselines and their635

use in the +MASK setting for TRaC (see Table 3).636

When pre-trained models are used for TRaC, we637

observe SP coefficients ranging from .65 to .73.638

Conversely, when pre-trained models are used in639

the +MASK setting, SP coefficients exhibit a sub-640

stantial improvement, ranging from .76 to .84.641

These results further underscore the difficulty of642

SBERT models in distinguishing different text re-643

contextualizations. As a matter of fact, pre-trained644

models exhibit a bias towards their typical pre-645

training focus, namely semantic similarity, while646

demonstrating only a superficial understanding of647

topic relatedness. Although the masking settings648

seem to offer a valuable workaround to sidestep649

the problem, we claim that their use is generally650

undesirable in real scenario involving text reuse.651

First, because masking may disrupt the natural flow652

of sentences precluding to obtain optimal perfor-653

mance. Second, because the boundaries of text654

reuse are often nuanced or unbalanced in different655

recontextualizations, when considering a form of656

text reuse broader than explicit quotation that im-657

plicitly reuses text in-context. In such cases, mask-658

ing may result in the removal of crucial contextual659

information.660

Consequently, to provide a more accurate model-661

ing of text-reuse in-context, we argue that there is a662

clear imperative to develop or fine-tune novel mod-663

els specifically tailored on topic relatedness. In this664

regard, TRoTR represents a valuable framework665

for evaluating language models that extend exist-666

ing benchmarks on sentence-pair regression tasks,667

such as Semantic Textual Similarity (Agirre et al.,668

2012) and Semantic Textual Relatedness (Abdalla669

et al., 2023). While current benchmarks rely on a670

notion of similarity or relatedness, they overlook671

the potential impact of shared substrings, such as672

text-reuse excerpts, on computational estimates.673

7 Concluding remarks and future work 674

In this work, we relied on the notion of topic re- 675

latedness to introduce a novel framework named 676

Topic Relatedness of Text Reuse (TRoTR). This 677

framework is designed to assess computational 678

methods in distinguishing diverse text reuse re- 679

contextualizations. Our framework comprises 680

two NLP tasks, namely Text Reuse in-Context 681

(TRiC) and Topic variation Ranking across Cor- 682

pora (TRaC). The framework also comprises a hu- 683

man annotated benchmark of biblical text reuse ex- 684

tracted from Twitter (now X). In the TRoTR frame- 685

work and benchmark, we consider a synchronic 686

scenario that involves various recontextualizations 687

of a literal reused text (i.e., explicit quotation of a 688

biblical passage), overlooking the original contex- 689

tualization (e.g., religious sources like the Bible). 690

However, as text reuse is inherently diachronic, 691

we argue that the TRoTR framework is applicable 692

to address the recontextualization problem across 693

time, space, or domain, by also encompassing both 694

literal and non-literal recontextualizations as well 695

as the original contextualization(s). 696

We comprehensively evaluate SBERT models on 697

the TRiC and TRaC tasks, and find that the models 698

exhibit a greater sensitivity to semantic similarity 699

rather than topic relatedness. Fine-tuning on text 700

reuse instances can mitigate such sensitivity. 701

To the best of our knowledge, this work rep- 702

resents a first pioneering effort in the computa- 703

tional modeling of recontextualization to support 704

Linguistic Recycling and Reception studies. Our 705

ongoing and future work is about advancing this 706

work by extending the current benchmark. This 707

involves: i) carefully selecting a diachronic cor- 708

pus spanning multiple time periods with numerous 709

text-reuse instances; ii) implementing and rigor- 710

ously validating a Text Reuse Detection (TRD) 711

pipeline; and, finally, iii) conducting a larger anno- 712

tation campaign on text-reuse instances. By lever- 713

aging a more extensive benchmark, we aim to en- 714

hance the TRoTR framework by modeling topics 715

in recontextualizations through an extension of the 716

Word Usage Graphs (WUGs, Schlechtweg et al., 717

2021) paradigm. Specifically, by representing se- 718

mantic proximity judgments on text reuse pairs as 719

a weighted graph (contexts as nodes, judgments as 720

edges), topics can be inferred using a graph clus- 721

tering algorithm, sidestepping the need for explicit 722

topic labeling. 723
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8 Limitations724

The main limitations of this work pertain to the725

benchmark, including the data collection and pro-726

cessing:727

• Manual tweet search: we conducted a man-728

ual search of tweets by leveraging the Twit-729

ter search bar. This allowed us to sidestep730

a Text Reuse Detection phase and its valida-731

tion. However, manually checking the suit-732

ability of retrieved tweets is extremely time733

consuming, thus limiting our ability to collect734

a large amount of tweets. Moreover, due to735

the Twitter ranking of matching results, the736

topic distribution of recontextualizations may737

be biased.738

• Manual processing: data collection, process-739

ing, and cleaning have been executed by two740

human annotators. For data processing, the an-741

notators adhered to shared guidelines and they742

replaced any outdated or rephrased version743

of a biblical verse with one of its contempo-744

rary and standardized counterparts, ensuring745

that the change did not disrupt the flow of the746

sentence. For data cleaning, the annotators747

worked on the removal of double spaces, ty-748

pos, Twitter mentions, and biblical citations749

from the tweets’ content. However, they did750

not follow formal guidelines, and discrepan-751

cies on the treatment of these elements can be752

observed as a result.753

• Randomization of the annotation instances:754

in generating the pairs of tweets to compare755

for human judgement, we randomized the or-756

der of ⟨t, c1, c2⟩ instances. However, we did757

not randomize the order of the two contexts758

within a pair. The ordering of c1 and c2 in759

⟨t, c1, c2⟩ was fixed and determined by their760

IDs. If item order influences annotator judg-761

ments, this may have created a bias towards762

certain orderings.763

• Human judgments: we discarded a significant764

number of judgments from human annotators765

to ensure high-quality of annotation results.766

This implied a high degree of imbalance in767

the distribution of TRiC labels for Subtask 1.768

We addressed and discussed this imbalance in769

the experimental results (see Section 5.3 and770

Appendix B).771

As a further limitation, the TRoTR benchmark 772

contains English tweets only with literal text reuse 773

(i.e., explicit quotations). However, the benchmark 774

can be extended to consider multi-language corpora 775

and implicit text reuse. 776

As this work is the first of its kind to phrase 777

a new problem, recontextualization of text-reuse, 778

create a human-annotated benchmark, and attempt 779

to solve the problem using computational tools, we 780

do not claim our work to be exhaustive. 781

9 Ethical considerations 782

The authors have carefully considered the ethics 783

associated with the TRoTR benchmark. The bench- 784

mark data, extracted from Twitter (now X), and 785

annotations have been used while respecting the 786

privacy and confidentiality of both users and anno- 787

tators. For users, we made an effort to anonymize 788

publicly available tweets’ content by removing 789

tweet mentions and users. For human annotators, 790

we explicitly notified them prior to the annotation 791

that some instances of text reuse might encompass 792

discriminatory language against people or commu- 793

nities. We encourage the research community to 794

approach our benchmark with a critical perspec- 795

tive, recognizing the potential ethical implications 796

of working with data from social media platforms. 797

The annotation campaign was conducted with 798

Native English speakers who were reached through 799

email broadcasts. Compensation details, set in ad- 800

vance, were based on an hourly rate of C12. Each 801

annotator spent a total of 53 hours on the annota- 802

tion process, resulting in an overall compensation 803

of C636. This fixed compensation was determined 804

according to our time estimation. As per our con- 805

tract terms, annotators received payment at the con- 806

clusion of the annotation campaign. 807
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Appendix1226

A Inter-annotator agreement1227

Id
Bible reference

Target sequence
Reused text

Agreement
Krippendorf’s α

Agreement
Avg. pairwise Spearman’s ρ

# Instances
Number of pairs

Overall Overall .420 / .709 .506 / .811 6,300 / 3,821
(Matthew 18:22) Seventy times seven .118 / .764 .619 / .857 150 / 95

(John 17:21) That all may be one .494 / .677 .183 / .782 150 / 79
(Matthew 5:39) Turn the other cheek -.036 / .193 .510 / .405 120 / 132
(Matthew 7:7) Seek and you will find .210 / .097 .558 / .475 150 / 125
(Psalm 23:1) The Lord is my shepherd .213 / .138 .476 / .431 150 / 117
(John 8:32) The truth will set you free .250 / .217 .347 / .368 150 / 10

(1 Corinthians 13:4) Love is patient, love is kind .282 / .798 .382 / .834 150 / 61
(Matthew 7:1) Judge not, that ye be not judged .472 / .450 .555 / .469 150 / 96

(Ecclesiastes 3:1) For everything there is a season .263 / .369 .443 / .557 150 / 104
(Romans 8:28) All things work together for good .110 / -.030 .543 / .430 150 / 128

(2 Corinthians 5:7) For we walk by faith, not by sight .383 / .823 .437 / .866 150 / 79
(Psalm 121:7) The Lord will keep you from all harm .169 / .178 .213 / .166 150 / 103
(Mark 12:17) Give to Caesar what belongs to Caesar .196 / .117 .460 / .522 150 / 106

(Proverbs 27:5) Better is open rebuke than hidden love .431 / .828 .481 / .911 150 / 95
(Exodus 20:3) You shall have no other gods before me .259 / .506 .331 / .646 150 / 80
(Genesis 1:1) In the beginning God created the heaven .151 / .177 .219 / .277 150 / 66

(Romans 12:10) Love one another with brotherly affection .410 / .566 .571 / .657 150 / 101
(Leviticus 20:13) If a man lies with a male as with a woman .315 / .492 .339 / .517 150 / 86

(Joshua 1:9) Be strong and courageous. Do not be afraid .223 / .822 .281 / .833 150 / 69
(Mark 9:23) Everything is possible for one who believes .081 / .509 .118 / .557 150 / 81

(Philippians 4:13) I can do all things through Christ who strengthens me .128 / .624 .349 / .787 150 / 73
(Ephesians 5:25) Husbands, love your wives, as Christ loved the church .487 / .802 .507 / .802 150 / 95
(Matthew 5:44) Love your enemies and pray for those who persecute you .073 / -.004 .389 / .532 150 / 104

(John 15:12) My command is this: Love each other as I have loved you .288 / .589 .426 / .790 150 / 97
(Isaiah 43:4) You are precious in my eyes and honored, and I love you .421 / .439 .625 / .730 150 / 110

(Matthew 7:25) The rain came down, the streams rose, and the winds blew .166 / .625 .406 / .802 150 / 71
(1 Timothy 2:12) But I suffer not a woman to teach, nor to usurp authority .302 / .232 .315 / .217 150 / 71
(Proverbs 10:12) Hatred stirs up conflict, but love covers over all wrongs .172 / .148 .377 / .517 150 / 100

(Hosea 8:7) They have sown the wind, and they shall reap the whirlwind .261 / .621 .423 / .668 150 / 55
(Proverbs 12:25) Anxiety weighs down the heart, but a kind word cheers it up .093 / .518 .253 / .777 150 / 81

(1 John 4:8) Whoever does not love does not know God, because God is love .329 / .355 .373 / .393 150 / 121
(Solomon 4:7) You are altogether beautiful, my darling; there is no flaw in you .385 / .782 .537 / .878 150 / 92

(Leviticus 18:22) You shall not lie with a male as with a woman; it is an abomination .423 / .648 .458 / .753 150 / 101
(Psalm 118:24) This is the day that the Lord has made; let us rejoice and be glad in it .294 / .847 .492 / .884 150 / 77

(Proverbs 31:10)
A wife of noble character who can find? She is worth far more than
rubies .108 / .775 .261 / .797 150 / 74

(John 15:13)
Greater love has no one than this: to lay down one’s life for one’s
friends .347 / .355 .640 / .737 150 / 125

(Matthew 11:28)
Come to me, all you who labour and are overburdened, and I shall
give you rest -.007 / -.024 .268 / .355 150 / 101

(Jeremiah 17:9)
The heart is deceitful above all things, and desperately wicked; who
can know it? .164 / .432 .311 / .591 150 / 75

(Hebrews 11:1)
Now faith is confidence in what we hope for and assurance about
what we do not see .391 / .853 .410 / .870 150 / 72

(Luke 17:3)
Take heed to yourselves. If your brother sins against you, rebuke him;
and if he repents, forgive him -.011 / .267 .124 / .485 150 / 91

(2 Corinthians 5:17)
Therefore, if anyone is in Christ, he is a new creation. The old has
passed away; behold, the new has come .307 / .655 .414 / .744 150 / 75

(1 Samuel 16:7)
The Lord does not look at the things people look at. People look at the
outward appearance, but the Lord looks at the heart .432 / .665 .508 / .733 150 / 80

Table 4: Biblical passages included in TRoTR and their inter-annotator agreement agreement. We report data using
the x / y format, where x denotes the data on the entire set of instance pairs, and y denotes the data post-filtering
process.
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Text 1 Text 2 Semantic Textual
Similarity

Semantic Textual
Relatedness

Semantic Textual
Topic Relatedness

It’s the wonderful pride month!! ♥
♥♥♥♥♥ Honestly pride is every-
day! Love is love don’t forget I love
you ♥. Remember this! John 15:12-
13: “My command is this: Love each
other as I have loved you. Greater
love has no one than this: to lay
down one’s life for one’s friends”

Happy Pride Month! ♥ Remember,
pride isn’t just for a month—it’s a
daily celebration! Love knows no
boundaries, and I want you to know
that I cherish you every single day. ♥
Let’s always remember these power-
ful words from John 15:12-13: “My
command is this: Love each other as
I have loved you. Greater love has
no one than this: to lay down one’s
life for one’s friends”

✓
paraphrase

✓
related

in some aspects

✓
related
in topic

“Freeing people from genocide is the
reason, motive & goal of the military
operation we started in the Donbas
& Ukraine”, Putin says, then quotes
the Bible: “There is no greater
love than to lay down one’s life for
one’s friends.” It’s like Billy Gra-
ham meets North Korea

At a large Crimean event today Putin
quoted the Bible to defend the special
military operation in Ukraine which
has killed thousands and displaced
millions. His words “There is no
greater love than if someone gives
soul for their friends”. And people
were cheering him. Madness!!!

×
neither paraphrases

nor entailment

✓
related

in some aspects

✓
related
in topic

It’s the wonderful pride month!! ♥
♥♥♥♥♥ Honestly pride is every-
day! Love is love don’t forget I love
you ♥. Remember this! John 15:12-
13: “My command is this: Love each
other as I have loved you. Greater
love has no one than this: to lay
down one’s life for one’s friends”

At a large Crimean event today Putin
quoted the Bible to defend the special
military operation in Ukraine which
has killed thousands and displaced
millions. His words “There is no
greater love than if someone gives
soul for their friends”. And people
were cheering him. Madness!!!

×
neither paraphrases

nor entailment

✓
related

in some aspects

×
unrelated
in topic

You are altogether beautiful, my dar-
ling; there is no flaw in you. Charm
is deceitful, and beauty is vain, but a
woman who fears the Lord is to be
praised

At a large Crimean event today Putin
quoted the Bible to defend the special
military operation in Ukraine which
has killed thousands and displaced
millions. His words “There is no
greater love than if someone gives
soul for their friends”. And people
were cheering him. Madness!!!

×
neither paraphrases

nor entailment

×
unrelated

in any aspects

×
unrelated
in topic

Table 5: Examples of semantic textual similarity, semantic textual relatedness, and topic relatedness. The first and
last pair of sentences are examples of paraphrases and semantically unrelated content, respectively. Most people
will agree that the second pair of sentences is more related in topic than the third pair of sentences. However, some
people may still consider the third pair as semantically related due to the presence of the same quotation.
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B Train-Dev-Test partitions1229

For each randomized split, we use the filtered in-1230

stances (see Section 4.2) to create the Train-Dev-1231

Test partitions, comprising approximately 80%,1232

10%, and 10% of the instances, respectively. In1233

the creation of the Train set of a split, we exclude1234

the ⟨t, c1, c2⟩ instances associated to four targets t1235

(i.e., 10% of the benchmark’s targets). We include1236

these instances in Dev and Test to enforce the Out-1237

of-Vocabulary (OOV) evaluation. Specifically, we1238

include in Dev the instances associated with two1239

targets, and in Test the instances of the remaining1240

excluded targets.1241

Notably, we ensure that each partition has a dis-1242

tinct set of OOV targets, such that the intersection1243

of the OOV sets for each split is empty.1244

C Model evaluation1245

We evaluate almost all the pre-trained models avail-1246

able at https://www.sbert.net/index.1247

html. Specifically, we considered only pre-trained1248

models trained on tasks based on textual similar-1249

ity and excluded those trained on other tasks (e.g.,1250

models for Image Search). Table 8 reports results1251

for all the evaluated models.1252

For the sake of transparency and completeness,1253

we have included the computation of Precision (PR)1254

and Recall (RE) for each considered class. Specif-1255

ically, for label 1, PR and RE are calculated as1256
TP

(TP+FP ) and TP
(TP+FN) respectively. Similarly, for1257

label 0, PR and RE are computed as TN
(TN+FN) and1258

TN
(TN+FP ) . In scientific literature, these latter met-1259

rics are also known as Negative Predictive Value1260

and Sensitivity. For the sake of clarity, we pre-1261

ferred using PR and RE for label 0 and label 11262

instead of distinguishing between Precision (PR),1263

Recall (RE), Negative Predictive Value (NPV), and1264

Specificity (SP).1265

As for TRaC label (see Equation 4), we empha-1266

size that, given our use of the Spearman rank order1267

correlation for evaluation, alternative normaliza-1268

tion formulas, such as 1 − s
Smax

, can be employed1269

without altering our results.1270

D Fine-tuning1271

For each randomized split, we fine-tuned each con-1272

sidered model on the Train set and subsequently1273

validated its performance on the Dev set. To do1274

this, we employed the AdamW optimizer, coupled1275

with a linear learning rate warm-up applied to the1276

first 10% of the Train set. We used grid search to 1277

optimize hyper-parameters, with a particular focus 1278

on fine-tuning the learning rate by testing values 1279

from the set {1e-6, 2e-6, 5e-6, 1e-5, 2e-5}. We do 1280

not use weight decay, since our initial experiments 1281

did not yield any additional benefits. During the 1282

training, we leveraged an early stopping strategy. 1283

In particular, we fine-tuned each pre-trained model 1284

on TRiC instances using the contrastive loss (Had- 1285

sell et al., 2006). This loss minimizes the distance 1286

between embeddings of similar sentences and max- 1287

imizes the distance for dissimilar sentences. We 1288

finally ceased training when there was no further 1289

improvement observed on the Dev set. Details on 1290

the setup of hyper-parameters are shown in Table 7. 1291

E Annotation 1292

Annotating topic relatedness, instead of relying on 1293

explicit topic labels, closely resembles recent work 1294

exemplified in the Word-in-Context task (Pilehvar 1295

and Camacho-Collados, 2019), which relies on an- 1296

notating word meaning relatedness rather than ex- 1297

plicit sense labels. The methodology underlying 1298

this approach is thoroughly elucidated in our guide- 1299

lines, submitted as supplementary material along 1300

with our paper. The topic relatedness is evaluated 1301

by using the four-point DURel relatedness scale in 1302

Table 6. Annotator were trained in a 30-minute on- 1303

line session and tested on a small set of 25 instances 1304

(tutorial). In particular, we ensured that each an- 1305

notator achieved a minimum agreement (measured 1306

by Spearman correlation) of at least .550 with the 1307

tutorial judgments. We interpreted these results 1308

as reliable, and consequently, we proceeded with 1309

the annotation of our benchmark. Then, we derive 1310

TRiC and TRaC labels after conducting an empiri- 1311

cal analysis of the agreement of each level of our 1312

topic relatedness scale (see Section 4.2). 1313

↑ÈÈÈÈÈÈÈÈ

4: Identical
3: Closely related
2: Distantly related
1: Unrelated

Table 6: The DURel relatedness scale proposed
by Schlechtweg et al. (2023, 2018).

F Hyper-parameters 1314

Models Learning Rate
all-distilroberta-v1 (ADR) 1e-05
distiluse-base-multilingual-cased-v1 (DBM) 1e-05
paraphrase-multilingual-MiniLM-L12-v2 (PAM) 2e-05
paraphrase-multilingual-mpnet-base-v2 (PAR) 5e-06
multi-qa-mpnet-base-cos-v1 (MQA) 1e-05

Table 7: Models learning rates.
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Standard Test Set Out-of-vocabulary (OOV) Test set
Label 0 Label 1 All Label 0 Label 1 All

Models PR RE F1 PR RE F1 F1 SP PR RE F1 PR RE F1 F1 SP
paraphrase-multilingual-MiniLM-L12-v2 (PAM) .96±.02 .46±.09 .61±.08 .41±.09 .96±.02 .57±.08 .61±.07 .58±.08 .96±.04 .43±.17 .57±.16 .37±.15 .95±.05 .52±.15 .59±.12 .49±.22

+MASK .89±.05 .88±.06 .88±.03 .71±.10 .72±.10 .70±.05 .83±.03 .67±.04 .89±.09 .86±.09 .87±.06 .65±.19 .71±.18 .65±.12 .83±.05 .60±.13
multi-qa-mpnet-base-cos-v1 (MQA) .94±.03 .42±.11 .58±.11 .40±.10 .94±.03 .55±.09 .58±.09 .55±.09 .94±.09 .39±.19 .53±.20 .36±.19 .96±.03 .50±.18 .55±.16 .49±.21

+MASK .88±.05 .87±.07 .88±.04 .71±.10 .71±.12 .69±.06 .83±.04 .68±.05 .89±.07 .86±.10 .87±.06 .63±.18 .69±.16 .63±.13 .83±.05 .62±.13
all-distilroberta-v1 (ADR) .95±.03 .47±.13 .62±.11 .42±.11 .93±.04 .57±.10 .61±.10 .55±.09 .94±.07 .45±.20 .58±.20 .38±.19 .93±.06 .51±.18 .58±.16 .48±.20

+MASK .89±.05 .87±.07 .87±.03 .70±.14 .72±.12 .69±.07 .82±.03 .67±.06 .90±.07 .85±.10 .87±.05 .62±.21 .71±.18 .63±.14 .82±.05 .62±.15
all-mpnet-base-v2 .93±.03 .48±.14 .62±.13 .42±.12 .91±.03 .57±.10 .61±.11 .53±.10 .93±.09 .44±.22 .56±.21 .38±.20 .94±.05 .51±.18 .57±.18 .48±.20

+MASK .88±.06 .84±.09 .85±.05 .66±.12 .71±.11 .67±.04 .81±.04 .66±.06 .89±.08 .82±.11 .85±.07 .59±.20 .73±.14 .62±.11 .81±.05 .61±.15
paraphrase-multilingual-mpnet-base-v2 (PAR) .95±.03 .40±.10 .56±.09 .39±.09 .95±.04 .55±.08 .56±.07 .56±.09 .93±.11 .35±.18 .49±.19 .34±.15 .95±.06 .49±.16 .52±.15 .47±.25

+MASK .89±.05 .85±.07 .87±.04 .69±.10 .75±.11 .70±.05 .83±.03 .68±.03 .90±.08 .83±.13 .86±.07 .63±.19 .75±.17 .65±.10 .82±.05 .62±.11
all-MiniLM-L12-v2 .95±.03 .40±.12 .55±.11 .39±.11 .94±.04 .54±.10 .55±.10 .52±.08 .94±.03 .37±.18 .50±.18 .35±.18 .93±.06 .48±.18 .52±.16 .47±.17

+MASK .88±.05 .87±.08 .87±.03 .70±.13 .72±.11 .69±.06 .82±.03 .68±.04 .89±.08 .85±.10 .86±.05 .62±.21 .71±.17 .62±.14 .82±.04 .62±.13
multi-qa-distilbert-cos-v1 .96±.03 .33±.11 .48±.11 .37±.10 .97±.02 .53±.09 .50±.10 .53±.09 .97±.06 .29±.18 .42±.19 .33±.16 .97±.05 .47±.17 .46±.16 .47±.21

+MASK .88±.06 .86±.06 .87±.03 .68±.11 .73±.10 .69±.05 .82±.03 .68±.05 .89±.10 .85±.08 .86±.05 .61±.19 .71±.14 .63±.11 .82±.05 .62±.14
multi-qa-mpnet-base-dot-v1 .92±.05 .48±.14 .62±.11 .42±.11 .89±.06 .56±.09 .61±.09 .51±.10 .91±.15 .45±.19 .59±.17 .38±.18 .92±.07 .51±.17 .59±.14 .46±.22

+MASK .87±.07 .86±.08 .86±.03 .69±.12 .65±.19 .63±.08 .80±.03 .63±.05 .87±.09 .85±.09 .85±.06 .62±.23 .63±.20 .57±.13 .80±.05 .57±.12
all-MiniLM-L6-v2 .96±.02 .40±.10 .55±.10 .39±.10 .95±.04 .55±.09 .56±.08 .53±.09 .97±.03 .37±.17 .51±.19 .35±.17 .95±.07 .49±.18 .54±.14 .44±.23

+MASK .88±.05 .88±.06 .88±.03 .72±.12 .70±.12 .69±.06 .83±.03 .67±.05 .89±.07 .88±.09 .88±.05 .67±.22 .66±.19 .62±.14 .83±.04 .61±.16
distiluse-base-multilingual-cased-v1 (DBM) .96±.02 .26±.12 .40±.14 .35±.09 .97±.03 .51±.09 .43±.12 .54±.09 .96±.08 .21±.19 .31±.23 .31±.14 .97±.05 .45±.16 .38±.18 .44±.23

+MASK .87±.07 .88±.07 .87±.03 .72±.14 .66±.16 .66±.09 .81±.03 .64±.04 .88±.09 .88±.09 .87±.05 .66±.23 .64±.25 .58±.19 .82±.04 .58±.12
distiluse-base-multilingual-cased-v2 .96±.03 .26±.08 .40±.10 .34±.09 .97±.03 .50±.09 .43±.09 .54±.10 .96±.08 .21±.16 .32±.20 .30±.15 .96±.08 .44±.17 .38±.16 .44±.25

+MASK .87±.06 .89±.07 .87±.03 .72±.14 .66±.14 .66±.09 .82±.03 .65±.04 .88±.08 .88±.10 .87±.05 .66±.24 .64±.23 .60±.18 .82±.05 .59±.12
multi-qa-distilbert-dot-v1 .93±.04 .40±.12 .55±.11 .39±.09 .92±.05 .54±.09 .56±.09 .51±.09 .92±.12 .36±.16 .50±.16 .34±.15 .92±.07 .48±.16 .53±.11 .43±.19

+MASK .85±.05 .87±.08 .85±.03 .69±.15 .60±.16 .61±.08 .79±.02 .62±.05 .86±.09 .87±.09 .86±.05 .66±.24 .58±.22 .55±.16 .80±.03 .57±.14
paraphrase-albert-small-v2 .96±.02 .36±.09 .52±.09 .38±.09 .96±.02 .54±.09 .53±.07 .53±.09 .95±.10 .32±.16 .46±.18 .33±.14 .97±.04 .48±.16 .50±.12 .43±.25

+MASK .88±.06 .84±.07 .86±.03 .65±.11 .70±.14 .66±.07 .80±.02 .65±.05 .88±.08 .82±.12 .84±.07 .56±.19 .67±.20 .58±.14 .80±.05 .57±.14
multi-qa-MiniLM-L6-cos-v1 .95±.03 .37±.09 .52±.09 .38±.10 .95±.04 .53±.10 .53±.08 .52±.10 .91±.14 .34±.18 .48±.19 .34±.17 .94±.08 .47±.17 .50±.16 .42±.25

+MASK .88±.05 .88±.04 .88±.02 .70±.09 .69±.09 .68±.06 .83±.02 .66±.04 .87±.09 .87±.07 .87±.05 .61±.19 .64±.19 .60±.14 .82±.04 .60±.15
cross-encoder/stsb-roberta-large .33±.08 .99±.02 .49±.09 .97±.03 .19±.10 .30±.13 .36±.11 .52±.07 .29±.14 .99±.03 .42±.16 .94±.15 .11±.15 .18±.19 .28±.15 .42±.20

+MASK .70±.13 .68±.15 .66±.07 .87±.06 .87±.08 .87±.03 .81±.03 .66±.04 .62±.27 .64±.28 .57±.21 .87±.10 .86±.11 .86±.06 .80±.06 .62±.08
paraphrase-MiniLM-L3-v2 .95±.03 .28±.09 .43±.10 .35±.08 .96±.03 .51±.09 .46±.08 .49±.11 .96±.05 .23±.19 .34±.21 .31±.14 .97±.05 .45±.16 .41±.17 .40±.27

+MASK .87±.05 .86±.09 .86±.04 .68±.12 .68±.11 .66±.05 .81±.03 .65±.04 .88±.07 .85±.12 .86±.06 .61±.21 .64±.22 .59±.15 .81±.05 .59±.14
msmarco-distilbert-dot-v5 .93±.04 .36±.10 .51±.09 .37±.09 .93±.03 .52±.08 .52±.08 .47±.08 .92±.09 .31±.18 .43±.20 .32±.14 .92±.08 .46±.15 .48±.13 .38±.19

+MASK .87±.05 .91±.04 .89±.03 .75±.10 .66±.08 .69±.06 .84±.03 .64±.04 .87±.09 .90±.05 .88±.06 .67±.18 .60±.16 .61±.15 .83±.06 .58±.10
msmarco-MiniLM-L12-cos-v5 .91±.04 .44±.09 .59±.08 .39±.09 .90±.05 .54±.08 .58±.07 .44±.08 .91±.09 .44±.17 .58±.16 .36±.16 .88±.10 .49±.16 .59±.12 .38±.19

+MASK .85±.05 .88±.06 .86±.03 .68±.11 .60±.10 .62±.06 .80±.03 .59±.04 .85±.10 .88±.08 .86±.06 .62±.21 .55±.21 .53±.16 .79±.05 .54±.12
multi-qa-MiniLM-L6-dot-v1 .89±.07 .54±.07 .67±.06 .42±.09 .84±.08 .55±.08 .64±.05 .46±.10 .87±.16 .51±.15 .63±.15 .37±.16 .83±.11 .49±.15 .62±.12 .37±.26

+MASK .83±.07 .86±.06 .84±.03 .61±.13 .56±.12 .56±.07 .76±.04 .53±.07 .82±.12 .86±.08 .83±.07 .53±.23 .50±.20 .47±.17 .76±.08 .45±.18
msmarco-MiniLM-L6-cos-v5 .93±.03 .41±.10 .56±.10 .39±.09 .92±.06 .54±.09 .56±.08 .44±.10 .93±.07 .38±.18 .52±.18 .34±.16 .91±.12 .48±.17 .54±.14 .37±.22

+MASK .85±.06 .87±.07 .86±.04 .67±.10 .62±.14 .62±.07 .79±.03 .59±.04 .85±.11 .86±.09 .85±.07 .60±.17 .58±.24 .55±.16 .79±.05 .54±.11
msmarco-distilbert-base-tas-b .93±.04 .36±.13 .51±.13 .38±.09 .93±.05 .53±.09 .52±.11 .45±.10 .92±.10 .32±.22 .44±.21 .33±.15 .92±.10 .47±.16 .48±.17 .36±.23

+MASK .86±.07 .86±.08 .86±.03 .67±.14 .64±.14 .63±.07 .80±.03 .62±.05 .86±.11 .87±.11 .85±.06 .61±.23 .59±.26 .53±.20 .79±.07 .56±.14
cross-encoder/stsb-distilroberta-base .33±.08 .96±.04 .49±.08 .94±.06 .23±.10 .35±.12 .40±.10 .43±.08 .29±.14 .96±.06 .43±.15 .89±.21 .17±.16 .27±.19 .34±.15 .36±.21

+MASK .66±.13 .61±.15 .61±.07 .85±.07 .86±.09 .85±.04 .78±.04 .59±.04 .58±.22 .56±.25 .51±.17 .85±.11 .84±.12 .84±.07 .77±.07 .55±.08
msmarco-distilbert-cos-v5 .94±.03 .30±.09 .45±.11 .36±.09 .95±.03 .51±.09 .48±.09 .42±.09 .91±.12 .26±.14 .38±.17 .31±.14 .94±.06 .44±.15 .43±.13 .34±.17

+MASK .88±.05 .84±.06 .85±.03 .64±.10 .71±.11 .66±.07 .80±.02 .62±.03 .88±.08 .82±.08 .84±.05 .56±.19 .67±.16 .59±.15 .80±.04 .56±.09
cross-encoder/stsb-TinyBERT-L-4 .32±.09 .98±.03 .48±.10 .96±.03 .16±.13 .26±.16 .33±.14 .41±.07 .29±.14 .97±.05 .43±.17 .77±.39 .13±.18 .19±.23 .28±.20 .34±.19

+MASK .67±.15 .66±.16 .63±.07 .86±.07 .85±.09 .85±.04 .79±.04 .62±.04 .61±.23 .62±.26 .54±.17 .87±.10 .85±.11 .85±.05 .79±.05 .56±.11
cross-encoder/stsb-roberta-base .31±.08 .98±.02 .47±.09 .95±.05 .13±.07 .22±.10 .30±.08 .42±.07 .28±.14 .97±.05 .41±.16 .91±.15 .10±.10 .16±.15 .26±.13 .33±.20

+MASK .68±.10 .64±.15 .64±.08 .86±.06 .87±.07 .86±.03 .80±.04 .63±.06 .57±.21 .57±.26 .52±.20 .86±.11 .86±.10 .85±.06 .78±.08 .57±.11
msmarco-bert-base-dot-v5 .93±.03 .32±.10 .47±.11 .36±.08 .94±.03 .51±.09 .49±.09 .45±.09 .91±.07 .26±.19 .38±.21 .31±.14 .92±.08 .45±.16 .43±.15 .33±.24

+MASK .87±.05 .90±.05 .88±.03 .74±.11 .66±.09 .69±.06 .83±.03 .65±.03 .86±.09 .90±.06 .88±.05 .66±.18 .58±.20 .58±.17 .82±.05 .58±.11
cross-encoder/ms-marco-TinyBERT-L-2-v2 .32±.08 .97±.02 .48±.09 .93±.06 .17±.11 .28±.14 .34±.12 .34±.10 .29±.14 .97±.03 .43±.16 .78±.30 .13±.19 .20±.23 .29±.19 .26±.20

+MASK .67±.15 .64±.14 .63±.07 .86±.06 .86±.09 .85±.04 .79±.03 .60±.06 .60±.23 .61±.24 .55±.17 .87±.10 .86±.12 .85±.05 .79±.06 .55±.15
cross-encoder/ms-marco-MiniLM-L-2-v2 .32±.08 .97±.02 .48±.09 .94±.05 .16±.12 .26±.15 .33±.13 .36±.10 .29±.14 .97±.05 .43±.16 .91±.15 .13±.20 .19±.24 .29±.20 .26±.23

+MASK .67±.14 .61±.13 .62±.07 .85±.06 .87±.07 .85±.03 .79±.03 .57±.08 .58±.22 .55±.25 .50±.18 .85±.11 .85±.10 .84±.06 .77±.07 .51±.16
cross-encoder/ms-marco-MiniLM-L-4-v2 .32±.08 .95±.03 .47±.09 .89±.04 .18±.10 .29±.13 .35±.11 .31±.10 .29±.14 .93±.09 .42±.17 .91±.10 .16±.16 .24±.20 .32±.17 .24±.22

+MASK .63±.13 .64±.13 .62±.07 .86±.06 .83±.08 .84±.04 .78±.04 .56±.07 .56±.21 .62±.25 .53±.16 .87±.11 .81±.14 .83±.07 .77±.06 .52±.15
cross-encoder/quora-roberta-base .31±.08 .99±.02 .46±.09 .96±.04 .10±.05 .18±.07 .27±.07 .32±.08 .28±.14 .98±.05 .41±.17 .78±.39 .09±.10 .15±.15 .25±.13 .23±.17

+MASK .63±.12 .55±.07 .58±.08 .83±.04 .87±.03 .85±.03 .78±.03 .47±.09 .58±.30 .47±.18 .49±.20 .84±.08 .88±.08 .85±.05 .79±.04 .41±.16
cross-encoder/quora-roberta-large .31±.08 .97±.05 .46±.09 .26±.40 .09±.15 .13±.21 .23±.17 .31±.10 .28±.14 .97±.06 .41±.17 .25±.39 .08±.19 .11±.23 .22±.21 .22±.19

+MASK .40±.20 .76±.37 .40±.10 .22±.34 .29±.44 .25±.38 .30±.26 .48±.08 .35±.25 .73±.41 .32±.20 .23±.36 .29±.44 .25±.39 .30±.28 .42±.14
cross-encoder/ms-marco-MiniLM-L-6-v2 .33±.09 .91±.05 .48±.09 .87±.06 .25±.11 .37±.12 .41±.11 .30±.09 .29±.15 .88±.12 .42±.17 .89±.10 .23±.15 .34±.16 .39±.14 .21±.18

+MASK .63±.14 .62±.13 .60±.08 .85±.06 .84±.07 .84±.03 .78±.03 .55±.07 .55±.24 .57±.26 .49±.20 .86±.11 .83±.12 .83±.05 .77±.05 .50±.15
cross-encoder/ms-marco-MiniLM-L-12-v2 .33±.09 .79±.07 .46±.09 .81±.07 .35±.09 .49±.09 .49±.07 .24±.09 .30±.17 .78±.17 .41±.18 .82±.16 .34±.15 .47±.16 .48±.12 .20±.16

+MASK .58±.11 .58±.13 .56±.05 .83±.06 .81±.09 .82±.05 .75±.04 .48±.05 .47±.19 .53±.25 .45±.18 .83±.11 .80±.12 .81±.08 .74±.06 .44±.09
cross-encoder/quora-distilroberta-base .31±.08 .97±.06 .46±.09 .18±.36 .08±.18 .11±.23 .22±.18 .25±.10 .28±.14 .98±.05 .42±.17 .19±.38 .07±.20 .09±.23 .21±.21 .16±.20

+MASK .39±.20 .84±.31 .43±.11 .16±.32 .20±.39 .18±.35 .27±.25 .34±.10 .34±.19 .81±.37 .36±.21 .17±.34 .20±.40 .18±.36 .28±.28 .30±.18
cross-encoder/qnli-electra-base .33±.10 .45±.12 .36±.08 .74±.08 .63±.12 .67±.08 .58±.07 .04±.11 .31±.18 .49±.18 .34±.16 .78±.14 .64±.14 .68±.09 .60±.11 .07±.18

+MASK .41±.12 .36±.12 .35±.07 .74±.08 .77±.14 .74±.08 .63±.08 .07±.08 .40±.23 .38±.19 .32±.11 .77±.14 .78±.16 .75±.10 .64±.12 .11±.14
cross-encoder/qnli-distilroberta-base .31±.09 .50±.18 .35±.10 .73±.07 .53±.18 .60±.11 .53±.08 .05±.06 .30±.18 .48±.19 .32±.14 .75±.13 .53±.19 .59±.14 .54±.12 .02±.10

+MASK .46±.24 .31±.15 .30±.11 .73±.07 .77±.16 .74±.08 .61±.06 .13±.09 .32±.27 .26±.15 .24±.13 .75±.12 .78±.19 .74±.11 .62±.10 .15±.13

Table 8: TRiC evaluation using various SBERT models on Subtask 1 and Subtask 2. Results are presented for
each model using pre-trained models and the +MASK setting (italic). For Subtask 1, precision (PR), recall (RE),
and Weighted -F1 scores (F1) are reported for both label 0 (i.e., different topics) and label 1 (i.e., roughly identical
topics). For Subtask 2, Spearman correlation (SP) is reported on the overall set of instances. The reported metrics
include standard deviations (±) across the 10 Test splits for comparative analysis. The superior performance for each
metric between pre-trained models is highlighted in bold. Results for both Test and OOV Test sets are provided for
completeness.
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