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Abstract001

Writing persuasive arguments is a challenging002
task for both humans and machines. It entails003
incorporating high-level beliefs from various004
perspectives on the topic, along with deliberate005
reasoning and planning to construct a coherent006
narrative. Current language models often gen-007
erate surface tokens autoregressively, lacking008
explicit integration of these underlying controls,009
resulting in limited output diversity and coher-010
ence. In this work, we propose a persona-based011
multi-agent framework for argument writing.012
Inspired by the human debate, we first assign013
each agent a persona representing its high-level014
beliefs from a unique perspective, and then de-015
sign an agent interaction process so that the016
agents can collaboratively debate and discuss017
the idea to form an overall plan for argument018
writing. Such debate process enables fluid and019
nonlinear development of ideas. We evaluate020
our framework on argumentative essay writing.021
The results show that our framework can gen-022
erate more diverse and persuasive arguments023
through both automatic and human evaluations.024

1 Introduction025

One of the most common formats of opinion-026

based communication is argumentation, where027

users present their viewpoints and attempt to per-028

suade others to adopt their stance on various top-029

ics. Writing argumentative essays on controver-030

sial topics presents significant challenges in natural031

language processing (Hua and Wang, 2018; Wang032

et al., 2023a; Hua et al., 2019). The complexity of033

this task stems from several requirements: Firstly,034

it necessitates social understanding capabilities for035

a profound comprehension of the topic and the in-036

clusion of varied, pertinent viewpoints to bolster037

the argument’s persuasiveness. Secondly, it de-038

mands strong logical reasoning and strategic text039

planning to create a coherent overarching structure,040

which integrates different viewpoints into a well-041

organized discourse. Lastly, fundamental writing042

skills are crucial for effectively transforming the 043

plans into surface text. 044

Recent large language models (LLMs) have 045

demonstrated impressive outcomes (Touvron et al., 046

2023a; Ouyang et al., 2022; Touvron et al., 2023b; 047

Achiam et al., 2023). Yet, they still face chal- 048

lenges when tasked with writing argumentative es- 049

says (Hu et al., 2023). Despite their effectiveness, 050

LLMs often fail to offer diverse and rich content, 051

particularly in generating subjective content with 052

multiple viewpoints (Muscato et al., 2024; Hay- 053

ati et al., 2023). This limitation arises because 054

LLMs are trained to model averages and may over- 055

look the nuance and in-group variation of perspec- 056

tives (Sorensen et al., 2024). Nevertheless, such 057

diversity is essential for crafting persuasive argu- 058

ments that resonate with a wide audience. 059

Additionally, current LLMs often generate text 060

autoregressively without explicit planning (Bubeck 061

et al., 2023; Wang et al., 2022), contrasting with 062

human writing that typically involves extensive 063

planning to establish a coherent high-level logic 064

flow (Hu et al., 2022; Flower and Hayes, 1981). 065

Recent efforts address this by decomposing the 066

end-to-end generation into content planning and 067

surface writing (Yang et al., 2022; Zhou et al., 068

2023). While they are effective for narrative texts 069

like stories, planning for arguments is inherently 070

more complex. It requires nonlinear thinking to 071

ensure a solid logical structure, effectively connect 072

diverse perspectives, and proactively counter po- 073

tential objections. 074

In this paper, we propose a persona-based multi- 075

agent framework built upon LLMs for writing argu- 076

mentative essays that are perspective-diverse and 077

logically coherent. Recent work shows that assign- 078

ing personas to LLMs can enhance the performance 079

towards specific perspective and believable human 080

behavior (Jiang et al., 2023; Xu et al., 2023). To 081

enhance perspective diversity, our framework em- 082

ploys multiple agents, each endowed with a distinct 083
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Topic: We should make all museums free of charge

Agent2 - Local Community Representative

Disagree with the Main Team

Step1: Persona Assignment

(…)

Entrance fees play a crucial role in funding the upkeep and 
conservation efforts of museums. Without this source of 
revenue, these institutions may struggle to …

Moreover, considering the impact on the local community is 
essential. Implementing a tiered pricing system that offers free 
or discounted access to residents ensures that the local 
population can continue to benefit from their cultural heritage…

In terms of visitor engagement and perceived value, a nominal 
fee can actually enhance the overall museum experience…

In conclusion, it is essential to consider the broader 
implications on financial sustainability, local community impact, 
and visitor engagement …

Step2: Debate-Driven Planning Step3: Argument Writing

Maintaining entrance fees ensures funds for 
museum upkeep and conservation efforts.

Agent1 - Historical Preservationist

Free admission may attract more tourists, crowding 
out local residents from enjoying the museums.

Agent3 - Education Specialist
Charging a nominal fee encourages visitors to value 
and engage more deeply with museum experiences.

Main Team

Critic Agent

Multi-agent
Debate Process

Argument Plan
Generation

Discussion, 
Critique,

Refinement

Or Dialogue, Critique, Refinement?

Figure 1: The overview of our framework.

persona, representing a unique viewpoint relevant084

to the input topic. This multi-persona collaboration085

brings unique perspectives and expertise to the ta-086

ble, thus crafting a more compelling and persuasive087

argument (Johnson and Blair, 2006).088

Inspired by previous work utilizing multi-agent089

debate to improve LLMs’ performance (Wang et al.,090

2023b; Du et al., 2023), we model text planning091

as a debate process among the agents. Addition-092

ally, a critic agent is integrated to challenge the093

idea presented, ensuring a robust discussion. Dur-094

ing the debate, agents engage in dialogue, respond095

to critiques, and progressively refine their ideas.096

This collaboration not only fosters creativity and097

critical thinking but also aids in self-revision and098

self-critic. The discussions are then distilled into099

an argument plan that offers diverse viewpoints100

and maintains logical coherence. Unlike previous101

planning methods that sequentially outline con-102

tent (Hua and Wang, 2020; Goldfarb-Tarrant et al.,103

2020; Yang et al., 2022), our debate-driven plan-104

ning allows fluid and nonlinear development of105

ideas, where agents can dynamically shift between106

proposals, revisit earlier concepts, and organically107

evolve the discussion. This leads to a more robust108

and well-rounded argument plan.109

Additionally, current evaluation metrics for con-110

tent diversity primarily measure lexical or semantic111

diversity, making them insufficient for assessing112

perspective diversity in long-form discourse. To113

address this, we develop a novel automatic met-114

ric specifically for evaluating perspective diversity.115

Our metric leverages extracting key ideas, compar-116

ing the uniqueness of each perspective, and aggre-117

gating these scores to determine overall perspective118

diversity. This approach assesses the variety of per-119

spectives the model uses for argument writing.120

We conduct experiments on argumentative es-121

say writing using topics from the idebate and red-122

dit/CMV portals, encompassing a wide range of123

domains. Both automatic and human evaluations 124

indicate that our method produces outputs that are 125

more diverse and coherent compared to those gen- 126

erated by baselines. Our key contributions are: (1) 127

We propose a persona-based multiagent approach 128

to ensure diverse perspectives in argument genera- 129

tion; (2) We develop a debate-driven planning that 130

allows fluid and nonlinear development of ideas; 131

(3) We design a novel metric for evaluating per- 132

spective diversity in long-form output. 133

2 Method 134

Given an input proposition (x) on a topic, our multi- 135

agent framework generates an argument (y) with 136

the following steps: (1) persona assignment, which 137

creates and assigns an underlying persona to each 138

agent; (2) debate-based planning, where agents 139

collaboratively engage in debate and discussion to 140

form a high-level plan; (3) argument writing that 141

transforms the developed plan into a surface argu- 142

ment. The overall framework is shown in Figure 1. 143

2.1 Persona Assignment 144

Faced with a proposition on a controversial topic, 145

people often form their opinions based on their 146

underlying beliefs. This module generates and as- 147

signs a unique persona to each agent, representing 148

their core beliefs. These personas serve as hidden 149

variables that influence the agents’ contributions 150

during subsequent debate and writing tasks. 151

Persona Pool Creation. We instruct LLMs to cre- 152

ate a pool of 5 to 10 personas, each embodying 153

a distinct viewpoint relevant to the topic. We for- 154

malize a persona with a brief description and a 155

claim on the topic, as illustrated in Figure 1. To en- 156

sure fairness and inclusivity, the model is directed 157

to create personas representing a diverse range of 158

communities and perspectives, which encourages 159

the model consideration of nuance and in-group 160

variation (Sorensen et al., 2024). 161
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Persona Selection. After creating the persona pool,162

LLMs are prompted to select a combination of N163

personas from the pool and assign them to each164

participant, where N represents the number of par-165

ticipants. The model is guided to provide an expla-166

nation for each persona selection, ensuring that the167

chosen personas collectively contribute to a robust168

collaborative effort. We set N as 3 in our work.169

2.2 Multi-agent Debate for Text Planning170

Recent studies have highlighted the effectiveness171

of improving LLM performance with multi-agent172

collaboration (Li et al., 2023; Wang et al., 2023b;173

Du et al., 2023; Liang et al., 2023). We introduce a174

persona-based multi-agent debate for text planning,175

with each agent implemented as an LLM instance.176

In our framework, the N agents form a main177

team, fostering collective discussions and devel-178

oping a plan outlining the high-level logical flow.179

Additionally, we introduce a critic agent represent-180

ing an opposing viewpoint. The role of the critic is181

to identify and challenge weaknesses in the main182

team’s proposals. Incorporating such a critic is183

crucial, as a robust argument necessitates anticipat-184

ing opposing perspectives and devising effective185

rebuttals during discussions.186

After the agent initialization, the agents start a187

debate and express their opinions iteratively. This188

discourse continues until the main team members189

are satisfied and the critic agent is persuaded. Sub-190

sequently, the model synthesizes a final argument191

plan based on the discussion, representing the high-192

level logical flow of the text. Our debate-driven193

planning mirrors real-time discussions, wherein194

ideas evolve, face challenges, and undergo refine-195

ment in a nonlinear manner, ultimately resulting in196

a more cohesive and persuasive overall plan.197

2.3 Argument Writing198

The argument writing module then transforms the199

plan into a final argument. By employing the plan200

as high-level guidance, this module generates argu-201

ments in a controllable manner to ensure the output202

coherence. Our framework promotes thoughtful203

deliberation in the writing process by decomposing204

the text planning stage from end-to-end generation,205

enabling more polished and structured arguments.206

3 Experiment Setup207

Our experiments aim to evaluate the framework208

by exploring how the persona-based multi-agent209

system improves content diversity and enhances 210

argument quality through debated-based planning. 211

3.1 Tasks 212

We evaluate our framework on argument essay 213

writing (Bao et al., 2022). We collect 64 input 214

propositions from idebate.net and reddit/CMV 215

on various domains such as culture, politics, and 216

education. Each proposition represents a controver- 217

sial topic, like “We should make all museums free 218

of charge.” A model needs to generate a counter- 219

argumentative essay to refute the proposition. 220

3.2 Model and Baselines 221

We implement all modules by prompting an LLM. 222

For baselines, we include: (1) Directly prompting 223

an LLM (LLM-E2E) to write an argument essay 224

in an end-to-end manner; (2) Chain-of-Thought 225

Prompting for content planning (LLM-Plan), where 226

the model first generates an overall plan and then 227

produce the argument (Wei et al., 2022); (3) 228

AGENT-DEBATE: multi-agent debate for planning 229

without persona assignment (Liang et al., 2023); (4) 230

AMERICANO: decomposed argument generation 231

with discourse-driven planning (Hu et al., 2023). 232

We utilize ChatGPT as the backbone LLM for all 233

methods. More details are in Appendix A. 234

3.3 Evaluations 235

Argument Quality. We employ both automatic 236

and human evaluations. For automatic evaluations, 237

we follow previous work and utilize GPT-based 238

method to evaluate relevance and quality of the 239

generated argument (Zheng et al., 2023; Chia et al., 240

2023). For human evaluation, we assess the persua- 241

sion and overall quality of generated arguments. 242

Semantic Diversity. To measure content diversity, 243

we prompt models to generate 7 outputs for each 244

input proposition. For semantic diversity, we first 245

use self-BLEU (Zhu et al., 2018) to measure diver- 246

sity among multiple generations for an input. As 247

BLEU only captures word overlap, we also pro- 248

pose a self-Emb metric where we use embedding 249

similarity to replace the BLEU score. 250

Perspective Diversity. We propose a novel per- 251

spective diversity metric, measuring how many 252

unique perspectives the model generates to con- 253

struct an argument. Concretely, for each input, a 254

model generates M arguments {y1, ..., yM}. For 255

a generated argument ym, we first prompt Chat- 256

GPT to extract its main opinion points Om = 257
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GPT Eval. (↑) Diversity Eval. (↓)

Method Rel. Qual. S-BLEU S-Emb Pers.

LLM-E2E 3.56 3.63 24.54 87.66 73.77
LLM-Plan 3.59 3.48 20.54 86.54 73.37
AGENT-DEBATE 3.81 3.75 19.70 85.60 71.71
AMERICANO 3.75 4.14 22.93 85.59 72.85
Ours 3.89 3.91 18.61 84.91 70.71

Table 1: Automatic results. For GPT-based metric, we evalu-
ate output quality (Qual.) and relevance (Rel.). For diversity,
we report self-BLEU (S-BLEU), self-Emb (S-Emb) and Per-
spective Diversity (Pers.).

{om1, ..., omn}. Then for each opinion point omi,258

we compute its embedding similarity with the opin-259

ion points from all other M − 1 arguments gener-260

ated with the same input, and take the maximum261

similarity score (smi). The perspective diversity262

score of ym is then computed as sm = 1
n

∑n
1 smi.263

The overall diversity score of the sample is the av-264

erage of all arguments: 1
M

∑M
1 sm. A lower score265

indicates better perspective diversity achieved.266

4 Result and Analysis267

4.1 Main Results268

The automatic results are shown in Table 1. For269

GPT-based evaluation, our model achieves the high-270

est scores for output relevance and the second high-271

est score for overall quality, demonstrating the272

effectiveness of our method. Notably, AGENT-273

DEBATE outperforms the directly prompted (LLM-274

E2E) and linear planning (LLM-Plan) baselines.275

This underscores the efficacy of leveraging multi-276

agent debate for text planning to enhance model277

performance in argument essay writing. However,278

it underperforms our model, indicating the advan-279

tage of our persona assignment for enhancing de-280

bate process. Additionally, in terms of diversity,281

our model significantly surpasses all baselines, pro-282

ducing outputs with both semantic diversity and283

rich perspectives. Conversely, LLM-E2E generates284

the least diverse outputs in terms of perspectives.285

This proves the effectiveness of persona assign-286

ment to enable the model to encompass a broader287

spectrum of viewpoints on subjective topics.288

4.2 Human Evaluations289

Due to the limitation of automatic evaluations, we290

also conduct human evaluations. Specifically, we291

randomly sample 30 inputs, and ask three human292

judges to evaluate the models outputs on aspects293

of persuasion and overall preference. 1 The results294

are shown in Table 2. Human judges consistently295

1Details are provided in Appendix B.

Model Persuasion Overall

LLM-E2E 2.05 / 41.4% 1.99 / 36.8 %
LLM-Plan 2.21 / 48.3% 2.13 / 39.1 %
Ours 2.31 / 51.7 % 2.47 / 66.7 %

Table 2: Human evaluation results. The first position is the
score, and the second position is the percentage of results
ranked first (ties are allowed).

Agent A: Without the financial support from visitors, it would be 
challenging to maintain the historical artifacts and exhibits.
Agent C: Also, I suggest that a nominal fee could actually 
encourage visitors to value their museum experiences more.
Critic: There seems to be a potential contradiction between 
maintaining funds through fees and promoting accessibility for 
all. How can we ensure equitable access to museums while also 
covering the costs of preservation and operation?
Agent A: We need to explore alternative funding sources or 
sponsorship opportunities to maintain accessibility ...
Agent B: Additionally, we could implement a tiered pricing 
system (…)

Figure 2: Snippet of the debate among agents for example
in Figure 1. The right structure shows the logical flow, where
solid arrow is oppose relation and dashed arrow is support.

rate our model outputs better than the baselines 296

in both aspects. Particularly, our model generates 297

outputs that cover a broader range of perspectives, 298

thereby enhancing the overall persuasiveness of the 299

argument. Moreover, our model is more frequently 300

ranked as the top choice, further demonstrating 301

its effectiveness in generating persuasive and high- 302

quality argumentative essays. 303

4.3 Sample Analysis 304

In Figure 2, we show a snippet of debate process 305

for the input “We should make all museums free of 306

charge” as in Figure 1. The structure on the right 307

illustrates the logical flow in a non-linear manner, 308

showcasing how agents progressively discuss, re- 309

visit, and revise earlier points to address critics. 310

By fostering an environment of ongoing dialogue 311

and reflection with non-linear thinking, the inter- 312

nal multi-agent debate facilitates a more flexible 313

and comprehensive planning process. We provide 314

more sample outputs and additional discussions of 315

weakness and future work in Appendix C. 316

5 Conclusion 317

In this study, we introduce a multi-agent debate 318

framework with persona assignment for each agent 319

to enrich perspective diversity and enhance persua- 320

siveness in argument generation. Our debate-driven 321

planning fosters fluid and nonlinear development 322

of ideas for text planning, resulting in more robust 323

and coherent argument plans. Experimental results 324

across diverse topics demonstrate that our frame- 325

work yields more diverse and superior arguments. 326

4



Limitations327

Our work has several limitations that could be ad-328

dressed in future studies. Firstly, effective argumen-329

tative essays often rely on supporting evidence to330

bolster claims. Humans typically seek out relevant331

knowledge or evidence to augment the persuasive-332

ness of their arguments. Therefore, our framework333

could benefit from the integration of a knowledge334

retrieval module to incorporate external evidence.335

Secondly, while our focus in this work is on argu-336

ment generation, our framework could be applied337

to other open-ended generation tasks, such as news338

article writing and story composition. Exploring339

these potential applications could strengthen the340

applications of our framework. Thirdly, our current341

persona creation module relies on LLMs to create a342

persona pool. People propose their opinions based343

on their values and norms, which we do not include344

in this process. Explicitly incorporating the norms345

and values would ensure the trustworthiness of the346

generated arguments, which can be incorporated in347

the future work.348

Ethics Statement349

Acknowledging the reliance of our framework on350

large language models, we recognize the possibil-351

ity of generating fabricated and potentially harmful352

content due to inherent biases in the pre-training353

data drawn from heterogeneous web corpora for354

LLMs. Given the inability to fully control the lan-355

guage model generation process, there exists a risk356

of unintended biases persisting in the generated357

outputs. We strongly urge users to meticulously358

evaluate the ethical implications of the generated359

content and exercise prudence when employing the360

system in real-world contexts.361
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A Experimental Details 525

A.1 Dataset 526

In this work, we study zero-shot argumentative 527

essay writing leveraging the large language mod- 528

els, and we select topics from idebate.net and 529

reddict/CMV 2. Each topic is a controversial propo- 530

sition, such as “We should make all museums free 531

of charge.” We select 64 inputs covering different 532

domain, and ensure they do not contain offensive 533

contents. The model is asked to write a counter- 534

argumentative essay to refute the proposition. The 535

specific prompts we leveraged are presented from 536

Figure 7 to Figure 9. 537

2https://www.reddit.com/r/changemyview/
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A.2 Model Details538

We set the number of agents for the main team as539

3 in our experiments. We utilize ChatGPT as the540

backbone LLM, and use the gpt-3.5-turbo-03013541

version. During inference, we set the temperature542

parameter as 1.0. During the planning process, we543

define the plan as a high-level outline that contains544

several main points, where each point can be sup-545

ported by several sub-points. We also allow an546

optional acknowledgment point.547

Baselines. (1) For LLM-E2E, we directly prompt548

an LLM to generate the output without explicit text549

planning. (2) For LLM-Plan, we first prompt an550

LLM to write a high-level plan, and the generate551

output based on the topic and plan. Similar to our552

model, we define plan as the same structure. This553

baseline is similar to the chain-of-thought prompt-554

ing where the model first think about the high-level555

contents by generating the plan and then producing556

the final output. (3) AGENT-DEBATE is a multi-557

agent debate framework, which is a similar method558

to Du et al. (2023) where two agents debate on a559

topic. The original work utilize the multi-agents560

to enhance LLM reasoning ability. Differently, we561

leverage the debate for planning: we set one agent562

as the planner and the other as the critic, and the563

planner refines the idea through the debate process564

with the critic, subsequently producing a final plan565

for argumentative writing. (4) AMERICANO (Hu566

et al., 2023) is an argument generation framework567

that decomposes the generation based on argumen-568

tative discourse structures.569

A.3 Automatic Evaluation Details570

For GPT-based evaluation, we leverage the GPT4571

model with the “gpt-4o-2024-05-13” variant. The572

prompt used for evaluating relevance (Chia et al.,573

2023) and quality (Zheng et al., 2023) are adopted574

from the original papers. For diversity evaluation,575

to compute the embedding diversity, we apply "text-576

embedding-3-small" model from OpenAI API to577

transform each output to an embedding, and then578

compute their cosine similarity.579

For semantic diversity, besides self-BLEU, we580

design a self-Emb method, where we use cosine581

similarity between two output embeddings to re-582

place the BLEU score. we apply "text-embedding-583

3-small" model from OpenAI API to transform584

each output to an embedding.585

3https://platform.openai.com/docs/models

B Human Evaluation 586

For human evaluation, we hire three human judges 587

to evaluate the model outputs on persuasiveness 588

and overall preference. We ensure all judges are 589

proficient English speakers with at least a Bach- 590

elor degree. We randomly select 30 inputs, and 591

for each input we present the outputs of different 592

models anonymously. All human annotators are 593

graduate students based in US, and we pay them 594

$12 per hour. We ask the human judges to rank 595

the outputs based on each evaluation aspect, and 596

ties are allowed. We then convert the ranks into 597

scores by subtracting its ranking position from the 598

total number of outputs (i.e., model1 > model2 > 599

model3 will lead to the score of 3 for model1, 2 for 600

model2, and 1 for model3), as in Table 2. 601

For persuasiveness aspect, we ask the human 602

judges to determine: whether the essay effectively 603

challenges the initial proposition by providing con- 604

vincing viewpoints from various perspectives with 605

coherent logic; whether it is likely to persuade you 606

to reconsider your initial position. For overall pref- 607

erence, we ask the human judge to evaluate on its 608

overall quality and writing. 609

C Sample Outputs and Additional 610

Analysis of Future Work 611

We first show different persona assignments for 612

the same topic, as in Figure 3. The persona and 613

claim represent the underlying themes of each per- 614

spective. As we can see, our model generates dis- 615

tinct viewpoints for the same topic, enhancing di- 616

versity in perspectives. Additionally, we present 617

more comprehensive sample outputs generated by 618

our models from Figure 4 to Figure 6. These ex- 619

amples illustrate how our debate-based planning 620

effectively develops ideas and constructs logical 621

plans aligned with agent personas, guiding the sub- 622

sequent writing of final arguments. However, one 623

potential improvement is that current arguments 624

tend to focus on reasoning without sufficient evi- 625

dential support. Persuasive arguments require fac- 626

tual evidence or expert opinions to strengthen their 627

claims. Therefore, future work might focus on in- 628

tegrating explicit knowledge retrieval to enhance 629

overall persuasiveness. 630
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Topic: We should make all museums free of charge

Agents of main team 1
- Agent A - A museum employee: Making museums free would lead to budget cuts that could prevent museums from providing the quality
of exhibits and educational programming.
- Agent B - An art collector: A free admission policy would lead to an influx of visitors who are not genuinely interested in the art, leading
to more congestion, less space and consequently less enjoyment for art lovers.
- Agent C - A taxpayer: Free admission to museums would result in increased taxes, which would not only harm low-income individuals but
would also impose an unnecessary burden on working and middle-class families who are already struggling to meet ends.

Agents of main team 2
- Agent A - A historian who values the preservation of artifacts: If museums are free, they may not generate enough revenue to properly
maintain and protect historic artifacts and valuable works of art.
- Agent B - A community organizer advocating for equal access to cultural institutions: Charging admission fees to museums disproportion-
ately affects low-income communities and excludes them from engaging in cultural experiences.
- Agent C - A museum curator trying to balance the budget: Without admission fees, museums may struggle to generate enough revenue to
cover operational costs, resulting in reduced services and potentially closing the museum altogether.

Agents of main team 3
- Agent A - A museum administrator: Making museums free would result in the loss of crucial funding needed to maintain and improve
exhibits.
- Agent B - A cultural studies scholar: Charging for museum admission is actually beneficial as it allows people to value the works more and
fosters cultural appreciation.
- Agent C - A museum donor: Eliminating museum admission fees would deter future charitable donations and hamper the ability of
museums to acquire new exhibits and fund construction projects.

Figure 3: Different Agent person assignment for the same topic.

Argument Plan:

1 Acknowledgment:

- Recognize the value of free admission in promoting accessibility and attracting tourists.

2 Financial Sustainability and Conservation

- Entrance fees are crucial for funding museum upkeep and conservation efforts.

- Alternative funding sources and sponsorships can supplement revenue without hindering accessibility.

3 Local Community Impact

- Implement a tiered pricing system to ensure locals have free or discounted access.

4 Visitor Engagement and Value

- A nominal fee can encourage visitors to engage more deeply with museum experiences.

- Thoughtful pricing strategies can enhance the overall value perception for visitors.

Argumentative Output:

While the notion of providing free admission to all museums may seem appealing at first glance, a deeper examination reveals that this
proposition might not be as beneficial as it appears. Undoubtedly, there are advantages to offering free access, such as promoting inclusivity
and attracting tourists. However, the financial sustainability and conservation of these cultural institutions must also be taken into account.

Entrance fees play a crucial role in funding the upkeep and conservation efforts of museums. Without this source of revenue, these institutions
may struggle to maintain their collections, facilities, and educational programs. While it is true that museums can explore alternative funding
sources and seek sponsorships, relying solely on these methods may not guarantee the financial stability needed to safeguard and preserve
valuable cultural artifacts for future generations.

Moreover, considering the impact on the local community is essential. Implementing a tiered pricing system that offers free or discounted
access to residents ensures that the local population can continue to benefit from their cultural heritage. By differentiating pricing for tourists,
museums can strike a balance where visitors contribute more to support the institutions without excluding those who live in the area. This
approach acknowledges the importance of local engagement and the preservation of community ties to these cultural landmarks.

In terms of visitor engagement and perceived value, a nominal fee can actually enhance the overall museum experience. When visitors invest
financially, even in a small way, they are more likely to engage deeply with the exhibitions and educational resources available. Thoughtful
pricing strategies can also create a sense of exclusivity and value, encouraging visitors to appreciate the cultural and historical significance
of what they are experiencing.

In conclusion, while the idea of making all museums free of charge may seem well-intentioned, it is essential to consider the broader
implications on financial sustainability, local community impact, and visitor engagement. By maintaining entrance fees and implementing
strategic pricing models, museums can ensure their long-term viability while continuing to provide access to all, thus striking a balance
between accessibility, conservation, and cultural value.

Figure 4: The full generated argument plan and output for input in Figure 1 and Figure 2

8



Topic: We should allow the use of electronic and internet voting in state-organised elections

- Agent A - Elderly voter advocate: Implementing electronic voting may disenfranchise elderly voters who are less familiar with technology
and prefer traditional methods.

- Agent B - Privacy advocate: Electronic voting raises significant concerns about the privacy and confidentiality of voter information.

- Agent C - Skeptical traditionalist: Maintaining the traditional paper ballot system ensures transparency and trust in the electoral process,
avoiding potential technological vulnerabilities.

Debate Process:

Agent A: I believe that implementing electronic voting may disenfranchise elderly voters who are less familiar with technology and prefer
traditional methods. This can lead to a decrease in voter participation among the elderly population.

Agent B: Additionally, electronic voting raises significant concerns about the privacy and confidentiality of voter information. The security
measures in place may not be foolproof, risking the integrity of the electoral process.

Agent C: Maintaining the traditional paper ballot system ensures transparency and trust in the electoral process. It avoids potential
technological vulnerabilities that could be exploited to manipulate election results.

Critic: While the concerns raised are valid, electronic and internet voting can improve accessibility for voters with disabilities and those
living far from polling stations. It also has the potential to increase voter turnout among the tech-savvy population.

Agent A: I acknowledge the accessibility benefits, but we must prioritize inclusivity for all voter demographics. Introducing electronic
voting without addressing the concerns of the elderly population could create a significant divide in voter representation.

Agent B: Security should also be a top priority. Even with advancements in technology, the risk of cyber threats and hacking remains a
serious issue. We cannot compromise the integrity of elections for the sake of convenience.

(...)

Argument Plan:

1. Implementing electronic and internet voting may disenfranchise elderly voters due to technological barriers:

- Elderly voters may struggle to adapt to new technology, leading to decreased participation.

- Preference for traditional methods should be respected to maintain inclusivity across all age groups.

2. Electronic voting raises concerns about privacy and confidentiality:

- Security measures may not be completely effective, risking the exposure of voter information.

- Safeguarding voter data is crucial to ensure the sanctity of the electoral process.

3. Maintaining the traditional paper ballot system ensures transparency and trust:

- Paper ballots offer a tangible and easily verifiable voting method.

- Avoiding technological vulnerabilities helps uphold the integrity of election outcomes.

Argumentative Output:

In the evolving landscape of modern technology, the proposition of implementing electronic and internet voting in state-organised elections
has sparked debates among policymakers and citizens. While proponents argue for the convenience and efficiency that digital voting methods
can bring, it is essential to critically consider the potential drawbacks and risks associated with such a significant shift in our electoral
process.

One of the primary concerns with introducing electronic and internet voting is the potential disenfranchisement of elderly voters. This
demographic group may face technological barriers that could hinder their ability to participate effectively in the electoral process. The
unfamiliarity and complexity of new voting technologies could lead to decreased participation among elderly voters, ultimately undermining
the core principle of inclusivity in our democratic system. Respect for the preferences of all age groups, including those who are more
comfortable with traditional voting methods, is crucial to ensuring that every eligible voter has an equal opportunity to exercise their
democratic right.

Furthermore, electronic voting raises legitimate concerns about privacy and confidentiality. The security measures put in place to protect
voter information may not always be foolproof, leaving room for potential breaches and hacks that could compromise the integrity of the
electoral process. Safeguarding voter data is paramount to upholding the sanctity of elections, and any vulnerabilities in the digital voting
system could jeopardize the confidentiality of individual votes and the overall trust in the electoral outcome.

In contrast, maintaining the traditional paper ballot system offers a level of transparency and trust that electronic voting may not yet be able
to match. Paper ballots provide a tangible and easily verifiable voting method, allowing voters to physically mark their choices and witness
the deposit of their ballots into a secure ballot box. By avoiding the inherent technological vulnerabilities associated with electronic and
internet voting, the integrity of election outcomes can be better protected, instilling confidence in the legitimacy of the results.

In conclusion, while the idea of electronic and internet voting may seem promising in terms of convenience and efficiency, the potential risks
and drawbacks cannot be ignored. The disenfranchisement of elderly voters, concerns about privacy and confidentiality, and the importance
of maintaining transparency and trust in the electoral process all warrant careful consideration before implementing such a transformative
change. As we strive to modernize our electoral system, we must prioritize the security, inclusivity, and integrity of our elections to ensure a
fair and reliable democratic process for all citizens.

Figure 5: A full output of our model generated argument.
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Topic: No one over the age of 80 should be allowed to serve in government.

- Agent A - Elderly Rights Advocate: Age should not be a determining factor in someone’s ability to serve in government as it goes against
the principles of equality and non-discrimination.

- Agent B - Experienced Politician: Individuals over 80 often bring valuable experience and wisdom to government roles, making them
capable and effective leaders.

- Agent C - Youth Activist: Limiting government service based on age overlooks the potential of younger generations to bring fresh ideas
and perspectives to governance.

Debate Process:

Agent A: As an Elderly Rights Advocate, I strongly believe that age should not be a barrier to serving in government. Restricting individuals
over 80 from government roles goes against principles of equality and non-discrimination.

Agent B: I, as an Experienced Politician, argue that older individuals bring valuable experience and wisdom to governance. Excluding them
solely based on age can deprive the government of capable leaders.

Agent C: I, a Youth Activist, agree that age should not limit one’s ability to serve. Younger generations can offer fresh perspectives and
innovative ideas to government roles.

Critic: I support the proposition that no one over 80 should serve in government. Older age may bring health concerns and potential lack of
energy or agility, affecting decision-making and efficiency in governance.

Agent A: We acknowledge the concerns about health and agility but believe that individual capabilities should be assessed on merit, not age
alone.

(...)

Argument Plan:

1. Age Should Not Determine Government Service

- Subpoint: Equality and Non-Discrimination Principles: Every individual should be evaluated based on merit and capabilities, not age.

- Subpoint: Capability Is Timeless: Experience and wisdom are valuable assets in governance, regardless of age.

2. Embracing Diversity of Perspectives

- Subpoint: Fresh Ideas from Younger Generations: Excluding older individuals limits the range of perspectives, hindering innovative
governance.

- Subpoint: Varied Experiences: Different age groups bring diverse life experiences that enrich decision-making processes.

3. Individual Assessment Over Arbitrary Age Limits

- Subpoint: Merit-Based Evaluation: Evaluate individuals on relevant criteria like skills, experience, and abilities rather than imposing
blanket age restrictions.

Argumentative Output:

In a world where age often dictates far too many aspects of life, the proposal that individuals over the age of 80 should be excluded from
government service based solely on their age is not only discriminatory but also shortsighted. This notion fails to consider the fundamental
principles of equality and non-discrimination that should underpin any fair and just society.

Every individual, regardless of age, should be evaluated based on their merit and capabilities. Experience and wisdom, often accumulated
over decades, are valuable assets in governance. To dismiss these qualities based on a number is to overlook the timeless nature of capability.
As society progresses, we must recognize that age should not be the sole determinant of an individual’s ability to contribute to the governance
of a nation.

Moreover, embracing diversity of perspectives is essential for effective governance. Excluding individuals over 80 limits the range of
perspectives and experiences that can enrich decision-making processes. Younger generations may bring fresh ideas, but the wisdom and
insight of older individuals are equally valuable in shaping policies that benefit all members of society. Varied experiences, derived from
different age groups, contribute to a more holistic and inclusive approach to governance.

Instead of imposing arbitrary age limits, we should prioritize individual assessment based on merit. Merit-based evaluation considers relevant
criteria such as skills, experience, and abilities, rather than imposing blanket age restrictions that fail to capture the nuanced capabilities of
each individual. By evaluating candidates on their qualifications and aptitudes, we ensure that the most competent and capable individuals
have the opportunity to contribute to government service.

In conclusion, age should not be a barrier to government service. Instead, we should recognize and value the diverse perspectives and
experiences that individuals of all ages bring to the table. By embracing merit-based evaluations and rejecting arbitrary age restrictions, we
can create a more inclusive and effective governance system that serves the needs of all members of society.

Figure 6: A full output of our model generated argument.
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Prompt for persona pool creation:

Given a proposition: ##input_proposition
Background: You want to create a pool of 5 to 10 debate agents, who hold the opinions to refute the
given proposition from different perspectives. Each agent should present a distinct viewpoint relevant to
the proposition.
Task: Assign each agent a unique persona, described in one sentence, along with a corresponding claim
that focuses on a specific perspective. Ensure that each agent provides a different viewpoint relevant to
the proposition. To promote diversity and fairness, the agents should represent various communities and
perspectives.
Please format your persona descriptions as follows, with each line being a json object:
{"agent_id": 0, "description": the_description_of_Agent0, "claim": the_claim_of_Agent0}

...

Prompt for persona selection:

Given a proposition: ##input_proposition
You need to build a team of three agents, to work together and collaboratively formulate a persuasive
counterargument that refutes the given proposition. Now given the following candidates, where each
candidate has a unique persona offering a different perspective relevant to the topic at hand. You need to
select three agents that you think can together form a strong team to achieve the task. You also need to
consider the diversity when selecting candidates. For each selection, give the reason why you select the
candidate.

## Candidate list:

###candidate_list

Please select three candidates and add a reason. Each line of output should be a json object as follows:

{"agent_id": 0, "description": the_description_of_Agent0, "claim": the_claim_of_Agent0, "reason":
the_reason_of_selection}

...

Figure 7: Prompts for persona assignment.
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Template for multi-agent debate

Background

## Goal: Modeling a debate process to analyze a given proposition on a controversial topic, and formulate
a well-structured counterargument plan to refute the proposition based on the debate discussion.

## Additional Guidelines

- The discussion should be conducted for multiple rounds until the Main Team members are satisfied
with their counterargument plan and Critic is persuaded.

- The discussion should provide a rigorous reasoning so that the logic flow is persuasive and coherent.

- Plan Quality: The plan should be abstract and concise. It should contain several main points, where
each point can be supported by sub-points. There could be an optional acknowledgment point.

Main Team Agent

## Participants and Roles

A Main Team of three members: Agent A, Agent B, and Agent C

- Stance: Oppose the proposition;

- Goal: Discuss together to propose a persuasive counterargument plan outlining the overall logical flow
to refute the proposition.

- Specific Personas and claims of the team members:

- Agent A: persona_a;

- Agent B: persona_b;

- Agent C: persona_c;

Critic Agent

## Participants and Roles: A Critic

- Stance: Support the proposition;

- Goal: You Disagree with the Main Team. Identify and challenge weaknesses in the Main Team’s
discussion, and debate with the Main team.

Figure 8: Prompts for multi-agent debate.

Prompt for surface argument writing:

Given a proposition: {proposition}

Write a persuasive and coherent counterargumentative essay to refute the proposition. You should
transform the following plan into a coherent essay, which outlines the high-level logical flow of the
counterargument.

- plan

{plan}
Note: ensure the essay is coherent and readable. You do not need to include section title from the plan.
- Counterargumentative essay:

Figure 9: Prompts for surface argument writing.
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