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Abstract

A panel satisfies descriptive representation when its composition reflects the pop-
ulation. We examine the role of descriptive representation in collective decision
making through an optimization lens, asking whether representative panels make
decisions that maximize social welfare for the underlying population. Our main
results suggest that, in general, representation with respect to intersections of two
or more features guarantees higher social welfare than that achieved by the status
quo of proportionally representing individual features. Moreover, an analysis of
real data suggests that representation with respect to pairs of features is feasible
in practice. These results have significant implications for the design of citizens’
assemblies, which are gaining prominence in AI governance.

1 Introduction

A citizens’ assembly is a group of everyday people who come together to discuss a policy issue, with
the goal of informing decision makers [23, 25, 8, 18]. This paradigm has been on the rise around the
world, with some of the most prominent assemblies convened by European governments to tackle
constitutional questions and climate change. The success of citizens’ assemblies is driven, at least in
part, by several characteristics.

• Deliberation: Assembly members engage in a deliberative process over a period of weeks
or months.

• Random selection: The assembly is selected through a lottery.

• Descriptive representation: The lottery is designed to ensure that the assembly proportionally
reflects the population according to multiple features, such as age, gender, ethnicity, level of
education, geography, and even viewpoint.

In this paper, we are interested in better understanding the role of descriptive representation. Political
theorists have long argued that descriptive representation contributes to the legitimacy of citizens’
assemblies and promotes public trust in their recommendations. This thesis is largely supported by
experimental evidence [15], but it is disputed by some studies [16].

We steer clear of this (partly normative) debate as we examine descriptive representation through a
novel, quantitative lens. Our key research question is this:

If a panel satisfies descriptive representation, does it make decisions that optimize
social welfare for the underlying population?
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If the answer were a clear “yes,” it would provide a new, objective way to justify the importance of
descriptive representation. And if the answer were more nuanced (spoiler alert: it is), it would inform
the design of future citizens’ assemblies that make better decisions or recommendations.

Our approach and results. There are several things to unpack in our informal research question;
we start with social welfare. We assume that each individual is identified by their feature values
(e.g., state = Massachusetts), and that each alternative is associated with benefits for each feature
value (e.g., a resident of Massachusetts would derive benefit 0.2). The utility of an individual for an
alternative is simply these benefits summed over the individual’s feature values. A social welfare
function maps these individual utilities to an aggregate measure of welfare; for example, utilitarian
social welfare returns the sum of individual utilities. We focus on the well-established class of power
mean functions [6, 20], which is parameterized by p ∈ [−∞, 1]. The class includes utilitarian social
welfare (p = 1), as well as other prominent social welfare functions such as egalitarian and Nash.

The more subtle definition is that of descriptive representation. Ideally, one would want every inter-
section of features to be proportionally represented on the panel. In practice, citizens’ assemblies ask
for what we call 1-representation: The proportion of each feature value on the panel (approximately)
matches the population. One of our main insights is to extend this requirement to m-representation,
which requires that each intersection of up to m features be proportionally represented on the panel.

With this terminology in hand, we can refine our research question:

How well does the p-mean welfare of a m-representative panel estimate the p-mean
welfare of the underlying population, for different values of p and m?

The reader may have noticed an ostensible gap between the earlier goal of making good decisions
and the current goal of accurately estimating welfare; as we show, the latter goal implies the former
in our model. But if our goal is simply to estimate welfare, why do we even need a deliberative
process — can we not just poll the population? The answer is that we view the utilities of individuals
in the population as the utilities they would have under the same conditions as a citizens’ assembly,
after being informed about the topic and engaging in a deliberative process. These utilities are
unknowable, of course, and indeed our guarantees do not require access to them.

In Section 3, we investigate the relation between the status quo of 1-representation and social
welfare. Our first technical observation is that for utilitarian social welfare (p = 1), if a panel is
1-representative, its (mean) social welfare for any alternative is equal to the (mean of the) population’s
social welfare for the same alternative. Therefore, a 1-representative panel that seeks to maximize
utilitarian social welfare will select an alternative that is optimal for the population (by the same
measure). However, for p < 1, we prove that this is not the case: there are populations and sets of
alternatives such that no 1-representative panel chooses the alternative that maximizes the p-mean
welfare of the population. In Theorem 8 we determine the worst-case accuracy — that is, the worst-
case difference between the p-mean welfare of the panel estimate and the p-mean welfare of the
underlying population — of 1-representative panels.

In Section 4 we proceed to study 2-representative panels. In Theorem 9, we prove that 2-representation
allows for significantly better worst-case guarantees for accuracy, compared to 1-representation. Our
proof crucially relies on the fact that finding the minimum/maximum welfare a m-representative
panel can have for an alternative (the difference between this maximum and minimum is the object
we want to bound) boils down to solving a moment problem [22]. To get explicit bounds, we leverage
the fact that extreme points of our moment problem are probability measures (corresponding to
populations) supported on a discrete set of size at most 3 [17], for the case of 2-representative panels.

Finally, in Section 5 we experimentally show that it is possible to select 2-representative panels in
real-world instances. We analyze data from four different citizens’ assemblies: one from a Western
European country and three from Australian states. Our experiments show that (approximate) 2-
representative panels exist with the current panel sizes for two of the datasets, and would exist by
picking a slightly smaller panel for a third dataset. In the final dataset, (approximate) 2-representation
is infeasible; we attribute this fact to the very small and skewed pool of volunteers.

Combined, our theoretical and experimental results provide a clear, prescriptive message: It is
practical to select panels that are 2-representative and, by doing so, the quality of the decision the
panel makes (as measured by its p-mean welfare for the entire population) significantly increases.
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Related work. There is a fast-growing body of work on algorithms for selecting and facilitating
citizens’ assemblies. The majority of papers develop and analyze algorithms for computing lotteries
over assemblies [9, 10, 11, 12, 2, 14], while others focus on supporting deliberation [3, 4]. Our
work is closer in spirit to papers that consider the connections and tradeoffs between representation
and fairness [3, 7]; by contrast, we investigate the relation between representation and welfare (and
discuss the addition of fairness in Section 6).

In terms of impact on AI, some of the most prominent technology companies have been experimenting
with citizens’ assemblies as a tool for AI governance. In particular, Meta has organized a large-scale
deliberation on AI policy [5]. Google DeepMind has explored related ideas and their researchers
have published prominent work on the use of large language models for mediating deliberation in
citizens’ assemblies [24].

2 Preliminaries

We consider the problem of a population of individuals selecting a representative panel to make a
decision on its behalf. Every individual is represented using a set F of features (e.g., gender, age,
geographical region, and so on), where each feature f ∈ F can take df different values; we denote by
Vf , |Vf | = df , the set of values that feature f ∈ F can take. Every individual is represented by a type
y, an assignment of values to the features in F . For any f ∈ F , let y(f, v) be the indicator function
for y having value v for feature f . That is, y(f, v) = 1 if and only if the type y has value v for feature
f , else y(f, v) = 0. We say that two types are distinct if there exists at least one feature f for which
they have a different value. We write y = (y(f, v))v∈Vf ,f∈F ∈ {0, 1}d, where d =

∑
f∈F df , to

represent the vector containing y(f, v) for all v ∈ Vf and f ∈ F .

A population P = {(y1, q1), ..., (yT , qT )} is a set of T distinct types of individuals I = {y1, ..., yT },
where individuals of type yi make up a fraction qi ∈ (0, 1] of the population. We call qi the population
share of type yi. It holds that

∑T
i=1 qi = 1. We denote by n the total number of individuals in the

population. Thus, qi · n ∈ N for all i ∈ [T ].
Example 1. Consider a situation where F = {age, gender}, with Vage = {15-29, 30+} and
Vgender = {Male,Female,Non-binary}. Therefore, dage = 2 and dgender = 3. Consider an indi-
vidual who is 30+ and Male. Their type, y1, is such that, for example, y1(age, 30+) = 1 and
y1(gender,Non-binary) = 0. The corresponding vector is y1 = (0, 1; 1, 0, 0): they have the second
value for the first feature and the first value for the second feature. Finally, consider a population
P = {(y1, 0.4), (y2, 0.4), (y3, 0.2)}, meaning that 40% of the population has type y1, 40% has type
y2, and 20% has type y3.

Panels and representation. A panel C = {(y1, r1), ..., (yT , rT )} in a population P specifies, for
each type yi ∈ I, its fraction ri ∈ [0, 1] in the panel. It holds that

∑T
i=1 ri = 1. We denote by k the

total number of individuals in a panel (thus, ri · k ∈ N for all i). We assume that the panel is a subset
of the population P , and therefore ri · k ≤ qi · n for all i ∈ [T ].

We are interested in panels that are representative of the population. A panel C in a population P is
1-representative if for every feature f ∈ F , and every value v ∈ Vf , the fraction of individuals in C
with value v is equal to the fraction in P . That is, for all f ∈ F and v ∈ Vf∑

yi∈I
qi yi(f, v) =

∑
yi∈I

ri yi(f, v) ,

or, more concisely,
∑

yi∈I qiyi =
∑

yi∈I riyi. This is essentially equivalent, up to weakening the
equality constraint to allow for small deviations, to the notion of representation considered in prior
work on panel selection.

More generally, we define an m-representative panel as follows:
Definition 2. For any m ∈ {1, ..., |F|}, we say that a panel C in a population P is m-representative
if for every set of ℓ ≤ m features F ⊆ F , |F | = ℓ and every possible ℓ-tuple of values (vf )f∈F ∈
×f∈F

Vf , the fraction of individuals in C with values vf is equal to the fraction in P . That is, for all
such F and (vf )f∈F , ∑

yi∈I

qi
∏
f∈F

yi(f, vf ) =
∑
yi∈I

ri
∏
f∈F

yi(f, vf ).
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Note that
∏

f∈F yi(f, vf ) = 1 if and only if type yi has value vf for all f ∈ F .

Alternatives and utility. Panels are asked to decide on an alternative, from a given set of alternatives
A. For an alternative a ∈ A and a feature f ∈ F , let a(f, v) ∈ R≥0 be the benefit that an individual
with value v for feature f gets from a. We define a = (a(f, v))v∈Vf ,f∈F analogously to y.

We assume that the utility of an individual for an alternative a is the sum of all these feature benefits,
i.e., the utility of an individual of type yi ∈ I for alternative a is

ui(a) = y · a =
∑
f∈F

∑
v∈Vf

yi(f, v)a(f, v).

Without loss of generality, we assume throughout the paper that utilities are non-negative and that
the utility of every individual for every alternative is at most 1. For a given set of alternatives A and
population P , we define umin = minyi∈I mina∈A ui(a) to be the minimum utility of any individual
in the population for any alternative in A. We have that umin ∈ [0, 1].
Example 3 (Example 1 continued). Consider a set of alternatives A = {a1, a2}, where
a1(age, 15-29) = 0, a1(age, 30+) = 0.5, a1(gender,Male) = 0.3, a1(gender,Female) = 0.5,
a1(gender,Non-binary) = 0, a2(age, 15-29) = 0.7, a2(age, 30+) = 0.3, a2(gender,Male) = 0,
a2(gender,Female) = 0, and a2(gender,Non-binary) = 0.3. In short, a1 = (0, 0.5; 0.3, 0.5, 0) and
a2 = (0.7, 0.3; 0, 0, 0.3).

Then, since y1 has values 30+ and Male, we have that

u1(a1) = y1 · a1 = a1(age, 30+) + a1(gender,Male) = 0.5 + 0.3 = 0.8,

while u1(a2) = 0.3 + 0 = 0.3. Assume that y2, y3 are such that also u2(a1), u2(a2), u3(a1),
u3(a2) ≥ 0.3; therefore, umin = 0.3.

Panel and population welfare. We assume that the welfare of a population P for an alternative a is
the p-mean of individuals’ utilities, for some p ∈ R, p ≤ 1. That is, uP,p(a) = (

∑
yi∈I qiui(a)

p
)1/p.

For p = 1 this is the standard arithmetic mean (uP,1(a) =
∑

yi∈I qiui(a)), corresponding to
utilitarian social welfare, for p = 0 it becomes the geometric mean (uP,0(a) =

∏
yi∈I ui(a)

qi ), cor-
responding to Nash social welfare, and as p approaches −∞ it becomes the minimum (uP,−∞(a) =
minyi∈I ui(a)), corresponding to egalitarian social welfare. Analogously, we define the utility of a
panel C for an alternative a, uC,p, to be the p-mean of the utilities of the individuals in the panel.

Objectives. There are several natural ways to measure whether a panel makes good decisions, in
the sense of representing the opinion of the population well. A natural choice, for example, would
be to ask that the social welfare of the panel is an accurate estimate of the social welfare of the
population, for every alternative; then, naturally, optimizing for the panel approximately optimizes
for the population. Another choice would be to ask that the panel orders alternatives in a similar way
as the population would, i.e., if the panel prefers an alternative a over an alternative a′, the population
cannot have a high welfare for a′ and a low welfare for a.

Formally, given ϵ > 0, we can define the two notions as follows.

• Welfare based: We say that a panel C is ε-accurate with respect to p for welfare estimation
if |uC,p(a)− uP,p(a)| ≤ ε for all a ∈ A.

• Pairwise comparisons: We say C is ε-accurate with respect to p for pairwise comparisons if
uC,p(a) > uC,p(a

′) implies that uP,p(a) ≥ uP,p(a
′)− ε for all a, a′ ∈ A.

These two metrics are closely related: the former implies the latter.
Theorem 4. Let A be a set of alternatives, and let C be a panel in a population P . Then, for all ε ≥ 0
and p ≤ 1, we have that if C is ε-accurate with respect to p for welfare estimation, it is 2ε-accurate
with respect to p for pairwise comparisons.

The other direction approximately holds as well. If a panel is not ε-representative for welfare
estimation for a set of alternatives A, then it is not ε-representative for pairwise comparisons on
A ∪ {a} for an additional alternative a.
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Theorem 5. Let A be a set of alternatives, and let C be a panel in a population P . Then, for all
ε ≥ 0 and p ≤ 1, we have that if C is not ε-accurate with respect to p and A for welfare estimation,
there exists an alternative a′ such that C is not ε-accurate with respect to p and A∪{a′} for pairwise
comparisons. Furthermore, adding a′ to A does not change umin.

In light of the tight connection between the two notions implied by Theorems 4 and 5 (whose proofs
are deferred to Appendix A.1), in the remainder of the paper, we focus on accuracy with respect to
welfare estimation. We therefore refer to a panel that is ε-accurate for welfare estimation simply as
ε-accurate.

3 Representation to Single Features

In this section, we prove tight upper and lower bounds on the worst-case accuracy of 1-representative
panels, for different values of p.

We start by proving that, for p = 1, a 1-representative panel always has the same utility as the
population for every alternative (i.e., it is ε-accurate for ε = 0).
Theorem 6. Let A be a set of alternatives, P be population and C be a 1-representative panel in P .
Then, for all a ∈ A, uC,1(a) = uP,1(a). That is, C is 0-accurate with respect to p = 1.

Proof. For p = 1, the welfare of the panel and population is a weighted sum of the utilities of the
corresponding individuals. And, an individual’s utility is the sum of the alternative’s benefit a(f, v)
for their feature values v ∈ Vf , f ∈ F . By switching the order of summation, we have

uC,1(a) =
∑
yi∈I

riui(a) =
∑
yi∈I

ri(a · yi) = a ·
∑
yi∈I

riyi = a ·
∑
yi∈I

qiyi,

where the last equality follows from the fact that the panel is 1-representative. Continuing our
derivation,

uC,1(a) = a ·
∑
yi∈I

qiyi =
∑
yi∈I

qiui(a) = uP,1(a),

and the theorem follows.

Unfortunately, Theorem 6 does not hold for p < 1. When p < 1, the population and panel welfare
functions become non-linear in a, and therefore we cannot factor out a like we did in the proof
of Theorem 6. In fact, as we show next, for any p < 1, it is possible that, in the worst case, all
1-representative panels (other than the entire population) perform poorly at welfare estimation for
some alternative, and choose alternatives that are suboptimal for the population.
Example 7. In this example we will show that for all umin ∈ [0, 1), there exists a population P and
a set of alternatives A, such that minyi∈I mina∈A ui(a) = umin, and such that for all p < 1, no
1-representative panel chooses the alternative that maximizes the p-mean welfare of P .

Assume that there are two features, fv and fw, that can take values v1, v2 and w1, w2 respec-
tively. Thus, there are four possible types of individuals, represented in the left part of Ta-
ble 1. Let P be the population where each type is present in exactly one individual. There-
fore, the only two 1-representative panels are C1 = {((1, 0; 1, 0), 1/2), ((0, 1; 0, 1), 1/2)} and
C2 = {((0, 1; 1, 0), 1/2), ((1, 0; 0, 1), 1/2)}.

Consider the following set of 3 alternatives: A = {a1, a2, a3}, where a1 = (umin/2, 1/2, 1/2, umin/2),
a2 = (umin/2, 1/2, umin/2, 1/2), and a3 = ((1+3umin)/8, (5−umin)/8, (1+3umin)/8, (1+3umin)/8). The util-
ity of each type for each alternative are shown in Table 1.

For any p < 1, we can see that the first panel, C1, gets the highest utility from a1, while the second
panel, C2, gets the highest utility from a2, since the p-mean of x and (1 + umin) − x for p < 1 is
uniquely maximized when x = (1 + umin) − x = (1+umin)/2. However, overall, the population
gets the highest utility from alternative a3. This fact is algebraically tedious to verify; we defer the
calculations to Appendix A.2.

The main point of Example 7 is that any 1-representative panel in P , C1 or C2, overestimates the
welfare of some alternative, a1 or a2, respectively, quite badly. For example, for umin = 0 and any
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Table 1: The population and alternatives in Example 7
types alternatives & utilities

panels values y a1 a2 a3

C1
v1, w1 (1,0;1,0) (1+umin)/2 umin

(1+3umin)/4
v2, w2 (0,1;0,1) (1+umin)/2 1 (3+umin)/4

C2
v1, w2 (1,0;0,1) umin

(1+umin)/2 (1+3umin)/4
v2, w1 (0,1;1,0) 1 (1+umin)/2 (3+umin)/4

p ≤ 0, both a1 and a2 have a welfare of 0 with respect to P , but a welfare of 1/2 for the panel that
chooses them. However, alternative a3 gives the highest welfare to the population (for umin = 0 and
p ≤ 0, the population’s utility is a number between 1/4 and

√
3/4 ≈ 0.43).

We now state the main theorem of this section, giving a tight bound on the worst-case ε-accuracy of a
1-representative panel.
Theorem 8. Let A be a set of alternatives, P be any population, and C be any 1-representative panel
in P , so that umin ∈ [0, 1). Then, for all p < 1, C is ε-accurate with respect to p, where

ε =


1−p
p

(
p · 1−umin

1−umin
p

) 1
1−p

+ umin−umin
p

1−umin
p for p > 0 ∨ (p < 0 ∧ umin > 0)

1 + 1−umin

ln (1/umin)

(
ln
(

1−umin

ln (1/umin)

)
− 1
)

for p = 0 ∧ umin > 0

1 for p ≤ 0 ∧ umin = 0

.

Furthermore, for all p < 1 and umin ∈ [0, 1), for any ε′ < ε, there exists a 1-representative panel C
such that C is not ε′-accurate with respect to p.

The proof of Theorem 8 is deferred to Appendices A.3.3 and A.4.1. The first part of the theorem
(the upper bounds on ε) follows as a special case of the analysis of the m-representative case in
Appendix A.3 that also gives the main results of the following section for 2-representative panels.

4 Representation to Tuples of Features

In this section, we prove bounds on the accuracy of m-representative panels. We start by showing
that 2-representation enables significantly better worst-case ε-accuracy compared to 1-representation.
Theorem 9. Let A be a set of alternatives, P be any population, and C be any 2-representative panel
in P , so that umin ∈ [0, 1). Then, for all p < 1, C is ε-accurate with respect to p, where

ε = maxκ1,κ2

(
κ2−κ2

1

κ2−2κ1+1 + (1−κ1)
2

κ2−2κ1+1

(
κ1−κ2

1−κ1

)p) 1
p

−
(

(κ1−umin)
2

κ2−2uminκ1+umin
2

(
κ2−uminκ1

κ1−umin

)p
+

κ2−κ2
1

κ2−2uminκ1+umin
2umin

p
) 1

p

s.t. umin
2 < κ2

1 < κ2 and κ2+umin

1+umin
< κ1 < 1,

for p > 0 ∨ (p < 0 ∧ umin > 0),

ε = maxκ1,κ2

(
κ1−κ2

1−κ1

)( (1−κ1)2

κ2−2κ1+1

)

−
(

κ2−uminκ1

κ1−umin

)( (κ1−umin)2

κ2−2uminκ1+umin
2

)
· (umin)

(
κ2−κ2

1
κ2−2uminκ1+umin

2

)

s.t. umin
2 < κ2

1 < κ2 and κ2+umin

1+umin
< κ1 < 1

for p = 0 ∧ umin > 0, and

ε = 1 for p ≤ 0 ∧ umin = 0.

Furthermore, for all p < 1 and umin ∈ [0, 1), for any ε′ < ε, there exists a 2-representative panel C
such that C is not ε′-accurate with respect to p.
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The optimization program in Theorem 9 has two variables, κ1 and κ2. We call those the moments:

Definition 10. For i = 0, ..., |F|, the i-th moment of a population P for an alternative a is κi =∑
yj∈I qj · (uj(a))

i. The i-th moment of a panel C for an alternative a is κi =
∑

yj∈I rj · (uj(a))
i.

Our proof of ε-accuracy has the following high-level steps. First, we prove that the first m moments
of an m-representative panel C in P are the same as the moments of P for any alternative. That is,
for all a ∈ A and any integer 1 ≤ ℓ ≤ m,

∑
yi∈I qi · (ui(a))

ℓ =
∑

yi∈I ri · (ui(a))
ℓ.

Second, given this fact, we can write a mathematical program for the minimum and maximum utility
a panel or population with fixed first m moments κ1, . . . , κm (note that always κ0 = 1) can have.
Concretely, by having a variable xj for the utility of a type yj ∈ I , given m moments, we can ensure
feasibility by asking that

∑
yj∈I qj · (xj)

i = κi, for all i ∈ {0, 1, ...,m} (and xj ∈ [umin, 1], qj ≥ 0).
Then, by maximizing and minimizing (

∑
yj∈I qj · (xj)

p)1/p, we get bounds on the welfare of a panel
or population with moments κ0, . . . , κm.

Third, the relaxation of this program to also allow I of infinite size is known as a moment problem [22,
21], hence our choice of terminology in Definition 10. In particular, the population is characterized as
a probability measure (distribution) µ on [umin, 1] where µ(x) corresponds to the share of individuals
with utility x. The feasibility constraints become

∫ 1

umin
µ(x) · xidx = κi for all i ∈ {0, 1, ...,m},

determining the first m moments of µ, and we maximize and minimize (
∫ 1

umin
xpdµ(x))1/p.

It is known that the extreme points of moment problems are probability measures supported on a
discrete set of size at most m+ 1 [17]. This additional structure allows for explicit bounds on the
maximum and minimum utility of a panel/population as a function of κ1, . . . , κm, which we obtain
for m = 2. The difference of these quantities is our bound on the ε-accuracy of a 2-representative
panel. We obtain worst-case bounds on ε, as we prove, by maximizing this difference over the set of
all κ1 and κ2 that can be the first two moments of a population P for an alternative a ∈ A.

We defer the details of the ε-accuracy proof to Appendix A.3. In Appendix A.4.2, we then prove the
second part of Theorem 9: The bounds obtained with the proof technique described above are tight.

For greater m, solving the relaxed optimization program analytically to obtain explicit bounds on
the maximum and minimum utility of a panel/population as a function of κ1, . . . , κm becomes
increasingly difficult. And, even if such bounds were obtained for m > 2, the overall bound on ε in
the style of Theorem 9 would be an even less tractable optimization program in m variables; it is
unclear if its value could even be numerically calculated.

In fact, we believe that already the solution to the optimization program in Theorem 9 does not admit
a closed-form solution in terms of p and umin. However, for a fixed p and umin, we can numerically
solve this optimization program. We plot these results in Figure 1. In particular, Figure 1a shows
the tight worst-case ε-accuracy of 1-representative panels as dashed lines and the upper bound on
worst-case ε-accuracy of 2-representative panels as solid lines, for 4 different values of umin, with p
varying along the horizontal axis. We find that 2-representative panels are ε-accurate in the worst case
for significantly smaller ε. For example, for umin = 1/5 and Nash welfare (p = 0), 2-representation
gives 0.039 accuracy, while 1-representation only gives 0.155 accuracy. Figure 1b shows the ratio of
these bounds: the worst-case ε for 1-representative panels divided by the bound on the worst-case
ε for 2-representative panels, for different values of p, with umin varying along the horizontal axis.
We can see that the relative accuracy increases quite drastically, especially when p is not far into the
negatives and umin is far enough away from 0. If utilities are generally high, this ratio is the largest:
for umin = 4/5 (corresponding, after scaling, to utilities in [8, 10]) and Nash welfare, accuracy
increases by 2700% for 2-representative panels over 1-representative panels.

Given the positive result in Theorem 9, we turn our attention to the only case in which 2-representative
panels don’t improve on 1-representative panels: In the case p ≤ 0 and umin = 0, we proved that 1-
and 2-representative panels are no better than 1-accurate in the worst case. It is natural to ask if we
can do better with m-representative panels for larger m.

The answer is negative. One could imagine a very popular alternative with utility close to 1 for
everyone but a single person y∗, who has utility 0. The population’s utility (for p ≤ 0) for this
alternative is 0, but any panel that does not include y∗ has utility close to 1 for this alternative (and
therefore chooses it). We formalize this idea in Theorem 11.
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(a) Worst-case ε-accuracy of m-representative panels
for m ∈ {1, 2}.

(b) Relative improvement of ε-accuracy from m = 1
to m = 2, i.e., (ε-ac. at m = 1)/(ε-ac. at m = 2).

Figure 1: Numerical comparisons of ε-accuracy bounds for m ∈ {1, 2}.

Theorem 11. For any positive integer m and number of features |F|, there exists a population P
and a set of alternatives A, such that minyi∈I mina∈A ui(a) = umin = 0, and a m-representative
panel C in P , such that C is not ε-accurate with respect to any p ≤ 0 for any ε < |F|−m

|F| .

As |F| becomes large, this lower bound goes to 1, for any fixed m. Since uC,p(a), uP,p(a) ∈ [0, 1]
for all a ∈ A, 1 is also a trivial upper bound. We prove Theorem 11 in Appendix A.5.

5 Empirical Analysis

We have shown that 2-representative panels give significantly better worst-case guarantees than
1-representative panels. However, this result only has practical impact if it is possible to select
2-representative panels in real-world instances. Our next goal is to show that this is indeed the case.

Selecting a panel. Selecting a citizens’ assembly in practice commonly has three stages. First, a
large number of individuals receive an invitation to participate in the panel. Second, some fraction of
these individuals indicate their willingness to participate. We call this group the pool of volunteers.
Finally, a panel of the desired size is chosen from the pool of volunteers.

It is a common occurrence in practice that individuals with certain features are more likely to accept
the invitation to participate than others. Therefore, the composition of the pool of volunteers often
is fairly different from the underlying population. If the size of the pool is too small, it may not be
possible to select a panel of a desired size that is 2-representative (or even 1-representative).

Data. We analyze data from four citizens’ assemblies: a nationwide panel from a Western European
country (which we denote EUR1) and three state-wide panels from Australian states (which we denote
AUS1, AUS2, and AUS3). Detailed information about the datasets can be found in Appendix A.6. All
actual panels were chosen to be approximately 1-representative of the underlying population.

For all four panels, we obtained data on the intersections between feature-values of the underlying
population. For EUR1, we used the European Social Survey [19], which collected data on a wide
variety of features and their intersections, including those used in EUR1. Responses are re-weighted
in the data to account for sampling bias. For AUS1, AUS2, and AUS3, we used data from the 2021
Australian Census [1]. Through their online data tools, we obtained data on the intersections of
individuals’ features. We excluded a feature capturing the level of climate concern from EUR1 since
the number of volunteers with no concern at all was too low to even form a 1-representative panel of
the desired size. In AUS1 and AUS2, we had to exclude a feature capturing an individual’s ownership
of their residence since these statistics are stored in a separate dataset on dwellings, so we weren’t
able to obtain this feature’s intersection with other features. For more details on the datasets and data
cleaning, we again refer to Appendix A.6.

m-representation in practice. Exact 1-representation or m-representation for any m is (essentially)
never attainable for a fixed desired panel size k, as the desired number of individuals with a certain
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Figure 2: The maximum size of m-representative panels up to rounding for m ∈ [|F|], shown in teal.
The dashed lines show the size of the pool of volunteers and the panel size used in practice.

tuple of feature-values in the panel will almost never be an integer. We consider two weakenings
of m-representation for practice: A panel is m-representation up to rounding if for any ℓ-tuple of
feature-values, ℓ ∈ [m], the number of people with these feature-values on the panel is equal to the
(rational) desired number, up to rounding it up or down. A panel is ε-approximately m-representative
if for any ℓ-tuple of feature-values, ℓ ∈ [m], the number of people with these feature-values on the
panel is within a multiplicative factor of (1± ε) of the desired number. Since the quotas from the
underlying populations are only ever estimates with some error, these small “wiggle rooms” around
the quotas are justified.

Experiments. For each m between 1 and the number of features considered in the panel, |F|, we
found the largest size of an m-representative panel up to rounding using individuals from the pool of
volunteers. Furthermore, we found for each m between 1 and |F| and panel size k between 1 and the
pool size the smallest ε for which an ε-approximately m-representative panel exists. For a given m
and desired panel size k, we checked for the existence of an m-representative panel of size k using
an integer linear program. Each person in the pool of volunteers corresponds to one binary variable,
encoding whether this person is in the panel or not. The constraints on the variables are the size of
the panel, k, and having to be m-representative (up to rounding or ε-approximately) to the underlying
population data. We used Gurobi, run on a 14-inch MacBook Pro (2023) with Apple M3 Pro chip, to
check whether the program is feasible, i.e., whether an m-representative panel exists.

Results. Our results for m-representation up to rounding are shown in Section 5. The main takeaway
is that 2-representation up to rounding is generally feasible in practice.

In the EUR1 and AUS1 datasets, the bottom dashed lines — showing the maximum size of an m-
representative panel — lie above the “desired panel size” used in practice. For AUS2, the largest
2-representative panel is of size 278 — slightly below the desired panel size of 328. Since the number
328 does not have special significance,1 our results suggest that slightly contracting the panel in
order to boost its degree of representation would be a good tradeoff. By contrast, in AUS3, the

1It likely started out as a “round” number and decreased when selected panelists dropped out.
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Figure 3: The smallest ε for which ε-approximate m-representative panels exist as a function of the
panel size k for selected m ∈ [|F|]. The dashed lines show the desired panel sizes.

largest 2-representative panel is of size 31, which is 69% of the desired panel size of 45. The pool of
volunteers for AUS3 only contains 509 individuals — significantly fewer than the other assemblies,
which all have more than 1000 volunteers. We conclude that an investment in the recruitment of
volunteers may make a greater degree of representation possible.

Our results for ε-approximate m-representation give more nuanced insights on the tradeoff between
accurate representation and panel size. The results for EUR1 and AUS1 are shown in Figure 3; the
plots for the other instances can be found in Appendix A.6.4. First, we note that ε-approximate
m-representation for ε < 1 is not possible if the total number of possible m-tuples of feature-values
in the population is greater than k, or a feature-value m-tuple exists in the population but does not
exist in the pool of volunteers, since in either case for some feature-value m-tuple the number of
individuals on the panel is 0 while the quota is greater than 0. This is the case for m ≥ 2 in EUR1
and AUS3. In all other instances, we find that the best achievable ε decreases with the panel size
(approximately inversely linearly) for panel sizes less than a critical size k∗; this is the panel size
at which the pool is “too skewed” since for some feature-value m-tuple the quota is higher than
the number of candidates in the pool with this feature-value m-tuple. For panels larger than this
size k∗, ε increases with the panel size (approximately proportional to 1− k∗

k ). This critical size is
the largest panel size up to which adding people to the panel comes with improved ε-approximate
m-representation guarantees, and is slightly below the maximum size of an m-representative panel
up to rounding in all instances where ε < 1 is possible. We conjecture that aiming for a mix of the
two definitions of approximate m-representation will do best in practice.

6 Discussion

We conclude by discussing two points that may contribute to a fuller understanding of our approach
and its limitations.

Throwing fairness into the mix. As mentioned in Section 1, citizens’ assemblies are randomly
selected. In practice, this is done by computing a lottery such that each panel in its support is
1-representative. A commonly used algorithm optimizes the lottery to maximize a fairness objective:
the minimum probability of selecting any volunteer [10]. The same algorithm can be directly applied
when the underlying notion of representation is m-representation for m > 1 instead of m = 1.
However, this may come at a cost to the fairness objective, because the feasible set shrinks as the
constraints become stronger. While we focused on the relation between representation and welfare,
future work could explore the tradeoffs between representation, welfare and fairness.

Empirically estimating welfare gains? The reader may have noticed that, despite access to real
data from citizens’ assemblies, our empirical analysis does not evaluate our main theoretical claim: a
greater degree of representation contributes to social welfare. The reason is that we do not have access
to real utilities, and synthetic methods for generating them may seem contrived. Let us reiterate,
however, that the lack of access to utilities is not a barrier to applying our results, as we argue for
a greater degree of representation with respect to known features, which leads to improved social
welfare with respect to unknown utilities.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The technical sections of the paper (and supplementary material) include all
the proofs and code for all claims and statements made in the abstract and introduction.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We have proved our theorems only for the model described in Section 2, under
the specific conditions in their statements. The experiments were conducted as described
in Section 5 and corresponding appendices (e.g., we ran experiments only on the four
datasets we cite).

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Section 2 contains our model, and the statements of all our theorems/lemmas
include exactly the conditions needed.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The code used to obtain our experimental results is straightforward and
described in Section 5, in the paragraph titled Experiments. Anyone with access to a dataset
of the pool of candidates of a citizens’ assembly and the aggregate underlying population
data (which is publicly available for the datasets we use) can reproduce our experimental
results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: We do not release the datasets of the pool of candidates, containing individual-
level data, for the four assemblies we analyze because we do not have permission to do
so from the data owners (however, we did, of course, obtain permission to use the data
for our experiments). We do not release our code since it is very straightforward, cleaning
data as described in Appendix A.6 and solving a linear program using external software as
described in Section 5. The datasets for the underlying population that we used are publicly
available, see [19, 1].

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All relevant details of our experimental setup are described in the paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
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Answer: [NA]

Justification: In our experiments, we analyze four past instances of citizens’ assemblies.
While our positive results on the existence of 2-representative panels are a signal that such
panels may exist in other real-world instances, no statistical claim of generalization can be
made (nor is made).

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In Section 5, in the paragraph titled Experiments, we describe the computer
used to run our experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the guidelines and our work follows them.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
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• The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes] ,
Justification: We discuss the potential for positive societal impact in Section 1 and Section 6.
Negative societal impacts are implausible.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Our experiments do not pose such threats, since they only involve (simple)
calculations.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

17



Answer: [Yes]

Justification: The datasets for the underlying population that we used can be found here:
[19, 1].

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The paper does not involve LLMs as any important, original, or non-standard
components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Technical Appendices and Supplementary Material

A.1 Proofs missing from Section 2

Proof of Theorem 4. Let a, a′ ∈ A be any two alternatives such that uC,p(a) > uC,p(a
′). Since the

panel is ε-accurate for welfare estimation, we have that

uP,p(a) ≥ uC,p(a)− ε > uC,p(a
′)− ε ≥ uP,p(a

′)− 2ε,

which implies that C is 2ε-accurate for pairwise comparisons.

Proof of Theorem 5. Since C is not ε-accurate, with respect to p and A, for welfare estimation, there
exists an alternative a ∈ A such that |uC,p(a)− uP,p(a)| > ε. Let δ > 0 be any real number such
that δ < |uC,p(a)− uP,p(a)| − ε.

If uC,p(a) > uP,p(a), consider an alternative a′ such that a′(f, v) = (uP,p(a) + ε + δ)/|F|
for all f ∈ F , v ∈ Vf . Then, uy(a

′) = uP,p(a) + ε + δ for all y ∈ I, and therefore also
uP,p(a

′) = uC,p(a
′) = uP,p(a) + ε + δ (where we used the fact that, if all individuals have the

same utility x for an alternative, the p-mean of their utilities is also x). We have that uC,p(a) >
uP,p(a) + ε + δ = uC,p(a

′) but uP,p(a) < uP,p(a) + δ = uP,p(a
′) − ε, which contradicts

the fact that C is ε-accurate for pairwise comparisons. Similarly, if uC,p(a) < uP,p(a), consider
an alternative a′ such that a′(f, v) = (uP,p(a) − ε − δ)/|F| for all f ∈ F , v ∈ Vf . Then,
uy(a

′) = uP,p(a)− ε− δ for all y ∈ I, and therefore uP,p(a
′) = uC,p(a

′) = uP,p(a)− ε− δ. We
have that uC,p(a) < uP,p(a)− ε− δ = uC,p(a

′) but uP,p(a)− ε > uP,p(a)− ε− δ = uP,p(a
′), a

contradiction to C being ε-accurate for pairwise comparisons.

Lastly, we note that the alternatives a′ defined above don’t make any individual’s utility be more than
1 or less then umin. We know that uC,p(a), uP,p(a) ∈ [umin, 1], so since min(uC,p(a), uP,p(a)) ≤
uy(a

′) ≤ max(uC,p(a), uP,p(a)), we also have uy(a
′) ∈ [umin, 1] for all y ∈ I.

A.2 Calculations for Example 7

We first prove a short technical lemma to simplify the calculations.
Lemma 12. Let p < 1 and c1, c2, x ∈ R so that c2 > c1 ≥ x ≥ 0 if p ∈ (0, 1) and c2 > c1 > x ≥ 0
if p ≤ 0. Then for p ̸= 0,

d

dx

(
1

4
((c1 − x)p + (c1 + x)p + (c2 − x)p + (c2 + x)p)

)1/p

≤ 0,

and equality holds only if x = 0. Furthermore,
d

dx

(
((c1 − x)(c1 + x)(c2 − x)(c2 + x))

1/4
)
≤ 0,

and again equality holds only if x = 0.

Proof. We’ll first denote f(x) = 1
4 ((c1 − x)p + (c1 + x)p + (c2 − x)p + (c2 + x)p) and consider

the case p ̸= 0. We can see that
d

dx
(f(x))

1/p
=

1

p
(f(x))

1/p−1 · 1
4
p
(
(c1 + x)p−1 − (c1 − x)p−1 + (c2 + x)p−1 − (c2 − x)p−1

)
The two p’s cancel. Since all of the summand in f(x) are non-negative (positive if p ≤ 0) and (c2+x)

is positive,we have that f(x) > 0, so (f(x))
1/p−1

> 0. It follows that the sign of d
dx (f(x))

1/p is
the same as the sign of (c1 + x)p−1 − (c1 − x)p−1 + (c2 + x)p−1 − (c2 − x)p−1. Since p < 1, we
know that the function g(x) = xp−1 is strictly decreasing in x, so (c1 + x)p−1 ≤ (c1 − x)p−1 and
(c2 + x)p−1 ≤ (c2 − x)p−1, with equality only if x = 0. The first part of the lemma follows.

For the second part of the lemma, we denote

f(x) = (c1 − x)(c1 + x)(c2 − x)(c2 + x) = (c21 − x2)(c22 − x2)

and get that
d

dx
(f(x))

1/4
=

1

4
(f(x))

1/4−1(
4x3 − 2x(c21 + c22)

)
.
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All the terms in the fourth root are positive, so we have that f(x) > 0 and thus (f(x))1/4−1
> 0. It

follows that the sign of d
dx (f(x))

1/4 is the same as the sign of
(
4x3 − 2x(c21 + c22)

)
. If x = 0, we

are done. Else, since c2 ≥ c1 > x > 0, we have that 4x3 − 2x(c21 + c22) < 4x3 − 2x(x2 + x2) = 0.
The second part of the lemma follows.

To show that the population indeed gets the strictly highest utility from a3 for any umin ∈ [0, 1) as
claimed in Example 7, we let

h(x) =

{(
1
4 ((c1 − x)p + (c1 + x)p + (c2 − x)p + (c2 + x)p)

)1/p
if p ̸= 0

((c1 − x)(c1 + x)(c2 − x)(c2 + x))
1/4 if p = 0

,

where c1 = 1+3umin

4 and c2 = 3+umin

4 . Note that we can express the welfare of the population for
the alternatives in A using h:

uP,p(a1) = uP,p(a2) = h

(
1− umin

4

)
, uP,p(a3) = h(0).

By Lemma 12, we know that h is strictly decreasing on [0, c1) for p ≤ 0 and on [0, c1] for p ∈ (0, 1).
For p ∈ (0, 1) and any umin ∈ [0, 1) we have that c1 ≥ 1−umin

4 , and for p ≤ 0 and umin ∈ (0, 1) we
have that c1 > 1−umin

4 , so we get that h(0) > h
(
1−umin

4

)
. Thus, uP,p(a3) > uP,p(a1), uP,p(a2).

There remains the case umin = 0 and p ≤ 0 that we already treat in Example 7 but repeat here for the
sake of completeness. In that case, both a1 and a2 have a welfare of 0 for P since one individual in
P has utility 0. Alternative a3 has a welfare of at least 1

4 > 0 for P (using that the p-mean of a list of
numbers is at least as big as the smallest number).

A.3 Upper-bounding the ε-accuracy of m-representative panels

In order to prove the upper bounds in Theorems 8 and 9, we first establish our general framework for
bounding the ε-accuracy of m-representative panels in Appendix A.3.1. We then turn to the cases
m = 1 and m = 2 in Appendices A.3.3 and A.3.4, respectively, where we analytically solve the
optimization problems bounding the ε-accuracy from the general framework for m-representative
panel.

A.3.1 Properties of m-representative panels

We start by proving Lemma 13, a property of m-representative panels that is crucial for the proofs of
Theorems 8 and 9.

Lemma 13. Let A be a set of alternatives, P be a population, and C be an m-representative panel in
P . Then, for any a ∈ A, the first m moments of C and P for a are the same. That is, for any integer
1 ≤ ℓ ≤ m, ∑

yi∈I
qi(ui(a))

ℓ =
∑
yi∈I

ri(ui(a))
ℓ.

Proof of Lemma 13. First, note that by definition a panel that is m-representative is also ℓ-
representative, for ℓ ≤ m. Thus, it suffices to show that the equation in Lemma 13 holds for
ℓ = m.

The key insight is that
∑

yj∈I qj(uj(a))
m is a polynomial in {yi(f, v)}f∈F,v∈Vf

of degree m. This
allows us to use the definition of being m-representative to “switch” the qj in any term of the

21



polynomial to rj . Formally, we get that

∑
yj∈I

qj(uj(a))
m =

∑
yj∈I

qj

∑
f∈F

∑
v∈Vf

a(f, v)yj(f, v)

m

=
∑
yj∈I

qj
∑

(f1,...,fm)
∈Fm

∑
(v1,...,vm)

∈Vf1
×...×Vfm

m∏
i=1

a(fi, vi)yj(fi, vi)

=
∑

(f1,...,fm)
∈Fm

∑
(v1,...,vm)

∈Vf1
×...×Vfm

(
m∏
i=1

a(fi, vi)

)∑
yj∈I

qj

m∏
i=1

yj(fi, vi)

.

and analogously for the panel

∑
yj∈I

rj(uj(a))
m =

∑
(f1,...,fm)

∈Fm

∑
(v1,...,vm)

∈Vf1
×...×Vfm

(
m∏
i=1

a(fi, vi)

)∑
yj∈I

rj

m∏
i=1

yj(fi, vi)

. (1)

We conclude the proof by arguing that for any (f1, ..., fm) ∈ Fm and v1, ..., vm ∈ Vf1 × ...× Vfm ,
it holds that

∑
yj∈I

qj

m∏
i=1

yj(fi, vi) =
∑
yj∈I

rj

m∏
i=1

yj(fi, vi).

Let’s first assume there exist two indices i ̸= i′ such that fi = fi′ , but vi ̸= vi′ . In this case, we
know both sides of Equation (1) are zero since no type yj ∈ I can have yj(f, vi) = yj(f, vi′) = 1
for vi ̸= vi′ (i.e., each feature takes exactly one value per type), where f = fi = fi′ .

The case where whenever fi = fi′ , also vi = vi′ remains. We know that yj(fi, vi) = yj(fi′ , vi′) ∈
{0, 1} for all yj ∈ I, and thus yj(fi, vi) = yj(fi, vi)yj(fi′ , vi′). Let Z = {f ∈ (f1, ..., fm)} be the
set of the unique features in (f1, ..., fm), |Z| ≤ m. We get that for any (vf )f∈Z ∈×f∈Z

Vf , it
holds that

∑
yj∈I

qj

m∏
i=1

yj(fi, vi) =
∑
yj∈I

qj
∏
f∈Z

yj(f, vf ) =
∑
yj∈I

rj
∏
f∈Z

yj(f, vf ) =
∑
yj∈I

rj

m∏
i=1

yj(fi, vi),

where the second equality follows from the definition of m-representation (see Definition 2), and the
fact that |Z| ≤ m.

From Lemma 13, we have that the first m moments of an m-representative panel C in P are the same
as the moments of P . Also note that the 0-th moment is always identical, κ0 =

∑
yj∈I qj = 1. We’ll

now use moments to bound the utility an m-representative panel can have.

Lemma 14. Let umin ∈ [0, 1] and p < 1. Let P be a population (resp., let C be a panel) with
moments κ0 = 1, κ1, ..., κm. Then for any alternative a such that ui(a) ∈ [umin, 1] for all yi ∈ I, it
holds that

UMIN(κ1, ..., κm; p, umin) ≤ uP,p(a), uC,p(a) ≤ UMAX(κ1, ..., κm; p, umin),

22



where2 UMIN(κ1, ..., κm; p, umin) and UMAX(κ1, ..., κm; p, umin) are, respectively,

min

(
m∑
i=0

qix
p
i

) 1
p

s.t.
m∑
i=0

qix
j
i = κj for all j ∈ {0, ...,m}

qi ≥ 0 for all i ∈ {0, ...,m}
xi ∈ [umin, 1] for all i ∈ {0, ...,m}.

max

(
m∑
i=0

qix
p
i

) 1
p

s.t.
m∑
i=0

qix
j
i = κj for all j ∈ {0, ...,m}

qi ≥ 0 for all i ∈ {0, ...,m}
xi ∈ [umin, 1] for all i ∈ {0, ...,m}.

Proof. We’ll prove the theorem for any population P . The proof for a panel C is identical.

We know that for any population P with moments κ0, κ1, ..., κm it holds that the utility uP,p(a) is
upper and lower bounded by maximizing and minimizing, respectively, the following optimization
problem

max /min

∑
yj∈I

qj · (uj)
p

 1
p

s.t.
∑
yj∈I

qj · (uj)
i = κi for all i ∈ {0, 1, ...,m}

uj ∈ [umin, 1] for all yj ∈ I

since the feasible region is exactly the region of all populations with moments as given, and the
utilities are allowed to take any value within [umin, 1].

Since
∑

yj∈I qj = 1 (this is enforced above by the moment constraint for i = 0), we can interpret
the qj and uj in the above program as a probability measure over [umin, 1], placing probability mass
qj on uj . We can use this observation to relax the constraints of the above program by replacing
the qi and ui with any probability measure on [umin, 1]. Note that this is essentially equivalent to
allowing n, the individuals in the population, go to infinity. Thus, we get that uP,p(a) is upper and
lower bounded by maximizing and minimizing, respectively, the following optimization problem

max /min

(∫ 1

umin

xpdµ(x)

) 1
p

s.t.
∫ 1

umin

xidµ(x) = κi for all i ∈ {0, 1, ...,m}

µ(x) ≥ 0 for all x ∈ [umin, 1].

Let M be the feasible region of the optimization program(s) above (noting that continuous, discrete,
and mixed probability measures are all in M ). If we take the µ corresponding to some population,
we see that the moments of the population are identical to the moments of the probability distribution
µ ∈ M .

Problems of the above type, where a space of probability measures over a bounded interval is defined
by their moments, are called moment problems [22]. It is known that the space of such probability
measures is convex, with the extreme points being distributions supported on a discrete set of size at
most m+ 1, where m is the number of moments [17, Theorem 2.1 for a general umin, Proposition
3.2 for umin = 0].

It remains to show that the objective function of the above program takes its extreme values at the
extreme points of the constraint set. To see this, let µ1, µ2 ∈ M be any two distributions, and for

2To keep the notation concise, we’ll write the following proofs for a general p-mean and don’t explicitly state
the special case p = 0 whenever the corresponding mathematical statements can immediately be obtained from
replacing the p-mean with the geometric mean.
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some t ∈ [0, 1], let µ = tµ1+(1− t)µ2 ∈ M be a convex combination of µ1, µ2. Then, the objective
function (i.e. p-mean) of µ is(∫ 1

umin

xpdµ

) 1
p

=

(
t

∫ 1

umin

xpdµ1 + (1− t)

∫ 1

umin

xpµ2

) 1
p

=

(
t

(∫ 1

umin

xpdµ1

) 1
pp

+

(
(1− t)

∫ 1

umin

xpµ2

) 1
pp
) 1

p

.

In particular, the objective function for µ is the p-mean of the objective functions for µ1 and µ2,
weighted with t and 1− t, respectively, and as such, always between the two.

Thus, we conclude that the above optimization program takes its maximum and minimum values at
extreme points of the constraint set, which is discrete distributions with support size at most m+ 1.
Applying this yields the optimization programs in the theorem statement.

Lemma 14 gives us an upper and lower bound on the utility of a population or panel with given first
m-moments. We can use Lemma 14 to prove the following lemma.
Lemma 15. Let umin ∈ [0, 1] and p < 1. Let P be a population and let C be a m-representative
panel in P . Let a be any alternative such that uj(a) ∈ [umin, 1] for all yj ∈ I. Then C is ε-accurate
with

ε = max UMAX(κ1, ..., κm; p, umin)− UMIN(κ1, ..., κm; p, umin)

s.t. [κi+j ]
m/2
i,j=0, [(1 + umin)κi+j+1 − κi+j+2 − uminκi+j ]

m/2−1
i,j=0 ⪰ 0 if m ≡ 0 mod 2

[κi+j+1 − uminκi+j ]
(m−1)/2
i,j=0 , [κi+j − κi+j+1]

(m−1)/2
i,j=0 ⪰ 0 if m ≡ 1 mod 2

where [Mi,j ]
d−1
i,j=0 is a d× d matrix with entry Mi,j at position (i, j) and M ⪰ 0 means that M is

positive-semidefinite.

Proof. Lemma 14 implies that for a given sequence of moments κ1, ..., κm it holds that

|uC,p(a)− uP,p(a)| ≤ UMAX(κ1, ..., κm; p, umin)− UMIN(κ1, ..., κm; p, umin).

Thus, C is guaranteed to be ε-accurate with

ε = max UMAX(κ1, ..., κm; p, umin)− UMIN(κ1, ..., κm; p, umin)

s.t. κ1, ..., κm are the moments of a population (or panel) and alternative, given umin

We can relax the constraints on κ1, ..., κm, similarly to the proof of Lemma 14, by only requiring
κ1, ..., κm to be the moments of a probability measure µ on [umin, 1]. Determining whether such a
probability measure µ exists given moments and a bounded interval is known as the one-dimensional
truncated moment problem on a bounded interval; we refer to [21] for a concise and contemporary
proof that the constraints in the lemma statement are necessary and sufficient for κ1, ..., κm to be the
moments of a probability measure µ on [umin, 1].

A.3.2 Solving for UMIN and UMAX

The optimization program in Lemma 15 is by itself not overly insightful since there are two fur-
ther optimization programs nested in it, from the definitions of UMAX(κ1, ..., κm; p, umin) and
UMIN(κ1, ..., κm; p, umin). In this section, we describe a general framework for getting closed form
solutions for UMAX and UMIN, which we apply in subsequent sections for m = 1 and m = 2.

We start by noting that the feasible regions of UMAX(κ1, ..., κm; p, umin) and
UMIN(κ1, ..., κm; p, umin) are identical. There are m+ 1 moment conditions, in the form of m+ 1
equality constraints, all linear in the m+ 1 qi’s. W.l.o.g. we assume that x0 > x1 > ... > xm (we
don’t need to consider equality since it is equivalent to setting a qi to 0), so we get that the m + 1

moment equality constraints for fixed xi are linearly independent since the coefficients are xj
i for

j = 0, ...,m and the xi are distinct. We can thus solve uniquely for the qi to get

qi =
1∏

j ̸=i(xi − xj)

m∑
j=0

(−1)jκm−jej(x−i), (2)
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where ej is the j-th elementary symmetric polynomial and x−i are all x0, . . . , xm except xi:

ej(x−i) = ej(x0, ..., xi−1, xi+1, ..., xm) =
∑

0≤i1<...<ij≤m
i1,...,ij ̸=i

xi1 ...xij .

Defining the qi as a function of x = (x0, ..., xm), we can rewrite the optimization problems with
only m+ 1 instead of 2m+ 2 variables so that

UMIN(κ1, ..., κm; p, umin) = UMAX(κ1, ..., κm; p, umin) =

min

(
m∑
i=0

qi(x)x
p
i

) 1
p

s.t. qi(x) ≥ 0 for all i ∈ {0, ...,m}
1 ≥ x0 > x1 > · · · > xm ≥ umin,

max

(
m∑
i=0

qi(x)x
p
i

) 1
p

s.t. qi(x) ≥ 0 for all i ∈ {0, ...,m}
1 ≥ x0 > x1 > · · · > xm ≥ umin.

To get an analytical solution for this optimization problem, we note that for m = 1 and m = 2, the
derivative of the objective with respect to each variable is either non-negative or non-positive on the
entire feasible region.

Lemma 16. Let p ≤ 1 and umin ∈ (0, 1), or p ∈ (0, 1] and umin = 0. Let m ∈ {1, 2} and
1 ≥ x0 > x1 > · · · > xm ≥ umin. Then for all x = (x0, . . . , xm) so that qj(x) ≥ 0 for all
j ∈ {0, ...,m}, it holds that

∂

∂xi

(
m∑
i=0

qi(x)x
p
i

) 1
p {≥ 0 if i ≡ m (mod 2)

≤ 0 if i ̸≡ m (mod 2)
,

for all i = 0, ...,m, where the qi are a function of x0, ..., xm as defined in Equation (2).

We conjecture that Lemma 16 also holds for m > 2 and can be proven almost analogously to our
proof for m = 2. For our results, we only investigate 1-representative and 2-representative panels
and prove Lemma 16 for the respective m in the corresponding sections. We then apply it to solve
explicitly for UMIN and UMAX.

A.3.3 1-representative panels

We’ll first consider the case m = 1. We prove Lemma 16 for m = 1 and then use it to solve for
UMIN and UMAX. By Lemma 15, the proof of the first, “upper bound”, part of Theorem 8 will follow
(the proof of the second, “lower bound”, part can be found in Appendix A.4).

Proof of Lemma 16, m = 1. Recall that w.l.o.g. we assume x0 > x1. We can solve for qi as
in Equation (2) to get

q0 =
κ1 − x1

x0 − x1
q1 = 1− q0 =

x0 − κ1

x0 − x1
.

We’ll now first treat the case p ̸= 0 and return to p = 0 at the end.

Let’s calculate the derivatives of the objective without the outer p-th root:

∂

∂x0
(q0x

p
0 + q1x

p
1) = pxp−1

0

κ1 − x1

x0 − x1
+ xp

0

x1 − κ1

(x0 − x1)2
+ xp

1

κ1 − x1

(x0 − x1)2

=
κ1 − x1

x0 − x1

(
pxp−1

0 − xp
0 − xp

1

x0 − x1

)
= q0

(
pxp−1

0 − xp
0 − xp

1

x0 − x1

)
,

∂

∂x1
(q0x

p
0 + q1x

p
1) = q1

(
pxp−1

1 − xp
0 − xp

1

x0 − x1

)
.
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To determine the sign of the two expressions in parenthesis, we let f(x) = xp and note that
df
dx (x0) = pxp−1

0 and df
dx (x1) = pxp−1

1 while xp
0−xp

1

x0−x1
is the difference quotient of f for [x1, x0].

For p ∈ (0, 1), f is concave, so we get pxp−1
0 <

xp
0−xp

1

x0−x1
< pxp−1

1 ; for p < 0, f is convex, so

pxp−1
0 >

xp
0−xp

1

x0−x1
> pxp−1

1 . Since q0, q1 ≥ 0, we get that

∂

∂xi
(q0x

p
0 + q1x

p
1)

{
≤ 0 if (i = 0 ∧ p ∈ (0, 1)) ∨ (i = 1 ∧ p < 0)

≥ 0 if (i = 1 ∧ p ∈ (0, 1)) ∨ (i = 0 ∧ p < 0)
.

To finish the proof, we note that
∂

∂x0
(q0x

p
0 + q1x

p
1)

1
p =

1

p
(q0x

p
0 + q1x

p
1)

1
p−1 · ∂

∂x0
(q0x

p
0 + q1x

p
1),

so if p < 0 the sign switches when considering the objective function instead of the objective function
without the p-th root. This implies the lemma for p ̸= 0.

Let’s now turn to the case p = 0. We note that the sign of the objective doesn’t change when taking
the logarithm, so it suffices to show that

∂

∂xi
(q0 log(x0) + q1 log(x1))

{
≤ 0 if i = 0

≥ 0 if i = 1
.

Taking the derivatives, we get
∂

∂x0
(q0 log(x0) + q1 log(x1)) = q0

(
1

x0
− log(x0)− log(x1)

x0 − x1

)
,

∂

∂x1
(q0 log(x0) + q1 log(x1)) = q1

(
1

x1
− log(x0)− log(x1)

x0 − x1

)
.

If we let f(x) = log(x), again, the expressions in the parenthesis is the difference between the
derivative of f at x0 and x1, respectively, minus the difference quotient of f for [x1, x0]. Since f is
concave, the lemma for p = 0 follows.

We now apply Lemma 16 to solve for UMIN and UMAX.
Lemma 17. Let p ≤ 1 and umin ∈ (0, 1), or p ∈ (0, 1] and umin = 0. Let κ1 ∈ (umin, 1). Then
UMAX(κ1; p, umin) = κ1 and

UMIN(κ1; p, umin) =


(

κ1−umin

1−umin
+ 1−κ1

1−umin
· umin

p
) 1

p

if p ̸= 0

(umin)
1−κ1

1−umin if p = 0

Proof. W.l.o.g. we assume x0 > x1. Thus, the constraints qi ≥ 0 are equivalent to κ1 ≥ x1 and
x0 ≥ κ1. We solve for UMIN and UMAX by finding the minimum and maximum of their defining
optimization program from Lemma 14.

Finding the maximum: By Lemma 16, we know that the objective (non-strictly) increases as x0

decreases. The only lower bounds on x0 are x0 ≥ κ1 and x0 > x1, so we know there is a maximum
either at x0 = κ1 (where the first lower bound is tight) or for x1 ≥ κ1 (the only case in which x0

can’t be tight to the first lower bound since x0 > x1). Since κ1 is the weighted mean of x0 and
x1, we know that x1 ≤ κ1, so the second case becomes x1 = κ1. These two cases, x0 = κ1 and
x1 = κ1, imply, respectively, q1 = 0 and q0 = 0, so the other variable doesn’t affect the objective.
We thus get that a maximum is attained at
x0 = κ1, q0 = 1, x1 ∈ [umin, κ1), q1 = 0 or x0 ∈ (κ1, 1], q0 = 0, x1 = κ1, q1 = 1.

In both cases, the objective value is κ1.

Finding the minimum: By Lemma 16, we know that the objective (non-strictly) decreases as x0

increases. The only upper bound on x0 is x0 ≤ 1. Similarly, we know that the objective (non-strictly)
decreases as x1 decreases. The only lower bound on x1 is x1 ≥ umin. Thus, we know that the
objective takes its minimum value at

x0 = 1, q0 =
κ1 − umin

1− umin
, x1 = umin, q1 =

1− κ1

1− umin
.

Plugging these values into the objective gives the lemma statement.
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We know have the tools to prove the first part of the main theorem, Theorem 8, the upper bound on
ε-accuracy of a 1-representative panel.

Proof of Theorem 8, upper bound. We first consider the case p ≤ 0 and umin = 0. Since
uC,p(a), uP,p(a) ∈ [0, 1] for all a ∈ A, we know that |uC,p(a)− uP,p(a)| ≤ 1 for all a ∈ A.
Thus, C is 1-accurate.

Let’s now consider the case p < 1 and umin ∈ (0, 1) or p ∈ (0, 1) and umin = 0. By Lemma 15, we
know that any 1-representative panel C is ε-accurate with

ε = max UMAX(κ1; p, umin)− UMIN(κ1, κ2; p, umin)

s.t. [κi+j+1 − uminκi+j ]
0
i,j=0, [κi+j − κi+j+1]

0
i,j=0 ⪰ 0

where [Mi,j ]
d−1
i,j=0 is a d × d matrix with entry Mi,j at position (i, j) and M ⪰ 0 means that M is

positive-semi-definite. Since both matrices are 1× 1 and κ0 = 1, the constraints are equivalent to
κ1 ≥ umin and 1 ≥ κ1.

If both constraints are strict, we know the values of UMIN and UMAX by Lemma 17. There remains
the case when at least one of the two inequalities is not strict (recall Lemma 14 for the definitions of
UMAX and UMIN in this case). Let’s again assume w.l.o.g. that x0 > x1. Since κ1 is the weighted
mean of x0 and x1 (with weights q0 and q1, respectively), and both x0, x1 ∈ [umin, 1], we know that
κ1 = umin implies x1 = umin, q0 = 0, so UMIN(umin; p, umin) = UMAX(umin; p, umin) = umin.
Similarly, κ1 = 1 implies x0 = 1, q1 = 0, so UMIN(1; p, umin) = UMAX(1; p, umin) = 1.

In either case, if one of the two constraints is not tight, UMAX(κ1, κ2; p, umin) −
UMIN(κ1, κ2; p, umin) = 0. Since there always exists a point at which all constraints are strictly
followed, and UMAX(κ1, κ2; p, umin) − UMIN(κ1, κ2; p, umin) ≥ 0 at any such point, as follows
immediately from their definition, we can restrict the constraints to being strict, to get that any
1-representative panel is ε-accurate for p ̸= 0 with

max
κ1

κ1 −
(
κ1 − umin

1− umin
+

1− κ1

1− umin
· umin

p

) 1
p

s.t. umin < κ1 < 1,

and for p = 0 with

max
κ1

κ1 − umin

1−κ1
1−umin

s.t. umin < κ1 < 1.

We’ll now solve these two optimization programs, starting with the case p ̸= 0. We let f(κ1) =

κ1 −
(

κ1−umin

1−umin
+ 1−κ1

1−umin
· umin

p
) 1

p

be the objective of the optimization program. We take the first
derivative of f , to get

df

dκ1
= 1− 1

p

(
κ1 − umin

1− umin
+

1− κ1

1− umin
· umin

p

) 1
p−1

1− umin
p

1− umin
.

Setting this equal to zero, we get that

p
1− umin

1− umin
p
=

(
κ1 − umin

1− umin
+

1− κ1

1− umin
· umin

p

) 1
p−1

.

We know that both the left hand side as well as everything within the parenthesis on the right hand
side is positive for κ1 ∈ (umin, 1), so we can raise the above equality to the (1 − p)/p-th power
without introducing or loosing solutions for κ1 ∈ (umin, 1). We do so and solve for κ1 to get

κ1 =
1− umin

1− umin
p

(
p · 1− umin

1− umin
p

) p
1−p

+
umin − umin

p

1− umin
p

. (3)
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Taking the second derivative of f , we see that for κ1 ∈ [umin, 1],

d2f

(dκ1)2
= −1

p

(
1

p
− 1

)(
κ1 − umin

1− umin
+

1− κ1

1− umin
· umin

p

) 1
p−2(

1− umin
p

1− umin

)2

≤ 0,

so f is concave on [umin, 1]. We can see that f(umin) = f(1) = 0, and we know from above that
f(x) > 0 for some x ∈ (umin, 1). Thus, we know that f has an extreme point on [umin, 1], which
we know has to be at κ1 as specified in Equation (3), and f is maximized on (umin, 1) for this κ1.

Plugging Equation (3) into f , we get that

max
umin<κ1<1

f(κ1) =
1− p

p

(
p · 1− umin

1− umin
p

) 1
1−p

+
umin − umin

p

1− umin
p

,

which gives ε from the theorem statement, for p < 0 and umin ∈ (0, 1) or p ∈ (0, 1) and umin ∈
[0, 1).

Let’s now solve the optimization program in the remaining case p = 0 and umin ∈ (0, 1). Again, we

let f(κ1) = κ1 − umin

1−κ1
1−umin be the objective of corresponding optimization program. We take the

first derivative of f , to get

df

dκ1
= 1 +

1

1− umin
umin

1−κ1
1−umin ln(umin).

Setting this equal to zero and solving for κ1, we get

κ1 = 1− (1− umin)
ln
(

1
1−umin

)
+ ln ln

(
1

umin

)
ln
(

1
umin

) (4)

Taking the second derivative of f , we see that for κ1 ∈ [umin, 1],

d2f

(dκ1)2
= −

(
1

1− umin

)2

umin

1−κ1
1−umin ln2(umin) ≤ 0,

so f is concave on [umin, 1]. Similar to before, we can see that f(umin) = f(1) = 0, and we know
from above that f(x) > 0 for some x ∈ (umin, 1). Thus, we know that f has an extreme points
on [umin, 1], which we know has to be at κ1 as specified in Equation (4), and f is maximized on
(umin, 1) for this κ1.

Plugging Equation (4) into f , we get that

max
umin<κ1<1

f(κ1) = 1 +
1− umin

ln
(

1
umin

)
ln

 1− umin

ln
(

1
umin

)
− 1

,

which gives ε from the theorem statement for p = 0 and umin ∈ (0, 1).

A.3.4 2-representative panels

Let’s consider m = 2. We will first prove Lemma 16 for m = 2, which we’ll then apply to solve for
UMIN and UMAX. Together with Lemma 15 the proof of the first, “upper bound”, part of Theorem 9
will follow (the proof of the second, “lower bound”, part can be found in Appendix A.4).

Proof of Lemma 16, m = 2. From Equation (2) we obtain that

q0 =
1

(x0 − x1)(x0 − x2)
(κ2 − κ1(x1 + x2) + x1x2)

q1 =
1

(x1 − x0)(x1 − x2)
(κ2 − κ1(x0 + x2) + x0x2)

q2 =
1

(x2 − x0)(x2 − x1)
(κ2 − κ1(x0 + x1) + x0x1).
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We now calculate the derivative of the objective without the outer p-th root. We’ll treat the case p = 0
separately at the end.

∂

∂x0

(
2∑

i=0

qix
p
i

)
= q0px

p−1
0 + xp

0q0
(x1 − x0) + (x2 − x0)

(x0 − x1)(x0 − x2)

+ q1
xp
1

(x1 − x0)
+

xp
1(x2 − κ1)

(x1 − x0)(x1 − x2)

+ q2
xp
2

(x2 − x0)
+

xp
2(x1 − κ1)

(x2 − x0)(x2 − x1)

= q0

(
pxp−1

0 − xp
0

x0 − x1
− xp

0

x0 − x2

+
xp
1

(x1 − x0)(x1 − x2)

(
q1(x1 − x2) + (x2 − κ1)

q0

)
+

xp
2

(x2 − x0)(x2 − x1)

(
q2(x2 − x1) + (x1 − κ1)

q0

))
= q0

(
pxp−1

0 − xp
0

x0 − x1
− xp

0

x0 − x2

+
xp
1(x2 − x0)

(x1 − x0)(x1 − x2)

(
(κ2 − κ1(x0 + x2) + x0x2) + (x2 − κ1)(x1 − x0)

κ2 − κ1(x1 + x2) + x1x2

)
+

xp
2(x1 − x0)

(x2 − x0)(x2 − x1)

(
(κ2 − κ1(x0 + x1) + x0x1) + (x1 − κ1)(x2 − x0)

κ2 − κ1(x1 + x2) + x1x2

))
= q0

(
pxp−1

0 −
xp
0 − xp

1
x0−x2

x1−x2

x0 − x1
−

xp
0 − xp

2
x0−x1

x2−x1

x0 − x2

)
.

To determine the sign of the last line we consider the function f : R≥0 → R≥0 where f(x) = xp. We
let P be the unique degree-2 polynomial for which P (x0) = f(x0), P (x1) = f(x1), P (x2) = f(x2)
using the Lagrange basis polynomials:

P (x) = xp
0

(x− x1)(x− x2)

(x0 − x1)(x0 − x2)
+ xp

1

(x− x0)(x− x2)

(x1 − x0)(x1 − x2)
+ xp

2

(x− x0)(x− x1)

(x2 − x0)(x2 − x1)
.

We can now note that

dP

dx
(x0) =

xp
0 − xp

1
x0−x2

x1−x2

x0 − x1
+

xp
0 − xp

2
x0−x1

x2−x1

x0 − x2

df

dx
(x0) = pxp−1

0 ,

so that

∂

∂x0

(
2∑

i=0

qix
p
i

)
= q0

(
df

dx
(x0)−

dP

dx
(x0)

)
.

Analogously, for x1 and x2 we obtain

∂

∂x1

(
2∑

i=0

qix
p
i

)
= q1

(
pxp−1

1 −
xp
1 − xp

0
x1−x2

x0−x2

x1 − x0
−

xp
1 − xp

2
x1−x0

x2−x0

x1 − x2

)
= q1

(
df

dx
(x1)−

dP

dx
(x1)

)
,

∂

∂x2

(
2∑

i=0

qix
p
i

)
= q2

(
pxp−1

2 −
xp
2 − xp

0
x2−x1

x0−x1

x2 − x0
−

xp
2 − xp

1
x2−x0

x1−x0

x2 − x1

)
= q2

(
df

dx
(x2)−

dP

dx
(x2)

)
.

We now prove that f can intersect in at most 3 points with a degree-2 polynomial. If we let
P (x) = a2x

2+a1x
1+a0 for some a0, a1, a2, we get that d2

dx2 (f−P ) = p(p−1)xp−2−2a2. Since
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xp−2 is monotone and non-negative (and we know a2 ̸= 0 since the three points P is interpolating
through are not collinear) d2

dx2 (f − P ) has at most one (single) root if a2 and p(p− 1) are either both
positive or both negative, and no root otherwise. We conclude that f − P has at most 3 roots, and
that a2 < 0 when p ∈ (0, 1) while a2 > 0 when p < 0.

Since we know x0, x1, x2 are 3 distinct roots of f − P , we know that all 3 roots are all single, and
therefore that which one of f and P is greater ‘switches’ at each root. In particular, if p ∈ (0, 1), we
know that a2 < 0, so P (x) < f(x) for x > x0 and x ∈ (x2, x1), while P (x) > f(x) for x < x2

and x ∈ (x1, x0). Therefore

df

dx
(x0)−

dP

dx
(x0) > 0,

df

dx
(x1)−

dP

dx
(x1) < 0,

df

dx
(x2)−

dP

dx
(x2) > 0.

Similarly, for p < 0, we know that a2 > 0, so P (x) > f(x) for x > x0 and x ∈ (x2, x1), while
P (x) < f(x) for x < x2 and x ∈ (x1, x0).Therefore

df

dx
(x0)−

dP

dx
(x0) < 0,

df

dx
(x1)−

dP

dx
(x1) > 0,

df

dx
(x2)−

dP

dx
(x2) < 0.

Since q0, q1, q2 ≥ 0, we get that

∂

∂xi

2∑
i=0

qix
p
i

{
≥ 0 if i = 0, 2

≤ 0 if i = 1
if p ∈ (0, 1),

∂

∂xi

2∑
i=0

qix
p
i

{
≤ 0 if i = 0, 2

≥ 0 if i = 1
if p < 0.

To finish the proof, we note that

∂

∂x0

(
2∑

i=0

qix
p
i

) 1
p

=
1

p

(
2∑

i=0

qix
p
i

) 1
p−1

∂

∂x0

(
2∑

i=0

qix
p
i

)
,

so if p < 0 the sign switches when considering the objective function instead of the objective function
without the p-th root. This implies the lemma for p ̸= 0.

We now turn to the case p = 0. Taking the logarithm of objective doesn’t change the sign of its
derivative, so it suffices to show that

∂

∂xi

(
2∑

i=0

qi ln(xi)

){
≥ 0 if i ≡ m (mod 2)

≤ 0 if i ̸≡ m (mod 2)
.

Taking the derivative of the objective with respect to x0, we obtain similarly to the case before that

∂

∂x0

(
2∑

i=0

qi ln(xi)

)
= q0

1

x0
+ ln(x0)q0

(x1 − x0) + (x2 − x0)

(x0 − x1)(x0 − x2)

+ q1
ln(x1)

(x1 − x0)
+

ln(x1)(x2 − κ1)

(x1 − x0)(x1 − x2)

+ q2
ln(x2)

(x2 − x0)
+

ln(x2)(x1 − κ1)

(x2 − x0)(x2 − x1)

= q0

(
1

x0
−

ln(x0)− ln(x1)
x0−x2

x1−x2

x0 − x1
−

ln(x0)− ln(x2)
x0−x1

x2−x1

x0 − x2

)
.

To determine the sign of the last line we consider the function f : R≥0 → R≥0 where f(x) = ln(x).
We let P be the unique degree-2 polynomial for which P (x0) = f(x0), P (x1) = f(x1), P (x2) =
f(x2) using the Lagrange basis polynomials:

P (x) = ln(x0)
(x− x1)(x− x2)

(x0 − x1)(x0 − x2)
+ ln(x1)

(x− x0)(x− x2)

(x1 − x0)(x1 − x2)
+ ln(x2)

(x− x0)(x− x1)

(x2 − x0)(x2 − x1)
.

We can now note that

dP

dx
(x0) =

ln(x0)− ln(x1)
x0−x2

x1−x2

x0 − x1
−

ln(x0)− ln(x2)
x0−x1

x2−x1

x0 − x2

df

dx
(x0) =

1

x0
,
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so that

∂

∂x0

(
2∑

i=0

qix
p
i

)
= q0

(
df

dx
(x0)−

dP

dx
(x0)

)
.

Analogously, for x1 and x2, we obtain

∂

∂x1

(
2∑

i=0

qix
p
i

)
= q1

(
df

dx
(x1)−

dP

dx
(x1)

)
,

∂

∂x2

(
2∑

i=0

qix
p
i

)
= q2

(
df

dx
(x2)−

dP

dx
(x2)

)
.

We now prove that f can intersect in at most 3 points with a degree-2 polynomial. If we let
P (x) = a2x

2+a1x
1+a0 for some a0, a1, a2, we get that d2

dx2 (f −P ) = −1/x2− 2a2. Since 1/x2

is monotone and non-negative, d2

dx2 (f − P ) has at most one (single) root if a2 is non-positive and no
root otherwise. We conclude that f − P has at most 3 roots.

We know x0, x1, x2 are 3 distinct roots of f−P , so we know that a2 < 0 (a2 cannot be zero since the
three points P is interpolating through are not collinear) and that all 3 roots are all single. Therefore,
which one of f and P is greater ‘switches’ at each root. Since a2 < 0, P (x) < f(x) for x > x0, so
it follows that also P (x) < f(x) for x ∈ (x2, x1), while P (x) > f(x) for x < x2 and x ∈ (x1, x0).
Therefore

df

dx
(x0)−

dP

dx
(x0) > 0,

df

dx
(x1)−

dP

dx
(x1) < 0,

df

dx
(x2)−

dP

dx
(x2) > 0;

the lemma for p = 0 follows.

We now apply Lemma 16 to solve for UMIN and UMAX. Note that in the lemma statement, the case
p = 0 is the same as p ̸= 0 when replacing the weighted p-mean by a weighted geometric mean.

Lemma 18. Let p < 1 and 1 > κ1 > κ2+umin

1+umin
and κ2 > κ2

1 > umin
2. Then, if p ̸= 0,

UMIN(κ1, κ2; p, umin) =(
(κ1 − umin)

2

κ2 − 2uminκ1 + umin
2

(
κ2 − uminκ1

κ1 − umin

)p

+
κ2 − κ2

1

κ2 − 2uminκ1 + umin
2
umin

p

) 1
p

,

and

UMAX(κ1, κ2; p, umin) =

(
κ2 − κ2

1

κ2 − 2κ1 + 1
+

(1− κ1)
2

κ2 − 2κ1 + 1

(
κ1 − κ2

1− κ1

)p) 1
p

.

If p = 0,

UMAX(κ1, κ2; 0, umin) =

(
κ1 − κ2

1− κ1

)(
(1−κ1)2

κ2−2κ1+1

)

and

UMIN(κ1, κ2; 0, umin) =

(
κ2 − uminκ1

κ1 − umin

)(
(κ1−umin)2

κ2−2uminκ1+umin
2

)
· (umin)

(
κ2−κ2

1
κ2−2uminκ1+umin

2

)

Proof. W.l.o.g. we assume x0 > x1 > x2. Since the weighted mean of x0, x1, x2 is κ1, we can
furthermore assume w.l.o.g. that x0 > κ1 > x2 (If x0 > κ1, then also x2 < κ1; if x0 = κ1, then
q1 = q2 = 0, which is still captured by x0 > x1 = κ1 > x2 and q0 = q2 = 0; x0 < κ1 is not
possible).
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We now use this to rewrite the constraints qi ≥ 0 in terms of x0, x1, x2. For q0, we obtain

q0 ≥ 0 ⇔ 1

(x0 − x1)(x0 − x2)
(κ2 − κ1(x1 + x2) + x1x2) ≥ 0

⇔ κ2 − κ1x2 + x1(x2 − κ1) ≥ 0

⇔ x1 ≤ κ2 − x2κ1

κ1 − x2

⇔ x1 ≤ κ1 +
κ2 − κ2

1

κ1 − x2
. (5)

Similarly, for q1 and q2, we obtain

q1 ≥ 0 ⇔ x0 ≥ κ1 +
κ2 − κ2

1

κ1 − x2
(6)

⇔ x2 ≤ κ1 −
κ2 − κ2

1

x0 − κ1
, (7)

q2 ≥ 0 ⇔ x1 ≥ κ1 −
κ2 − κ2

1

x0 − κ1
. (8)

We now solve for UMIN and UMAX by finding the minimum and maximum of their defining
optimization program from Lemma 14.

Finding the minimum: We’ll first assume p ̸= 0. By Lemma 16, we know that increasing x1 will
(non-strictly) decrease the objective. The upper bounds on x1 are Constraint (5) and x1 < x0 ≤ 1.
Thus, we know that there is a minimum either for x1 = κ1 +

κ2−κ2
1

κ1−x2
(tight to the upper bound

given by Constraint (5)) or for x0 ≤ κ1 +
κ2−κ2

1

κ1−x2
(the only case in which x1 can’t take this value

since x1 < x0). By Constraint (6), we know x0 ≥ κ1 +
κ2−κ2

1

κ1−x2
, so the second case becomes

x0 = κ1 +
κ2−κ2

1

κ1−x2
.

We first consider the case x1 = κ1 +
κ2−κ2

1

κ1−x2
= κ2−x2κ1

κ1−x2
. We get that

q0 =
κ2 − κ1(

κ2−x2κ1

κ1−x2
+ x2) +

κ2−x2κ1

κ1−x2
x2

(x0 − x1)(x0 − x2)

=
κ2 − (

κ1κ2−x2κ
2
1+x2κ

2
1−x2

2κ1−κ2x2+x2
2κ1

κ1−x2
)

(x0 − x1)(x0 − x2)

=
κ2 − (κ2(κ1−x2)

κ1−x2
)

(x0 − x1)(x0 − x2)
= 0,

so the value of x0 won’t affect the objective. Furthermore,

q1 =
κ2 − κ1(x0 + x2) + x0x2

(κ2−x2κ1

κ1−x2
− x0)(

κ2−x2κ1

κ1−x2
− x2)

=
(κ2 − κ1(x0 + x2) + x0x2)(κ1 − x2)

2

(κ2 − x2κ1 − x0κ1 + x0x2)(κ2 − x2κ1 − x2κ1 + x2
2)

=
(κ1 − x2)

2

κ2 − 2x2κ1 + x2
2

,

q2 = 1− q0 − q1 =
κ2 − κ2

1

κ2 − 2x2κ1 + x2
2

,

so the objective becomes(
(κ1 − x2)

2

κ2 − 2x2κ1 + x2
2

(
κ2 − x2κ1

κ1 − x2

)p

+
κ2 − κ2

1

κ2 − 2x2κ1 + x2
2

xp
2

)1/p

if p ̸= 0 (9)

(
κ2 − x2κ1

κ1 − x2

)(
(κ1−x2)2

κ2−2x2κ1+x2
2

)
· (x2)

(
κ2−κ2

1
κ2−2x2κ1+x2

2

)
if p = 0. (10)
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In both cases, the objective is a univariate function in x2. We will show that it is monotonically
increasing on the interval [0, κ1), which implies that the minimum is achieved at x2 = umin, which
implies x1 = κ2−uminκ1

κ1−umin
. Since κ1(1 + umin) > κ2 + umin, by assumption in the lemma statement,

if follows that x1 < 1. We know that x0 doesn’t affect the objective, so we can just set x0 to be any
value in (x1, 1]. Plugging this in, we get

x0 ∈ (x1, 1] q0 = 0

x1 =
κ2 − uminκ1

κ1 − umin
q1 =

(κ1 − umin)
2

κ2 − 2uminκ1 + umin
2

x2 = umin q2 =
κ2 − κ2

1

κ2 − 2uminκ1 + umin
2
.

(11)

We’ll now show for the case p ̸= 0 that Equation (9) is monotonically increasing on [0, κ1). To do
that, we first drop the p-th root and take the derivative of the expression without the root (with respect
to x2), to calculate its sign. We get

(κ2 − κ2
1)
(
xp−1
1 ((p− 2)κ2 − 2(p− 1)κ1x2 + px2

2) + xp−1
2 (pκ2 − 2(p− 1)κ1x2 + (p− 2)x2

2)
)

(κ2 − 2κ1x2 + x2
2)

2
,

where we write x1 for κ2−x2κ1

κ1−x2
for brevity. Since κ2 − κ2

1 > 0 and κ2 − 2κ1x2 + x2
2 = κ2 − κ2

1 +

(κ1 − x2)
2 > 0, we can drop those terms without changing the sign of the expression. We simplify

further to get

xp−1
1 ((p− 2)κ2 − 2(p− 1)κ1x2 + px2

2) + xp−1
2 (pκ2 − 2(p− 1)κ1x2 + (p− 2)x2

2)

= (xp−1
1 + xp−1

2 )p(κ2 − 2κ1x2 + x2
2)− 2xp−1

1 (κ2 − κ1x2) + 2xp−1
2 (κ1x2 − x2

2)

= (xp−1
1 + xp−1

2 )p(x1 − x2)(κ1 − x2)− 2xp
1(κ1 − x2) + 2xp

2(κ1 − x2).

Since κ1 > x2 and x1 > x2, we can divide by 2(κ1 − x2)(x1 − x2) without changing the sign, to
get:

pxp−1
1 + pxp−1

2

2
− xp

1 − xp
2

x1 − x2
.

If we let f(x) = pxp−1, it follows immediately from the Hermite–Hadamard inequality that the
above expression is non-negative for p ∈ (0, 1) and non-positive for p < 0.

By the chain rule, taking the p-th root switches the sign of the derivative if p < 0 and does not if
p ∈ (0, 1). Thus, we can conclude that the derivative of Equation (9) on [0, κ1) is non-negative for
all p < 0 and p ∈ (0, 1).

Let’s next show for the case p = 0 that Equation (10) is also monotonically increasing on [0, κ1).
The proof is very similar to the proof right above for Equation (9). First, we note that taking the
logarithm of Equation (10) doesn’t change the sign of its derivative, so we just need to show that the
derivative of the logarithm is non-negative. This derivative is:

(κ2 − κ2
1)
(
2(κ1 − x2)(ln(x2)− ln(x1)) +

(κ2−x2
2)(κ2−2x2κ1+x2

2)
x(κ2−κ1x2)

)
(κ2 − 2κ1x2 + x2

2)
2

,

where again we write x1 for κ2−x2κ1

κ1−x2
for brevity. Since κ2 − κ2

1 > 0 and κ2 − 2κ1x2 + x2
2 =

κ2 − κ2
1 + (κ1 − x2)

2 > 0, we can drop those terms without changing the sign of the expression. We
simplify further to get

2(κ1 − x2)(ln(x2)− ln(x1)) +
(κ2 − x2

2)(κ2 − 2x2κ1 + x2
2)

x(κ2 − κ1x2)

= 2(κ1 − x2)(ln(x2)− ln(x1)) +

(
1

x2
+

κ1 − x2

κ2 − x2κ1

)
(κ2 − 2x2κ1 + x2

2)

= 2(κ1 − x2)(ln(x2)− ln(x1)) +

(
1

x2
+

1

x1

)
(x1 − x2)(κ1 − x2).
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Since κ1 > x2 and x1 > x2, we can divide by 2(κ1 − x2)(x1 − x2) without changing the sign to get

1
x1

+ 1
x2

2
− ln(x1)− ln(x2)

x1 − x2
.

If we let f(x) = 1/x, it follows immediately from the Hermite–Hadamard inequality that the above
expression is non-negative. Thus, we can conclude that Equation (10) on [0, κ1) is non-negative.

It remains to consider the case x0 = κ1 +
κ2−κ2

1

κ1−x2
= κ2−x2κ1

κ1−x2
. We get analogous equations for

q0, q1, q2 as in the earlier case (with q0 and q1 switched, naturally), so we get the same objective
as in Equations (9) and (10), which we know is minimized for x2 = umin. Analogously to above,
this implies x0 = κ2−uminκ1

κ1−umin
. We know that x0 > umin since κ2 − uminκ1 − umin(κ1 − umin) =

κ2 − κ2
1 + (κ1 − umin)

2 > 0, so since x1 doesn’t affect the objective, we can just set it to be any
value in (x2, x0). We get

x0 =
κ2 − uminκ1

κ1 − umin
q0 =

(κ1 − umin)
2

κ2 − 2uminκ1 + umin
2

x1 ∈ (x2, x0) q1 = 0

x2 = umin q2 =
κ2 − κ2

1

κ2 − 2uminκ1 + umin
2
.

(12)

We know that the objective is minimized for either the variable assignments from Solution (11) or
from Solution (12). We note that in fact both assignments give the same objective value, thus, the
global minimum. This value is exactly UMIN(κ1, κ2; p, umin) in the lemma statement.

Finding the maximum: By Lemma 16, we know that decreasing x1 will (non-strictly) increase
the objective. The lower bounds on x1 that we have are Constraint (8) and x1 > x2 ≥ umin.
Thus, we know that there is a maximum either for x1 = κ1 − κ2−κ2

1

x0−κ1
(tight to the lower bound

given by Constraint (8)) or for x2 ≥ κ1 − κ2−κ2
1

x0−κ1
(the only case in which x1 can’t take this value

since x1 > x2). By Constraint (7), we know that x2 ≤ κ1 − κ2−κ2
1

x0−κ1
, so the second case becomes

x2 = κ1 − κ2−κ2
1

x0−κ1
.

We first consider the case x1 = κ1 − κ2−κ2
1

x0−κ1
= κ1x0−κ2

x0−κ1
. We get that

q2 =
κ2 − κ1(x0 +

κ1x0−κ2

x0−κ1
) + x0

κ1x0−κ2

x0−κ1

(x2 − x0)(x2 − x1)

=
κ2 − (

κ1x
2
0−κ2

1x0+κ2
1x0−κ1κ2−κ1x

2
0+κ2x0

x0−κ1
)

(x2 − x0)(x2 − x1)

=
κ2 − (κ2(x0−κ1)

x0−κ1
)

(x2 − x0)(x2 − x1)
= 0,

so the value of x2 won’t affect the objective. Furthermore,

q1 =
κ2 − κ1(x0 + x2) + x0x2

(κ1x0−κ2

x0−κ1
− x0)(

κ1x0−κ2

x0−κ1
− x2)

=
(κ2 − κ1(x0 + x2) + x0x2)(x0 − κ1)

2

(κ1x0 − κ2 − x2
0 + κ1x0)(κ1x0 − κ2 − x0x2 + κ1x2)

=
(x0 − κ1)

2

κ2 − 2κ1x0 + x2
0

,

q0 = 1− q1 − q2 =
κ2 − κ2

1

κ2 − 2κ1x0 + x2
0

,
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so the objective becomes(
κ2 − κ2

1

κ2 − 2κ1x0 + x2
0

xp
0 +

(x0 − κ1)
2

κ2 − 2κ1x0 + x2
0

(
κ1x0 − κ2

x0 − κ1

)p)1/p

if p ̸= 0 (13)

(x0)

(
κ2−κ2

1
κ2−2κ1x0+x2

0

)
·
(
κ1x0 − κ2

x0 − κ1

)(
(x0−κ1)2

κ2−2κ1x0+x2
0

)
if p = 0 (14)

In both cases, this is a univariate function in x0. We know that κ1x0 =
∑2

i=0 qixix0 ≥
∑2

i=0 qix
2
i =

κ2, so we have x0 ∈ [κ2

κ1
, 1]. In fact, note that if p ≤ 0, the inequality is strict since x2 > 0 and at

least 2 of the qi are positive (else κ2
1 = κ2), so we have x0 ∈ (κ2

κ1
, 1] and Equations (13) and (14)

are well-defined for all valid x0 and p. We’ll show that Equations (13) and (14) are monotonically
increasing on the interval (κ2

κ1
, 1] ([κ2

κ1
, 1] for p ∈ (0, 1)). This implies that the maximum is achieved

at x0 = 1, which gives x1 = κ1−κ2

1−κ1
. Since κ1(1 + umin) > κ2 + umin, by assumption in the lemma

statement, it follows that x1 > umin. We know that x2 doesn’t affect the objective, so we can just set
x2 to be any value in [umin, x1). Plugging this in, we get

x0 = 1 q0 =
κ2 − κ2

1

κ2 − 2κ1 + 1

x1 =
κ1 − κ2

1− κ1
q1 =

(1− κ1)
2

κ2 − 2κ1 + 1

x2 ∈ [umin, x1] q2 = 0.

(15)

We now show that for p ̸= 0, Equation (13) is monotonically increasing on (κ2

κ1
, 1] ([κ2

κ1
, 1] for

p ∈ (0, 1)). This proof is almost analogous to the minimization part. First, we note that Equation (13)
is identical to Equation (9) with x2 replaced by x0. We can do the same algebraic steps, now noting
that since κ1 < κ2/κ1 ≤ x0 and x1 < x0, diving by 2(κ1 − x0)(x1 − x0) doesn’t change the sign.
We thus get, analogously to the minimization part, that the sign of the derivative of Equation (13)
without the outer p-th root is the same as the sign of

pxp−1
0 + pxp−1

1

2
− xp

0 − xp
1

x0 − x1
.

Again, by the Hermite–Hadamard inequality with f(x) = pxp−1, it follows immediately that the
above expression is non-negative for p ∈ (0, 1) and non-positive for p < 0. By the chain rule, taking
the p-th root switches the sign of the derivative if p < 0 and does not if p ∈ (0, 1). Thus, we can
conclude that the derivative of Equation (13) on (κ2

κ1
, 1] ([κ2

κ1
, 1] for p ∈ (0, 1)) is non-negative for all

p < 0 and p ∈ (0, 1).

Let’s next show for the case p = 0 that Equation (14) is monotonically increasing on (κ2

κ1
, 1]. Also

this proof is almost analogous to the minimization part. We note that Equation (14) is identical
to Equation (10) with x2 replaced by x0. We can do the same algebraic steps, now noting that since
κ1 < κ2/κ1 ≤ x0 and x1 < x0, diving by 2(κ1 − x0)(x1 − x0) doesn’t change the sign. We thus
get, analogously to the minimization part, that the sign of the derivative of Equation (13) without the
outer p-th root is the same as the sign of

1
x0

+ 1
x1

2
− ln(x0)− ln(x1)

x0 − x1
.

If we let f(x) = 1/x, it follows immediately from the Hermite–Hadamard inequality that the above
expression is non-negative. Thus, we can conclude that Equation (14) on (κ2

κ1
, 1] is non-negative.

It remains to consider the case x2 = κ1 − κ2−κ2
1

x0−κ1
= κ1x0−κ2

x0−κ1
. We get analogous equations for

q0, q1, q2 as in the earlier case (with q1 and q2 switched, naturally), so we get the same objective as
in Equations (9) and (10), which we know is maximized for x0 = 1. Analogously to above, this
implies x2 = κ1−κ2

1−κ1
. We know that x2 < 1 since (1− κ1)− (κ1 − κ2) = κ2 − κ2

1 + (1− κ1)
2 > 0,
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so since x1 doesn’t affect the objective, we can just set it to be any value in (x2, x0). We get

x0 = 1 q0 =
κ2 − κ2

1

κ2 − 2κ1 + 1

x1 ∈ (x2, x0) q1 = 0

x2 =
κ1 − κ2

1− κ1
q2 =

(1− κ1)
2

κ2 − 2κ1 + 1
.

(16)

We know that the objective is maximized for either the variable assignments from Solution (15) or
from Solution (16). We note that in fact both assignments give the same objective value, thus, the
global maximum. This value is exactly UMAX(κ1, κ2; p, umin) in the lemma statement.

We now have the tools to prove the main theorem.

Proof of Theorem 9, upper bound. We first consider the case p ≤ 0 and umin = 0. Since
uC,p(a), uP,p(a) ∈ [0, 1] for all a ∈ A, we know that |uC,p(a)− uP,p(a)| ≤ 1 for all a ∈ A.
Thus, C is 1-accurate.

Let’s now consider the remaining cases p < 1 and umin ∈ (0, 1) or p ∈ (0, 1) and umin = 0.
By Lemma 15, we know that any 2-representative panel C is ε-accurate with

ε = max UMAX(κ1, κ2; p, umin)− UMIN(κ1, κ2; p, umin)

s.t. [κi+j ]
1
i,j=0, [(1 + umin)κi+j+1 − κi+j+2 − uminκi+j ]

0
i,j=0 ⪰ 0

where [Mi,j ]
d−1
i,j=0 is a d × d matrix with entry Mi,j at position (i, j) and M ⪰ 0 means that

M is positive-semidefinite. The first matrix [κi+j ]
1
i,j=0 thus is 2 × 2 and hence positive semi-

definite if and only if its trace and determinant are non-negative, i.e. κ0 + κ2 = 1 + κ2 ≥ 0 and
det([κi+j ]

1
i,j=0) = κ2 − κ2

1 ≥ 0. The second matrix is 1× 1 and thus positive semi-definite if and
only if (1+umin)κ1−κ2−umin ≥ 0. These conditions are equivalent to κ2 ≥ κ2

1 and κ1 ≥ κ2+umin

1+umin
.

We can combine the two inequalities to get κ1 ≥ κ2
1+umin

1+umin
which implies 0 ≥ (κ1−1)(κ1−umin), or

equivalently κ1 ∈ [umin, 1]. This gives us the constraints κ2 ≥ κ2
1 ≥ umin

2 and 1 ≥ κ1 ≥ κ2+umin

1+umin

in the theorem statement, except with weak instead of strict inequalities.

Thus, we’ll next show that if any of the 4 inequalities is not strict, then UMAX(κ1, κ2; p, umin) −
UMIN(κ1, κ2; p, umin) = 0 (see Lemma 14 for the definition of UMAX and UMIN).

First, if κ2
1 = κ2, we get that

√∑2
i=0 qix

2
i =

∑2
i=0 qixi which by the arithmetic-quadratic inequality

only holds if x0 = x1 = x2 (unless qi = 0 for some i, in which case the corresponding xi can take
any value). Thus, UMAX(κ1, κ2; p, umin) = UMIN(κ1, κ2; p, umin) = κ1.

Next, if κ1 = κ2+umin

1+umin
, we get that

0 = κ1(1 + umin)− κ2 − umin

=

2∑
i=0

qi(xi + xiumin − x2
i )− umin

=

2∑
i=0

qi(xi + xiumin − x2
i − umin) +

2∑
i=0

qiumin − umin

=

2∑
i=0

qi(1− xi)(xi − umin).

Since qi(1 − xi)(xi − umin) ≥ 0 for xi ∈ [umin, 1], it follows that xi = umin or xi = 1 for all
i = 0, 1, 2. To obtain first moment κ1, the weights (qi) need to be 1−κ1

1−umin
for umin and κ1−umin

1−umin

for 1, which also gives second moment κ2 = κ1(1 + umin) − umin as desired. It follows that

UMAX(κ1, κ2; p, umin) = UMIN(κ1, κ2; p, umin) =
(

1−κ1

1−umin
umin

p + κ1−umin

1−umin

)1/p
.
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Lastly, both κ1 = 1 and κ1 = umin imply κ2
1 = κ2, so the first case applies.

Since there always exists a point at which all constraints are strictly followed, and
UMAX(κ1, κ2; p, umin) − UMIN(κ1, κ2; p, umin) ≥ 0 at any such point, as follows immediately
from their definition, we can restrict the constraints to being strict without changing the value of the
optimization program. This allows us to plug in the equations for UMAX and UMIN from Lemma 18
to obtain the upper bounds from the theorem statement.

A.4 Lower-bounding the ε-accuracy of m-representative panels

The proofs of Theorems 8 and 9 consist of two parts: showing that every 1- and 2-representative
panel is ε-accurate for the ε in the statement of the respective theorem, and then showing that this ε
cannot be made smaller. We proved the first part in Appendix A.3. Here, we show the second part:
For any ε′ < ε (and p < 1, umin ∈ [0, 1)), for ε as specified in the respective theorem statements,
there exists a 1- or 2-representative panel that is not ε′-accurate.

The two lower bound proofs are similar: We first show a helper lemma (Lemmas 19 and 20) that,
intuitively, says that if the worst-case utilities giving UMAX and UMIN in the upper bound are integers
divided by |F|, there are two panels in which each feature-value (or intersection of two feature-values)
appears in the same share of individuals and the two panels have the highest and lowest welfare
possible for panels with first moment κ1 (and second moment κ2) and individual utilities in [umin, 1],
as specified by UMAX and UMIN in Lemmas 17 and 18.

A.4.1 1-representative panels

Lemma 19. Let p < 1 and umin ∈ [0, 1), or p ∈ (0, 1) and umin = 0. Let ℓ be an inte-
ger, and κ1, umin ∈ Q such that 1 > κ1 > umin and ℓumin, ℓκ1 ∈ Z. Then, there exist two
panels C = {(r1, y1), . . . , (rT , yT )}, C′ = {(r′1, y1), . . . , (r′T , yT )} with individuals of types in
I = {y1, . . . , yT } with |F| = ℓ features and an alternative a s.t. ui(a) ∈ [umin, 1] for all yi ∈ I, so
that each feature value appears in the same share in C and C′, i.e.

∑
yi∈I riyi =

∑
yi∈I r′iyi and

uC,p(a) = UMIN(κ1; p, umin) =


(

κ1−umin

1−umin
+ 1−κ1

1−umin
umin

p
)1/p

if p ̸= 0

(umin)
1−κ1

1−umin if p = 0
,

and uC′,p(a) = UMAX(κ1; p, umin) = κ1.

Proof. Let F = {f1, ..., fℓ} and Vf = {0, 1} for all f ∈ F . We let y1 be the type that has value 1
for all features, i.e. y1(f, i) = i for all f ∈ F , i = 0, 1. We let

Yκ1
= {y : |{f ∈ F : y(f, 1) = 1}| = ℓκ1} Yumin

= {y : |{f ∈ F : y(f, 1) = 1}| = ℓumin}

be the set of all possible types that have value 1 for exactly ℓκ1 and ℓumin of their features, respectively.
We let I = {y1} ∪ Yκ1

∪ Yumin
.

Let’s now define the panels. We let C be the panel consisting of (ℓκ1−ℓumin)
(

ℓ
ℓumin

)
∈ Z individuals

of type y1 and of (ℓ− ℓκ1) ∈ Z individuals of each of the
(

ℓ
ℓumin

)
types in Yumin

. We let C′ be the
panel consisting of 1 individual for each type in Yκ1

.

We need to confirm that for every feature f ∈ F , each value v ∈ Vf appears in the same share of
C and C′. Since there are only two values, 0 and 1, for each feature, it suffices to show that value 1
appears in the same share of individuals in C and C′ for any feature.

To keep the math concise moving forward, we’ll define binomial coefficients with a negative bottom
entry as zero. This precisely handles the cases umin < 1/ℓ, i.e. umin = 0, and κ1 < 1/ℓ, i.e. κ1 = 0,
below.

Consider any feature f ∈ F . First, we can see that a fraction of
(

ℓ−1
ℓκ1−1

)
/
(

ℓ
ℓκ1

)
= κ1 of the individuals

in C′ have value 1 for feature f . Also for C we get that a fraction of

(ℓκ1 − ℓumin)
(

ℓ
ℓumin

)
+ (ℓ− ℓκ1)

(
ℓ−1

ℓumin−1

)
(ℓκ1 − ℓumin)

(
ℓ

ℓumin

)
+ (ℓ− ℓκ1)

(
ℓ

ℓumin

) =
(κ1 − umin) + (1− κ1)umin

(κ1 − umin) + (1− κ1)
= κ1
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of the individuals in C′ have value 1 for feature f .

We let a be an alternative such that a(f, i) = i/ℓ for all f ∈ F and i = 0, 1; i.e., an individual’s utility
is the number of features for which they have value 1, divided by the total number of features. Thus,
all individuals in C′ get utility κ1 from a, so uC′,p(a) = κ1. Furthermore, the individuals of type
y1 get utility 1 and the individuals of a type in Yumin

get utility umin. Note that thus all individuals
y ∈ I get a utility in [umin, 1] from a, as needed. The share of individuals with utility 1 in C is

(ℓκ1 − ℓumin)
(

ℓ
ℓumin

)
(ℓκ1 − ℓumin)

(
ℓ

ℓumin

)
+ (ℓ− ℓκ1)

(
ℓ

ℓumin

) =
κ1 − umin

1− umin

and the share of with utility umin in C is 1− κ1−umin

1−umin
= 1−κ1

1−umin
. Applying the definition of panel

welfare, we find that uC,p(a) is as specified in the lemma.

Proof of Theorem 8, lower bound. Given any umin ∈ [0, 1) and p < 1, we’ll show that we can
construct a population P , an alternative a so that the utility of every individual in the population for a
is in [umin, 1], and a 1-representative panel C in P , such that |uC,p(a)− uP,p(a)| gets as close to ε
as desired (in particular, greater than any fixed ε′ < ε) if the size of the population and the number
of features is sufficiently large. This implies that there are 1-representative panels C that are not
ε′-accurate for any ε′ < ε. To make it clear that ε depends on p and umin, we’ll write

ε(p, umin) =


1−p
p

(
p · 1−umin

1−umin
p

) 1
1−p

+ umin−umin
p

1−umin
p for p > 0 ∨ (p < 0 ∧ umin > 0)

1 + 1−umin

ln (1/umin)

(
ln
(

1−umin

ln (1/umin)

)
− 1
)

for p = 0 ∧ umin > 0

1 for p ≤ 0 ∧ umin = 0

for ε as defined in the theorem statement.

Let’s first consider the case that p ≤ 0, umin = 0, where we want to show that for any ε′ < 1 =
ε(p, umin) there exists a 1-representative panel that is not ε′-accurate. By Theorem 11, we know that
for any |F|, there exists a 1-representative panel that is not ε-accurate for any ε < (|F| − 1)/|F|. If
we set |F| large enough in terms of ε′, for example |F| > 1 + ⌈1/(1− ε′)⌉, we get that

|F| − 1

|F|
=

⌈1/(1− ε′)⌉
1 + ⌈1/(1− ε′)⌉

> ε′,

so there exists a 1-representative panel that is not ε′-accurate.

We now turn to the case p < 1 and umin ∈ (0, 1) or p ∈ (0, 1) and umin = 0, noting that these cases
cover all of “p > 0”, “p < 0 ∧ umin > 0,” and “p = 0 ∧ umin > 0,” which are all remaining cases.
We let

κ1 =


1−umin

1−umin
p

(
p · 1−umin

1−umin
p

) p
1−p

+ umin−umin
p

1−umin
p if p ̸= 0

1− (1− umin)
ln

(
1

1−umin

)
+ln ln

(
1

umin

)
ln

(
1

umin

) if p = 0
,

to be the value in (umin, 1) maximizing the difference between UMIN(κ1; p, umin) and
UMAX(κ1; p, umin), as found in Equations (3) and (4), so that

UMAX(κ1; p, umin)− UMIN(κ1; p, umin) = ε(p, umin)

as shown in the proof of the first part of this theorem.

We now consider a fixed |F| = ℓ, and let ûmin = ⌈ℓumin⌉/ℓ and κ̂1 = ⌈ℓκ1⌉/ℓ be the smallest
rational numbers with ℓ as denominator that are greater than umin and κ1, respectively. We assume
ℓ is large enough so that 1 > κ̂1 > ûmin, which is always possible since κ1 ∈ (umin, 1). Then,
Lemma 19 tells us that for any p < 1, umin ∈ (0, 1) or p ∈ (0, 1), umin = 0, there exist two panels
C = {(r1, y1), . . . , (rT , yT )}, C′ = {(r′1, y1), . . . , (r′T , yT )} with ℓ features, so that each feature
value appears in the same frequency in C and C′, and that there exists an alternative a that has the
maximum and minimum social welfare possible for a panel with first moment κ̂1 and minimum
population utility ûmin, i.e., UMAX(κ̂1; p, ûmin) and UMIN(κ̂1; p, ûmin), respectively.
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Now, note that as ℓ → ∞, we get that κ̂1 → κ1 and ûmin → umin. Since UMAX(κ1; p, umin)
and UMIN(κ1; p, umin) are continuous for p < 1, umin ∈ (0, 1) or p ∈ (0, 1), umin = 0, and
κ1 ∈ [umin, 1], we get that as ℓ → ∞,

UMAX(κ̂1; p, ûmin) → UMAX(κ1; p, umin), UMIN(κ̂1; p, ûmin) → UMIN(κ1; p, umin),

and therefore also

|uC′,p(a)− uC,p(a)| = UMAX(κ̂1; p, ûmin)− UMIN(κ̂1; p, ûmin) → ε(p, umin).

We now construct a population P that consists of the individuals in C once and n′ times each
individual in C′. Since each feature value appears in the same share of C and C′, it also appears in the
same share of P , so C and C′ are 1-representative panels in P . If we let n′ → ∞, we see that

uP,p(a) =
∑
yi∈I

ri + n′r′i
n′ + 1

(ui(a))
p →

∑
yi∈I

r′i(ui(a))
p = uC′,p(a),

so |uP,p(a)− uC,p(a)| → |uC′,p(a)− uC,p(a)| as n′ → ∞.

Putting it all together, we get that as ℓ, n′ → ∞, |uP,p(a)− uC,p(a)| → ε(p, umin) for the 1-
representative panel C in P . In particular, this implies that for any δ > 0, for all ℓ and n′ large enough,
|ε(p, umin)− |uP,p(a)− uC,p(a)|| < δ. If we set δ = ε(p, umin)− ε′ > 0 (and notice that always
|uP,p(a)− uC,p(a)| ≤ ε(p, umin) as shown in the first, upper bound, part of the proof), it follows that
for any ε′ < ε(p, umin), for all ℓ and n′ large enough, |uP,p(a)− uC,p(a)| ∈ (ε′, ε(p, umin)], and in
particular, |uP,p(a)− uC,p(a)| > ε′. Thus, C is a 1-representative panel that is not ε′ accurate.

A.4.2 2-representative panels

To simplify notation moving forward, we define λ = κ2−uminκ1

κ1−umin
and λ′ = κ1−κ2

1−κ1
. These are the

values of the x’s in the optimization programs for UMIN(κ1, κ2; p, umin) and UMAX(κ1, κ2; p, umin),
respectively, that are not equal to umin and 1, respectively, as obtained in Lemma 18.
Lemma 20. Let p < 1 and umin ∈ [0, 1), or p ∈ (0, 1) and umin = 0. Let ℓ be an integer, κ1, κ2 ∈ Q
so that 1 > κ1 > κ2+umin

1+umin
and κ2 > κ2

1 > umin, as well as ℓumin, ℓλ, ℓλ
′ ∈ Z. Then, there exist

two panels C = {(r1, y1), . . . , (rT , yT )}, C′ = {(r′1, y1), . . . , (r′T , yT )} with individuals of types in
I = {y1, . . . , yT } with |F| = ℓ features and an alternative a s.t. ui(a) ∈ [umin, 1] for all yi ∈ I, so
that each tuple of up to two feature values appears in the same share in C and C′, i.e., for every F ⊆ F
such that |F | ≤ 2 and (vf )f∈F , it holds that

∑
yi∈I ri

∏
f∈F yi(f, vf ) =

∑
yi∈I r′i

∏
f∈F yi(f, vf ),

and uC,p(a) = UMIN(κ1, κ2; p, umin) and uC′,p(a) = UMAX(κ1, κ2; p, umin).

Proof. Let F = {f1, ..., fℓ} and Vf = {0, 1} for all f ∈ F . We let y1 be the type that has value 1
for all features, i.e. y1(f, i) = i for all f ∈ F , i = 0, 1. We let

Yλ = {y : |{f ∈ F : y(f, 1) = 1}| = ℓλ}, Yλ′ = {y : |{f ∈ F : y(f, 1) = 1}| = ℓλ′}, and

Yumin
= {y : |{f ∈ F : y(f, 1) = 1}| = ℓumin}

be the set of all possible types that have value 1 for exactly ℓλ, ℓλ′, and ℓumin of their features,
respectively. We let I = {y1} ∪ Yλ ∪ Yλ′ ∪ Yumin

.

Let’s now define the panels. We let C be the panel consisting of c(κ1 − umin)
2
(

ℓ
ℓumin

)
individuals of

each of the
(
ℓ
ℓλ

)
types in Yλ and of c(κ2 − κ2

1)
(
ℓ
ℓλ

)
∈ Z individuals of each of the

(
ℓ

ℓumin

)
types in

Yumin
, where c is any number so that c(κ1−umin)

2
(

ℓ
ℓumin

)
, c(κ2−κ2

1)
(
ℓ
ℓλ

)
∈ Z. We let C′ be the panel

consisting of c′(1− κ1)
2 individuals of each of the

(
ℓ

ℓλ′

)
types in Yλ′ and of c′(κ2 − κ2

1)
(

ℓ
ℓλ′

)
∈ Z

individuals of type y1, where c′ is any number so that c′(1− κ1)
2
(

ℓ
ℓumin

)
, c′(κ2 − κ2

1)
(
ℓ
ℓλ

)
∈ Z.

We now confirm that for every feature f ∈ F , each value v ∈ Vf appears in the same share of C and
C′. Since there are only two values, 0 and 1, for each feature, it suffices to show that value 1 appears
in the same share of individuals in C and C′ for any feature.

To keep the math concise moving forward, we’ll define binomial coefficients with a negative bottom
entry as zero. Here, this precisely handles the cases umin < 1/ℓ, i.e. umin = 0, λ < 1/ℓ, i.e. λ = 0,
and λ′ < 1/ℓ, i.e. λ′ = 0.
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Consider any feature f ∈ F . For C, we get that a fraction of

c(κ1 − umin)
2
(

ℓ
ℓumin

)(
ℓ−1
ℓλ−1

)
+ c(κ2 − κ2

1)
(
ℓ
ℓλ

)(
ℓ−1

ℓumin−1

)
c(κ1 − umin)2

(
ℓ

ℓumin

)(
ℓ
ℓλ

)
+ c(κ2 − κ2

1)
(
ℓ
ℓλ

)(
ℓ

ℓumin

) =
(κ1 − umin)

2λ+ (κ2 − κ2
1)umin

(κ1 − umin)2 + (κ2 − κ2
1)

=

=
(κ1 − umin)(κ2 − uminκ1) + (κ2 − κ2

1)umin

(κ1 − umin)2 + (κ2 − κ2
1)

= κ1

of the individuals in C have value 1 for feature f . For C′, we get that a fraction of

c′(1− κ1)
2
(

ℓ−1
ℓλ′−1

)
+ c′(κ2 − κ2

1)
(

ℓ
ℓλ′

)
c′(1− κ1)2

(
ℓ

ℓλ′

)
+ c′(κ2 − κ2

1)
(

ℓ
ℓλ′

) =
(1− κ1)

2λ′ + (κ2 − κ2
1)

(1− κ1)2 + (κ2 − κ2
1)

=

=
(1− κ1)(κ1 − κ2) + (κ2 − κ2

1)

(1− κ1)2 + (κ2 − κ2
1)

= κ1

of the individuals in C′ have value 1 for feature f .

Let’s now confirm that for every pair of features f1, f2 ∈ F , each pair of values (v1, v2) ∈ Vf1 × Vf2
appears in the same share of C and C′. Since there are only two values, 0 and 1, for each feature, by
symmetry it suffices to show that values (1, 1) and (0, 0) appear in the same share of individuals in C
and C′ for any pair of features. Consider any features f1, f2 ∈ F . The case f1 = f2 follows from the
single-feature case above, so we assume f1 ̸= f2. We get that the fraction of individuals in C that
have value 1 for f1 and f2 are

c(κ1 − umin)
2
(

ℓ
ℓumin

)(
ℓ−2
ℓλ−2

)
+ c(κ2 − κ2

1)
(
ℓ
ℓλ

)(
ℓ−2

ℓumin−2

)
c(κ1 − umin)2

(
ℓ

ℓumin

)(
ℓ
ℓλ

)
+ c(κ2 − κ2

1)
(
ℓ
ℓλ

)(
ℓ

ℓumin

) =

=
(κ1 − umin)

2 λ(ℓλ−1)
(ℓ−1) + (κ2 − κ2

1)
umin(ℓumin−1)

(ℓ−1)

(κ1 − umin)2 + (κ2 − κ2
1)

= κ1 −
l(κ1 − κ2)

ℓ− 1
.

We get that the fraction of individuals in C ′ that have value 1 for f1 and f2 is

c′(1− κ1)
2
(

ℓ−2
ℓλ′−2

)
+ c′(κ2 − κ2

1)
(

ℓ
ℓλ′

)
c′(1− κ1)2

(
ℓ

ℓλ′

)
+ c′(κ2 − κ2

1)
(

ℓ
ℓλ′

) =
(1− κ1)

2 λ′(ℓλ′−1)
(l−1) + (κ2 − κ2

1)

(1− κ1)2 + (κ2 − κ2
1)

= κ1 −
l(κ1 − κ2)

ℓ− 1
.

Let’s now turn to the share of individuals with values (0, 0) for some pair of features. We get that the
fraction of individuals in C that have value 0 for f1 and f2 are

c(κ1 − umin)
2
(

ℓ
ℓumin

)(
ℓ−2
ℓλ

)
+ c(κ2 − κ2

1)
(
ℓ
ℓλ

)(
ℓ−2
ℓumin

)
c(κ1 − umin)2

(
ℓ

ℓumin

)(
ℓ
ℓλ

)
+ c(κ2 − κ2

1)
(
ℓ
ℓλ

)(
ℓ

ℓumin

) =

=
(κ1 − umin)

2 (1−λ)(ℓ−ℓλ−1)
(ℓ−1) + (κ2 − κ2

1)
(1−umin)(ℓ−ℓumin−1)

(ℓ−1)

(κ1 − umin)2 + (κ2 − κ2
1)

= 1− κ1 −
l(κ1 − κ2)

ℓ− 1
.

We get that the fraction of individuals in C ′ that have value 0 for f1 and f2 is

c′(1− κ1)
2
(
ℓ−2
ℓλ′

)
c′(1− κ1)2

(
ℓ

ℓλ′

)
+ c′(κ2 − κ2

1)
(

ℓ
ℓλ′

) =
(1− κ1)

2 (1−λ′)(ℓ−ℓλ′−1)
(l−1)

(1− κ1)2 + (κ2 − κ2
1)

= 1− κ1 −
l(κ1 − κ2)

ℓ− 1
.

We note that in the math above, setting binomial coefficients with a negative bottom entry as zero
handles precisely the cases umin < 2/ℓ, i.e. ℓumin ∈ {0, 1}, λ < 2/ℓ, i.e. ℓλ ∈ {0, 1}, and λ′ < 2/ℓ,
i.e. ℓλ′ ∈ {0, 1}.

We now let a be an alternative such that a(f, i) = i/ℓ for all f ∈ F and i = 0, 1; i.e., an individual’s
utility is the number of features for which they have value 1, divided by the total number of features.
Thus, the individuals of type y1 get utility 1, the individuals of a type in Yλ get utility λ, the individuals
of a type in Yλ′ get utility λ′, and the individuals of a type in Yumin

get utility umin. Note that thus all
individuals y ∈ I get a utility in [umin, 1] from a, as needed.
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The share of individuals with utility λ in C is

c(κ1 − umin)
2
(

ℓ
ℓumin

)(
ℓ
ℓλ

)
c(κ1 − umin)2

(
ℓ

ℓumin

)(
ℓ
ℓλ

)
+ c(κ2 − κ2

1)
(
ℓ
ℓλ

)(
ℓ

ℓumin

) =
(κ1 − umin)

2

κ2 − 2κ1umin + umin
2

and the share of individuals with utility umin in C is

c(κ2 − κ2
1)
(
ℓ
ℓλ

)(
ℓ

ℓumin

)
c(κ1 − umin)2

(
ℓ

ℓumin

)(
ℓ
ℓλ

)
+ c(κ2 − κ2

1)
(
ℓ
ℓλ

)(
ℓ

ℓumin

) =
κ2 − κ2

1

κ2 − 2κ1umin + umin
2
.

The share of individuals with utility 1 in C′ is

c′(1− κ1)
2
(

ℓ
ℓλ′

)
c′(1− κ1)2

(
ℓ

ℓλ′

)
+ c′(κ2 − κ2

1)
(

ℓ
ℓλ′

) =
(1− κ1)

2

1− 2κ1 + κ2

and the share of individuals with utility λ′ in C′ is

c′(κ2 − κ2
1)
(

ℓ
ℓλ′

)
c′(1− κ1)2

(
ℓ

ℓλ′

)
+ c′(κ2 − κ2

1)
(

ℓ
ℓλ′

) =
(κ2 − κ2

1)

1− 2κ1 + κ2

Applying the definition of panel welfare, we find that uC,p(a) and uC′,p(a) are as specified in the
lemma statement.

Proof of Theorem 9, lower bound. Given any umin ∈ [0, 1) and p < 1, we’ll show that we can
construct a population P , an alternative a so that the utility of every individual in the population for a
is in [umin, 1], and a 2-representative panel C in P , such that |uC,p(a)− uP,p(a)| gets as close to ε
as desired (in particular, greater than any fixed ε′ < ε) if the size of the population and the number
of features is sufficiently large. This implies that there are 2-representative panels C that are not
ε′-accurate for any ε′ < ε.

To make it clear that ε depends on p and umin, we’ll write ε(p, umin) for the ε we get from Theorem 9
for some p and umin.

Let’s first consider the case that p ≤ 0, umin = 0, where we want to show that for any ε′ < 1 =
ε(p, umin) there exists a 1-representative panel that is not ε′-accurate. By Theorem 11, we know that
for any |F|, there exists a 2-representative panel that is not ε-accurate for any ε < (|F| − 2)/|F|. If
we set |F| large enough in terms of ε′, for example |F| > 1 + ⌈2/(1− ε′)⌉, we get that

|F| − 2

|F|
=

⌈2/(1− ε′)⌉ − 1

⌈2/(1− ε′)⌉+ 1
> ε′,

so there exists a 2-representative panel that is not ε′-accurate.

We now turn to the case p < 1 and umin ∈ (0, 1) or p ∈ (0, 1) and umin = 0, noting that these
cases cover all of “p > 0”, “p < 0 ∧ umin > 0,” and “p = 0 ∧ umin > 0,” which are all remaining
cases. We fix any such p and umin. We write κ∗

1 and κ∗
2 as the values of κ1 and κ2 that achieve the

optimum in the optimization program from the theorem statement, i.e. being the values maximizing
the difference between UMIN(κ1, κ2; p, umin) and UMAX(κ1, κ2; p, umin) so that

UMAX(κ∗
1, κ

∗
2; p, umin)− UMIN(κ∗

1, κ
∗
2; p, umin) = ε(p, umin).

We let c be an integer and κ̂∗
1 = ⌈cκ∗

1⌉/c, κ̂∗
2 = ⌈cκ∗

1⌉/c, and ûmin = ⌈cumin⌉/c be the smallest
numbers with c as denominator that are greater than κ∗

1, κ∗
2, and umin, respectively. Furthermore, we

pick c large enough so that 1 > κ̂∗
1 >

κ̂∗
2+ûmin

1+ûmin
and κ̂∗

2 > (κ̂∗
1)

2 > ûmin, which we know is possible

since 1 > κ∗
1 >

κ∗
2+umin

1+umin
and κ∗

2 > (κ∗
1)

2 > umin.

We now consider a set of |F| = ℓ = c2(κ̂∗
1 − ûmin)(1 − κ̂∗

1) ∈ Z features and let λ̂ =
κ̂∗
2−ûminκ̂

∗
1

κ̂∗
1−ûmin

and λ̂′ =
κ̂∗
1−κ̂∗

2

1−κ̂∗
1

. We get that ℓλ̂, ℓλ̂′ ∈ Z. Lemma 20 tells us that there exist two panels
C = {(r1, y1), . . . , (rT , yT )}, C′ = {(r′1, y1), . . . , (r′T , yT )} with ℓ features, so that each tuple
of up to two feature values appears in the same frequency in C and C′, and that there exists an
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alternative a that has the maximum and minimum social welfare possible for a panel with first
moment κ̂∗

1, second moment κ̂∗
2, and minimum population utility ûmin, i.e., UMAX(κ̂∗

1, κ̂
∗
2; p, ûmin)

and UMIN(κ̂∗
1, κ̂

∗
2; p, ûmin), respectively.

Now, note that as c → ∞, we get that κ̂∗
1 → κ∗

1, κ̂∗
1 → κ∗

1, and ûmin → umin. Since
UMAX(κ1, κ2; p, umin) and UMIN(κ1, κ2; p, umin) are continuous for p < 1, umin ∈ (0, 1) or
p ∈ (0, 1), umin = 0, and κ1 and κ2 in the feasible region, we get that as c → ∞,

UMAX(κ̂∗
1, κ̂

∗
2; p, ûmin) → UMAX(κ∗

1, κ
∗
2; p, umin),

UMIN(κ̂∗
1, κ̂

∗
2; p, ûmin) → UMIN(κ∗

1, κ
∗
2; p, umin),

and therefore also

|uC′,p(a)− uC,p(a)| = UMAX(κ̂∗
1, κ̂

∗
2; p, ûmin)− UMIN(κ̂∗

1, κ̂
∗
2; p, ûmin) → ε(p, umin).

We now construct a population P that consists of the individuals in C once and n′ times each
individual in C′. Since each tuple of up to two feature values appears in the same share of C and C′, it
also appears in the same share of P , so C and C′ are 2-representative panels in P . If we let n′ → ∞,
we see that

uP,p(a) =
∑
yi∈I

ri + n′r′i
n′ + 1

(ui(a))
p →

∑
yi∈I

r′i(ui(a))
p = uC′,p(a),

so |uP,p(a)− uC,p(a)| → |uC′,p(a)− uC,p(a)| as n′ → ∞.

Putting it all together, we get that as c, n′ → ∞, |uP,p(a)− uC,p(a)| → ε(p, umin) for the 2-
representative panel C in P . In particular, this implies that for any δ > 0, for all c and n′ large enough,
|ε(p, umin)− |uP,p(a)− uC,p(a)|| < δ. If we set δ = ε(p, umin)− ε′ > 0 (and notice that always
|uP,p(a)− uC,p(a)| ≤ ε(p, umin) as shown in the first, upper bound, part of the proof), it follows
that for any ε′ < ε(p, umin), for all c and n′ large enough, |uP,p(a)− uC,p(a)| ∈ (ε′, ε(p, umin)],
and in particular, |uP,p(a)− uC,p(a)| > ε′. Thus, C is a 2-representative panel in P that is not ε′
accurate.

A.5 Proof of Theorem 11

To keep the math in the proof concise, we use the (well-known) extension of binomial coefficients
to allow for negative integers in the top part. We then apply the Chu-Vandermonde identity for
generalized binomial coefficients multiple times throughout the proof.
Definition 21 ([13, Definition 3.1.]). Let k ∈ Z≥0 and n ∈ Z. We define the generalized binomial
coefficient as

(
n
k

)
= n(n−1)...(n−k+1)

k! .

There is a nice identity for binomial coefficients with a negative top part, which will be useful for the
proof.
Lemma 22 ([13, Proposition 3.16.]). Let k ∈ Z≥0 and n ∈ Z. Then(

n

k

)
= (−1)k

(
k − n− 1

k

)
.

A key part of our proof is the so called Chu-Vandermon identity, first stated by mathematician Chu
Shih-chieh already in 1303.
Theorem 23 ([13, Theorem 3.29.]). Let k ∈ Z≥0, n,m ∈ Z. Then(

n+m

k

)
=

k∑
i=0

(
n

i

)(
m

k − i

)
.

We refer to [13] for contemporary proofs of Lemma 22 and Theorem 23.

Proof of Theorem 11. For this proof, we’ll construct two panels, C and C′, of equal size that are
m-representative with respect to each other, i.e., for every m̄ ≤ m, every m̄-tuple of feature values
appears in the same number of individuals in C and C′. We’ll construct an alternative a that gives one
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person in C utility 0, while every person in panel C′ has utility at least (|F| −m)/|F|. We then let P
be the population consisting of the individuals in C and C′, so C′ is a m-representative panel in P
with welfare at least (|F| −m)/|F| for a, while to overall population has welfare 0.

First, note that if |F| ≤ m, the bound in the theorem follows trivially. Thus, let F = {f1, . . . , fℓ}
for ℓ = |F| > m. Let Vf = {0, 1} for all f ∈ F . Let yℓ be the type that has value 0 for
all features, i.e. yℓ(f, i) = 1 − i for all f ∈ F , i = 0, 1. For j ∈ {0, . . . ,m}, we let Yj =
{y : |f ∈ F : y(f, 0) = 1| = j} be the set of all types that have value 0 for exactly j features.

We define C to be the panel consisting of one individual of type yℓ and
(
ℓ−j−1
m−j

)
individuals of each

type y ∈ Yj , for j ∈ {0, . . . ,m}, j ̸≡ m mod 2. We define C′ to be the panel consisting of
(
ℓ−j−1
m−j

)
individuals of each type y ∈ Yj , for j ∈ {0, . . . ,m}, j ≡ m mod 2. We’ll first prove that the
number of individuals in C, k, and in C′, denoted k′, is indeed the same. Let’s first calculate k and k′:

k = 1 +
∑

j∈{0,...,m}
j ̸≡m mod 2

(
ℓ− j − 1

m− j

)
|Yj | = 1−

∑
j∈{0,...,m}
j ̸≡m mod 2

(
m− ℓ

m− j

)(
ℓ

j

)
,

k′ =
∑

j∈{0,...,m}
j≡m mod 2

(
ℓ− j − 1

m− j

)
|Yj | =

∑
j∈{0,...,m}
j≡m mod 2

(
m− ℓ

m− j

)(
ℓ

j

)
,

where the two right equalities follow from Lemma 22 and the fact that |Yj | =
(
ℓ
j

)
. We now note that

by Theorem 23,
m∑
j=0

(
m− ℓ

m− j

)(
ℓ

j

)
=

(
m

m

)
= 1,

which immediately implies k = k′.

Next, we’ll argue that C and C′ are m-representative in respect to each other, i.e., any m̄-tuple for
feature values for m̄ ∈ [m] appears in C with the same frequency as C′. Since k = k′, this means it
appears in the same number of individuals in C as in C′.

Let F ⊂ F , |F | = m̄, be any set of m̄ ≤ m features in F and let V = (vf )f∈F ∈×f∈F
Vf be

any assignment of values to these features. Let kV and k′V be the number of individuals in C and C′,
respectively, with feature values V . We thus want to show that kV = k′V for all V .

For any V , let i = |vf ∈ V : vf = 0| be the number of zeros in this assignment. For j = {0, . . . ,m},
the number of types in Yj that have feature values V is

(
ℓ−m̄
j−i

)
if j ≥ i, since there are ℓ− m̄ feature

values not defined by V , out of which j− i are zeros. If j < i, we know that no type in Yj has feature
values V , since types in Yj have value 0 for less features than required by V . Type y0 has feature
values V if and only if i = m̄ since it is all zeros..

We get that

kV = 1[i = m̄]+
∑

j∈{i,...,m}
j ̸≡m mod 2

(
ℓ− j − 1

m− j

)(
ℓ− m̄

j − i

)
= 1[i = m̄]−

∑
j∈{i,...,m}

j ̸≡m mod 2

(
m− ℓ

m− j

)(
ℓ− m̄

j − i

)
,

k′V =
∑

j∈{i,...,m}
j≡m mod 2

(
ℓ− j − 1

m− j

)(
ℓ− m̄

j − i

)
=

∑
j∈{i,...,m}

j≡m mod 2

(
m− ℓ

m− j

)(
ℓ− m̄

j − i

)
,

where again the two right equalities follow from Lemma 22. We now note that
m∑
j=i

(
m− ℓ

m− j

)(
ℓ− m̄

j − i

)
=

m−i∑
j=0

(
m− ℓ

m− i− j

)(
ℓ− m̄

j

)
=

(
m− m̄

m− i

)
,

where the last equality follows from Theorem 23. Now, note that since i ≤ m̄, the bottom part of(
m−m̄
m−i

)
is at least its top part, so by Definition 21, we get(

m− m̄

m− i

)
=

{
0 if i < m̄

1 if i = m̄

}
= 1[i = m̄].
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This immediately implies kV = k′V .

We let P be the population consisting of all individuals in C and C′. Since for any m̄ ≤ m, any
m̄-tuple of feature values appears in the same share of individuals in C and in C′, we know they also
appear in the same share in P . Thus, C and C′ are m-representative panels in P .

We now define alternative a such that a(f, i) = i/ℓ for all f ∈ F , i = 0, 1. That is, an individual
gets benefit 1/ℓ for each feature value that is 1. Thus, individual yℓ has utility 0, and any individual
y ∈ Yj for j ∈ {0, . . . ,m} has utility (ℓ − j)/ℓ. In particular, note that the utility from a for any
individual in P is in [0, 1], as required.

The p-mean, for p ≤ 0, of a list of numbers including 0 is 0, so the welfare of P is uP,p(a) = 0.
However, all individuals in C′ have at least utility (ℓ−m)/ℓ. Since for any p, the p-mean of a list of
numbers is at least as big as the smallest number in the list, uC′,p(a) ≥ ℓ−m

ℓ . We conclude that for
this alternative a and m-representative panel C′ in P ,

|uC′,p(a)− uP,p(a)| ≥
ℓ−m

ℓ
.

The theorem statement follows.

A.6 Additional details and results from empirical experiments

Appendices A.6.1 to A.6.3 contain additional details on the datasets used for the empirical experiments.
Appendix A.6.4 contains the plots for ε-approximate m-representative panels that are not in the main
part of the paper.

A.6.1 European nation-wide panel

For this panel, 30,000 letters were mailed to invite individuals to participate. 1,727 individuals
volunteered to be in the candidate pool; the desired panel size was 110. Seven features were being
considered when selecting the panel, which we list in Table 2.

Table 2: The features considered in selecting panel EUR1

Features Values
Gender Male, Female, Other
Age 16–29, 30–44, 45–59, 60+
Place of residence within the country 12 distinct regions
Educational attainment 3 levels
Concern about climate change Very concerned, Fairly concerned, Not very

concerned, Not at all concerned, Other
Ethnicity White, Non-white
Residential density Urban, Rural

We obtained the underlying population data from the 2016 European Social Survey [19]. The dataset
contains 1,959 respondents with post-stratification weights to account for sampling and participation
bias. We dropped 44 people from the dataset: 40 because they had missing data and 4 because they
were younger than 16, the minimum age set for the assembly. Furthermore, since the European
Social Survey only has the fields ‘Male’ and ‘Female’ for gender, we removed the 12 individuals
with gender ‘Other’ from the pool of candidates, reducing the size to 1,715.

One of the seven features considered was “Concern about climate change”. Only 4 individuals in
the pool of candidates had the value “Not at all concerned”, making it impossible to even form a
1-representative panel of the desired size with this candidate pool. We thus excluded this feature from
our analysis.

We note that due to its limited sample size of 1,959, the European Social Survey doesn’t contain a
person for all possible tuples of m feature values, for m ≥ 3. However, this is not concerning for our
positive results on the existence of m-representative panels, since these are tuples of feature values
that appear in a sufficiently small share of the population so that an m-representative panel would
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satisfy the corresponding quota by containing 0 or 1 individuals with that tuple of feature values. In
our experiments, for tuples of feature values that didn’t appear in the European Social Survey, we
enforced that 0 people on the panel have this tuple of feature values, tightening the constraints on the
existence of m-representative panels.

A.6.2 Australian state-wide panels 1 & 2

These two panels were being conducted in series with overlap in the pool of candidates and individuals
on the panels. Initially, 25,000 letters were mailed to invite individuals to participate, with additional
letters being sent to groups with expected low participation rates. 1,070 individuals volunteered to be
in the first candidate pool, from which a panel of 50 candidates was selected. For the second panel,
additional individuals were recruited for the candidate pool, then including 1,145 individuals (some
of which were on the first panel). A panel of 328 individuals was selected. Four features were being
considered when selecting the panels, which we list in Table 3.

Table 3: The features considered in selecting panels AUS1 and AUS2

Features Values
Sex Male, Female
Age 18–24, 25–34, 35–44, 45–54, 55–64, 65+
Residential density Metropolitan, Regional
Residential status Owner/Occupier, Tenant

We obtained the underlying population data from the Australian Bureau of Statistics’ 2021 Census
data [1]. Up to small deviations due to differential privacy noise being applied to the dataset,
we obtained the exact population share of each feature value tuple including “Sex”, “Age”, and
“Residential Density”. However, the publicly available data from the Australian Census separates
between individuals and dwellings, so that no data on the intersection of the “Residential status”
feature with the features “Age” and “Sex” is available. We therefore dropped the residential status
feature in our analysis.

A.6.3 Australian state-wide panel 3

For this panel, individuals could self-register interest in participating. 3,500 individuals did so, and
were emailed an invitation to participate. 518 of those individuals ended up volunteering to be in the
candidate pool; the desired panel size was 45. Four features were being considered when selecting
the panel, which we list in Table 4.

Table 4: The features considered in selecting panel AUS3

Features Values
Gender Male, Female, Non-binary, I would prefer

not to say
Age 18–24, 25–34, 35–44, 45–54, 55–64, 65–74,

75+
Place of residence within the state 3 distinct regions
Ability to attend all panel sessions Yes, No, Unsure, Unsure-1

We obtained the underlying population data from the Australian Bureau of Statistics’ 2021 Census
data [1]. Since the Australian Census only has the fields ‘Male’ and ‘Female’ for sex, we removed
the 9 individuals with gender ‘Non-binary’ or ‘I would prefer not to say’ from the pool of candidates,
reducing the size to 509. Additionally, the feature ‘Ability to attend all panel sessions’ cannot be
obtained for the underlying population, by itself or in intersection with other features. Thus, we only
consider this feature individually, ensuring that at most 1/45 of the individuals on the panel have each
of the values ‘No’, ’Unsure’, or ’Unsure-1’, as was the requirement for the actually selected panel.
For each feature value tuple including “Gender” (without “Other”), “Age”, and “Place of residence”,

45



we obtained the exact population share, up to small deviations due to differential privacy noise being
applied to the dataset.

A.6.4 Additional plots for ε-approximate m-representative panels
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Figure 4: The smallest ε for which ε-approximate m-representative panels exist as a function of the
panel size k for selected m ∈ [|F|]. The dashed lines show the desired panel sizes.

In AUS3, it is not clear how to convert the feature ‘Ability to attend all panel sessions’ to a quota
to use for ε-approximate m-representation. As described in Appendix A.6.3, we thus only consider
panels for which at most 1/45 of the individuals on the panel have each of the values ‘No’, ’Unsure’,
or ’Unsure-1’, as was the requirement for the actually selected panel. These constraints make panels
of size greater than 389 impossible, which is why the plot for AUS3 in Figure 4 does not extend
beyond this value of k.
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