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Abstract

Simplified language enhances the accessibility
and human understanding of texts. However,
whether it also benefits large language models
(LLMs) remains underexplored . This paper
extensively studies whether LLM performance
improves on simplified data compared to its
original counterpart. Our experiments span six
datasets and eight automatic simplification sys-
tems across three languages. We show that En-
glish models, including GPT-40-mini, exhibit
a significant performance drop on simplified
data. This introduces an intriguing paradox:
simplified data is helpful for humans but not
for LLMs. At the same time, the performance
in non-English languages sometimes improves,
depending on the task and quality of the simpli-
fier. Our findings offer a comprehensive view
of the potential and limitations of simplified
language for LLM performance and uncover
severe implications for people depending on
simple language.

1 Introduction

Automatic Text Simplification (ATS) is the task of
rewriting a text using simpler vocabulary while
preserving its original meaning. The goal is to
increase readability and make information acces-
sible to a broader audience. The primary target
group of simplified language is people with low lit-
eracy and mental disabilities, or language learners
(Martin et al., 2022). However, previous work has
shown that not only people from the target group
but even the broad majority of people profit from
simplified language (Javourey-Drevet et al., 2022;
Murphy Odo, 2022). With this paper, we try to
answer if the same holds true for Large Language
Models (LLMs). Given that LLMs are approach-
ing human-like capabilities (Dubey et al., 2024), it
is reasonable to hypothesize that they might also
perform better with simplified input.

To answer this question, we select six labeled
datasets across three distinct languages (English,
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Figure 1: Text sample from the Sentiment Analysis for
Financial News dataset (Malo et al., 2014). We test
the classification performance of LLMs like Llama3.1
70B on original and automatically simplified data. The
sentiment prediction on the original data sample is cor-
rect. However, if we use an automatic lexical simplifier
that replaced the word “operates” with “works”, Llama
misclassifies the sample as positive.

German, and Russian) and simplify their texts us-
ing eight different pre-trained simplification mod-
els and LLMs. Then, we benchmark and compare
five large language models, including Llama3.1
(Dubey et al., 2024), Aya Expanse (Dang et al.,
2024), and GPT-40-mini, on both the original and
simplified corpora. Our results show a significant
change in performance with a strong performance
drop for English. An example of such a deterio-
rated performance can be seen in Figure 1. This
drop introduces a severe risk for people who rely
on simplified language: If they input prompts or
samples in simple language, LLMs may show a
worse performance and make more mistakes than
with standard English. Especially for tasks with
high societal impact, like fake news classification
or news summarization, this increases discrimina-
tion for already vulnerable target groups. Overall,
our contributions can be summarized as follows:

* We present a large-scale multilingual bench-
mark of LLM performance on simplified data,
including s.o.t.a. models like Llama3.1, Aya
Expanse, and GPT-40-mini. The simplifica-
tions are evaluated on a broad range of met-



rics, covering readability and meaning preser-
vation.

* Our results indicate a significant performance
decline on English simplified data, but with
promising improvements in non-English lan-
guages.

* All code, simplified data, and model predic-
tions are publicly available for further investi-
gation and experimentation'.

2 Related work

The impact of ATS on NLP tasks has been studied
for many years and for different NLP tasks (Vick-
rey and Koller, 2008; Schmidek and Barbosa, 2014;
Stajner and Popovic, 2016). However, many of the
older studies could not use transformers or even
large language models and were based on statistical
simplification. Among the more recent studies, we
identify two research directions: text simplification
as data augmentation for pre-training or fine-tuning
and text simplification as a pre-processing step to
improve inference performance. To investigate the
first direction, Van et al. (2021) simplify the train-
ing data for LSTM- and BERT-based classification
models and evaluate the simplification quality with
BLEU only. Results show that different setups of
data augmentation with simplification can improve
the classifiers. However, they also show that simpli-
fying the data at inference time results in a weaker
performance than the original data.

These results are in contrast to other studies
that benchmarked simplification as inference pre-
processing. Miyata and Tatsumi (2019) tested
Google Translator for Japanese to English transla-
tions with sentence splitting and further rule-based
simplifications. A human evaluation showed that
the simplifications yielded strong improvements
in the translation outputs. Similarly, Mehta et al.
(2020) created an artificial simplification system
through back translation and used this system to
simplify the machine translation inputs of a low-
resource-language translation system. They show
improved translation quality across multiple lan-
guages. However, the performance changes of the
target systems depend on the quality of the ATS
systems. As such, Agrawal and Carpuat (2024)
investigated how well ATS systems preserve the
meaning of the original texts. While human sim-
plifications could improve the performance of a
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pre-trained question-answering model, automatic
simplifications worsened the performance. Our
work tries to shed light on the contradicting find-
ings of previous work. For this, we extend the ex-
isting research by covering more tasks, languages,
and simplifiers. We paint a broader picture of the
helpfulness of simplification as pre-processing, es-
pecially in times of flexible and powerful LLMs.

A different research direction was chosen by An-
schiitz et al. (2024), who used human-supervised
simplification corpora to investigate how models
change their behavior when working on the orig-
inal and simplified data. They are the first ones
to include LLMs in their investigations and show
that models exhibit an incoherent behavior between
original and simplified data. However, they only
benchmarked GPT3.5-turbo as LLM, and their
datasets do not contain ground-truth labels. While
they assumed that the human-supervised datasets
contain correct simplifications, they cannot mea-
sure the actual performance of the classification
system without ground-truth labels. We try to over-
come this weakness by using labeled datasets and
benchmarking the performance of multiple LLMs
on these datasets. In addition, we extend the inves-
tigation to the task of summarization and not only
cover classification tasks.

3 Methodology

Our objective is to compare if the performance of
different LLMs changes when the input samples
are simplified. For this, we take labeled datasets
and simplify the input texts with pre-trained simpli-
fication models. Then, we use pre-trained classifi-
cation models or LLMs to predict the labels on the
original and on the simplified inputs. Finally, we
evaluate the predictions against the ground-truth la-
bels and examine whether text simplification as
pre-processing can improve the models’ perfor-
mance. An overview of our approach is shown
in Figure 2. Our investigations range across three
distinct languages with six different datasets, eight
simplifiers, and six models under test, including
LLMs like GPT40 and Llama3.1. All combina-
tions of settings were evaluated independently, and
the models did not know if the input text was the
original or the simplified version to avoid bias. The
different settings will be discussed further in the
following subsections.
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Figure 2: Structure of our investigations. We compare
the performance of the same model between the original
inputs and their simplified versions. Red boxes indicate
that these parts are investigated under different settings.

3.1 Datasets and tasks

Our research covers the tasks of classification and
summarization. In classification, the correctness
of the label is unambiguous and independent from
the chosen metric. In contrast to this, the evalua-
tion of text generation is non-trivial since nuances
of text and many language characteristics need to
be covered. In addition, ATS systems sometimes
struggle to preserve the exact meaning (Sauberli
et al., 2024; Agrawal and Carpuat, 2024). Clas-
sification tasks like reading comprehension and
natural language inference focus on specific text
details that can get lost during simplification, even
though the simplification is of high overall qual-
ity. To avoid depending on small details, we focus
our experiments on more content-related tasks like
topic and sentiment prediction. We assume that
even if the simplifiers remove minor aspects, the
overall content should not change significantly, and
thus, the ground-truth labels are still correct for the
simplified samples.

The selected datasets are shown in Table 1. We
experiment with data in English, German, and Rus-
sian. All datasets are from the news domain, a
general-purpose domain often targeted by ATS lit-
erature (Ryan et al., 2023). For each of the datasets,
we only worked with the test splits. To reduce the fi-
nancial efforts of the OpenAl API, we created fixed
subsets of the AG News and the sentiment dataset
and only used these subsets when prompting this
APL In the following, results that are based on
these subsets are indicated with 7. Each language
contains a multi-task dataset that provides data for
topic classification and summarization at the same
time to enable a multi-task evaluation. The num-
ber of classes and granularity of the classes differ

among the languages and tasks. The AG News
dataset has four very general classes, while the
TL;DR dataset focuses more on technical news and
its subcategories. For the sentiment task, we pur-
posefully selected a dataset with only three classes
(positive, negative, and neutral) to avoid ambiguity
due to too fine-grained classes. The summariza-
tion task is headline generation, where the models
create a headline for the respective news snippet.
This task has a strongly abstractive nature and is
well-suited to evaluate how well the models can
retrieve the most important information from the
texts (Scialom et al., 2020).

3.2 Simplifiers

We used eight different pre-trained simplification
models for our experiments: two multilingual mod-
els for all languages and six language-specific mod-
els (four for English, one for German, and one
for Russian). Our model selection was limited
by the availability and reproducibility of existing
approaches. Especially unmaintained or weakly-
documented Github repositories make reusing pre-
trained models challenging (Stodden, 2024; Kew
et al., 2023). Nevertheless, the models that we
could run give a good variety of approaches, rang-
ing from lexical to paragraph-level simplification,
and are trained for general-purpose or specialized
domains. For all models, we used the default
configurations provided in their repositories or
model cards, and we did not add any further pre-
processing. We used these simplification models:

MILES (multiling.) is a lexical simplification
pipeline. It uses frequency-based complex word
identification and replaces the complex words with
a lexical simplifier similar to LSBert (Qiang et al.,
2020). It is available in 22 languages, including
our investigated languages.

GPT40 mini (multiling.) is one of the state-of-
the-art LLMs by OpenAl and offers support for
all three languages. We prompted it in a zero-shot
manner to simplify the text samples. The simplifi-
cation prompts per language are presented in Ap-
pendix A.

MUSS (EN) stands for “Multilingual Unsuper-
vised Sentence Simplification” and is one of the
most popular pre-trained sentence simplification
models (Martin et al., 2022). We used the pre-
trained muss_en_mined checkpoint that utilizes
the BART architecture (Lewis et al., 2020). Even
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Language Dataset Dataset name Prediction Task #samples (sub- #classes
set size)
EN AG News AG News (Zhang et al., 2015) topic 7600 (760) 4
Sentiment  Sentiment Analysis for Financial sentiment 4846 (970) 3
News (Malo et al., 2014)
TL;DR  ddr_news topie, 794 5
summarization
DE Gnad10 10k German News Articles Datasets  topic 1028 9
(Schabus et al., 2017)
ML SUM  Multilingual summarization (DE) topic, summarization 579 12
(Scialom et al., 2020)
RU ML SUM  Multilingual summarization (RU) topic, summarization 203 9

(Scialom et al., 2020)

Table 1: Overview of all datasets and their classification tasks evaluated in this study.

though MUSS is multilingual, it does not support
all the languages we investigate. Due to the long
runtime of MUSS, we create simplifications only
on the fixed subsets of the data.

Cochrane and Medeasi (EN) are both based
on the HuggingFace space simplification-model-
app. Both are built upon a BART model fine-
tuned for simplification in the medical domain. The
Medeasi checkpoint uses the sentence-level MED-
EASIi dataset (Basu et al., 2023), while Cochrane is
fine-tuned on the paragraph-level Cochrane dataset
(Devaraj et al., 2021).

SimplifyText (EN) uses the Keep it Simple (KiS)
approach by Laban et al. (2021) and is a GPT2-
based simplification model.

DEplain (DE) is a German text simplification
model based on mT5 (Stodden, 2024) and fine-
tuned on the DEplain-APA corpus (Stodden et al.,
2023).

Russian simplification (RU) is a Russian sen-
tence simplification model. It is based on
ruT5 and was fine-tuned on the RuSimpleSentE-
val (Sakhovskiy et al., 2021) and the RuAdapt
(Dmitrieva and Tiedemann, 2021) datasets.

3.3 Classifiers and LLMs

We evaluate the behavior of different classification
and summarization systems when exposed to orig-
inal and simplified versions of text. Our models
under test span from DeBERTa-based classification
systems to the latest open- and closed-source large
language models. Table 2 gives an overview of the
models and settings that we investigated.

For each English classification dataset, we fine-
tuned two DeBERTaV3-base classifiers (He et al.,

2023). The first classifier was trained on the origi-
nal data, while the other classifier was fine-tuned
on the data simplified with the SimplifyText model.
We selected this model for simplification because
it received the best scores among the open-source
models in our unsupervised simplification evalua-
tion (see subsection 3.4). Every training was con-
ducted for one epoch with a learning rate of 2-10°.
We trained the models on the datasets’ training
splits, so the test splits used for our investigation
were still unseen for the models. With this training
setup, we can test how much the models adapt to
the specific style of simplification and if text sim-
plification as pre-processing or data augmentation
during training is beneficial for performance.

The second part of our study investigated the
performance of large language models. For this,
we selected four LLMs, three open-source models
from Meta’s Llama3.1 family (Dubey et al., 2024)
and Aya Expanse 8B from Cohere for Al (Dang
et al., 2024), and the closed-source GPT40-mini
from OpenAl. Llama3.1 is a multilingual LLM
with a context length of 128k tokens. For our ex-
periments, we use the instruction-tuned versions
with 8B and 70B parameters to account for per-
formance differences due to model size. Llama3.1
70B is loaded with bitsandbytes’ 8-bit quantization.
Unfortunately, Llama is not available in Russian.
In contrast, Aya Expanse 8B exhibits powerful mul-
tilingual capacities and supports 23 languages, in-
cluding the three in our study. For GPT, we limited
our experiments to fixed subsets to reduce the fi-
nancial efforts.

For the predictions themselves, we used the same
zero-shot prompt for all four models. The prompts
per dataset are presented in Appendix B. A native
German or Russian speaker created each of the
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non-English prompts. Even if we told the models
to only predict the topic and not provide any rea-
soning, some of the outputs still contained more
content than the topic. We tried to account for the
most common phrases among them during post-
processing. Therefore, we lower-cased all model
outputs and removed phrases like “The topic of
this snippet is”. In addition, some labels were a
combination of multiple terms, e.g., sci/tech in
AG News. If only one part, e.g., only sci, was pre-
dicted, we considered this prediction correct and
replaced it with the proper topic name.

Model Setting Language(s)
DeBERTaV3 FT Orig EN
DeBERTaV3 FT Simple EN
Llama3.1 8B Instruct Zero-shot EN, DE
Llama3.1 70B Instruct Zero-shot  EN, DE

Aya Expanse 8B Zero-shot  EN, DE, RU
GPT-40-mini Zero-shot EN, DE, RU

Table 2: Overview of all models under test. Traditional
models are fine-tuned on either the original training data
or a simplified version of it. The LLMs are prompted in
a zero-shot manner.

3.4 Unsupervised simplification evaluation

Previous work has investigated the impact of
human-supervised simplifications (Anschiitz et al.,
2024), but for our datasets, human supervision is
not feasible. In contrast, we investigate the im-
pact of automatic text simplification, and thus, we
need to evaluate the quality of the automatic sim-
plifications. Our datasets are not targeted to sim-
plification, and hence, no reference simplification
exists. Therefore, we based our evaluation on un-
supervised metrics that evaluate the simplification
against the source instead of comparing it against a
reference. While a human evaluation would be the
best solution, this is infeasible for our large-scale
study setup with multiple languages, datasets, and
simplifiers. To still provide an insightful evalua-
tion of the simplifications, we not only evaluate the
overall simplification quality but also the readabil-
ity of the texts and the meaning preservation inde-
pendently. To measure the readability of the texts
and the simplicity-gain through simplification, we
used the Flesh-Reading-Ease (FRE) (Flesch, 1948).
It is a statistical measure based on the number of
words per sentence and the average word length. It
can be adapted for many languages, including Ger-
man and Russian. The score ranges from 0 to 100,
with a higher score indicating a higher readability.

We used the Python implementation of the text-
stat package and the German adaption by Amstad
(1978).

The second aspect of our evaluation is the over-
all simplification quality. For this, we use two
different scores, which are LENS_SALSA (Heine-
man et al., 2023) and REFeREE (Huang and
Kochmar, 2024). Both metrics are learned metrics
that were fine-tuned to mimic human annotation
scores. LENS_SALSA is working on the word-
and sentence-level and predicts and scores edit an-
notations that are performed during simplification.
In contrast to this, REFeREE employs a multi-step
fine-tuning process that aligns the metric scores
with traditional metrics like BLEU (Papineni et al.,
2002) and performs a multi-aspect evaluation of the
fluency and simplicity of the generated text. While
LENS_SALSA ranges from 0O to 100, REFeREE
only ranges from -1 to 1. Therefore, we rescale the
REFeREE values to make them comparable with
the other metrics.

Finally, the third evaluation criterion is testing
if the simplification preserves the original text’s
meaning. This is especially important for content
classification tasks, as in our study. Again, we se-
lect two metrics to evaluate the factuality of the
simplifications. First, we use FactCC (Kryscinski
et al., 2020), which has shown the best human cor-
relation on factuality evaluations like the FRANK
dataset (Pagnoni et al., 2021). It was originally
designed for the evaluation of abstractive summa-
rization, but since some of our simplification sys-
tems perform complex operations close to summa-
rization, we consider this metric suitable. FactCC
employs a binary classification to predict whether
the summary is factually consistent with its source.
For our evaluation, we calculate the percentage of
samples that are deemed correct to end up with a
value between 0 and 100 again. The last metric is
MeaningBERT (Beauchemin et al., 2023), which is
specifically targeted toward meaning preservation
in text simplification.

We provide a detailed evaluation and correlation
analysis only for English, as FRE is the only unsu-
pervised metric that we could find for German and
Russian simplification.

4 Results and Discussion

4.1 Simplification evaluation

We evaluate the simplifications in English based on
three criteria: the readability of the texts, the over-
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GPT4o0

Metric Original MILES Cochrane Medeasi SimplifyText MUSS mini
AG News
FRE 48.78 54.13 70.22 58.92 65.93 53.647 59117
REFeREE - 36.08 72.48 67.19 71.0 65357 87.84°
LENS_SALSA - 53.0 66.56 62.41 64.66 60.747  70.65°
FactCC - 91.63 52.37 85.04 60.39 84877 85537
Meaning_BERT - 91.56 67.41 85.62 83.29 90.06" 82727
Sentiment
FRE 55.43 61.76 73.34 65.73 65.52 58977 61767
REFeREE - 51.6 56.74 55.49 67.59 65617 75467
LENS_SALSA - 60.34 65.88 56.42 69.85 64297 69347
FactCC - 96.22 54.5 91.48 73.85 95267 96297
Meaning_BERT - 84.84 50.19 85.12 76.74 83277 78687
TL;DR
FRE 57.27 63.85 76.2 67.74 62.08 60.73 62.32
REFeREE - 39.88 75.25 76.0 79.93 79.48  84.64
LENS_SALSA - 60.54 72.05 72.9 73.95 72.84  75.74
FactCC - 90.93 49.75 87.03 66.37 86.23 88.92
Meaning_BERT - 89.11 67.89 70.18 84.22 88.76  87.77

Table 3: Unsupervised simplification evaluation of the English simplifiers. For all metrics, higher scores indicate
better simplification quality. The best scores per metric are bolded. "evaluated only on subset

all simplification quality, and the faithfulness of the
simplifications. For this, we automatically score
the simplifications with five different metrics (see
subsection 3.4 for details). Table 3 shows the met-
rics scores for the English simplifications. In terms
of readability, the Cochrane simplifier achieves the
highest scores, indicating the biggest simplicity
gain. Interestingly, the FRE scores of GPT40-mini
are rather low compared to the other simplifiers, in-
dicating that it performs rather conservative simpli-
fication. Nevertheless, it achieves the best overall
simplification quality across all datasets. This is
probably due to its great fluency and overall capac-
ities. In terms of faithfulness, MILES has the best
scores across almost all datasets. This is expected
since it is a lexical simplification system that does
not rewrite the sentences but only replaces some
complex words within. Overall, all simplification
systems show a good performance and can be used
for further experiments.

4.2 Model performances

To investigate if the model performances change
when we simplify the input texts, we compare the
accuracies of all classification tasks and the rougeL.
scores (Lin, 2004) for the summarization tasks as
implemented in Huggingface evaluate. For each
dataset, we report the results of the two fine-tuned
DeBERTa classifiers and the four LLMs in a zero-
shot setting. In addition, we tested whether the
changes in accuracy were statistically significant.

For this, we performed a related t-test with the hy-
pothesis that the average of the two distributions
was the same. If the p-value is smaller than 0.05,
we reject this hypothesis and can conclude that the
accuracy change is significant. The results for the
English classification task are presented in Table 4.
Overall, the fine-tuned classifiers (DeBERTa Orig
and DeBERTa Simple) show the best accuracies,
with GPT-40-mini coming the closest. However,
nearly all models show a decreased classification
performance if the inputs are simplified. No per-
formance improvement is statistically significant.
However, the majority of the simplifications intro-
duce a severe performance drop of up to 20 per-
centage points. The sentiment dataset is the dataset
with the most significant performance changes,
even though it has the fewest and most distinct
classes. The performance decreases are especially
remarkable for the DeBERTa classifier, which was
fine-tuned on simplified data. This model exhibits
a drop in performance even when the same sim-
plifier is used for training and testing. A similar
problem can be observed with GPT40-mini, which
exhibits a performance drop even when it is work-
ing on its own simplification outputs. However,
statistically significant performance changes of the
GPT40-mini simplifications are scarce.

Our results show that all classifiers, even power-
ful LLMs like GPT-40-mini, exhibit a performance
decrease when working with simplified inputs. An


https://huggingface.co/spaces/evaluate-metric/rouge

Model Original 0181l nNiyrpS  Cochrane  Medeasi  SPHEY  yjpygg  GPT4o
(subset) Text mini
AG News - Classification (accuracy)
DeBERTa Orig 94.5 94.34 7 -6.58* -1.07* -2.79* 371% -1587 316+
DeBERTa Simple ~ 90.26 90267  -3.0%7 -0.61* -0.83* -1.7% -1.057  -1.32°
AyaExpanseSB 83.13 80.53 -0.14 2.91%* -1.43%* -1.56% 40397 -0.66°
Llama3.1 8B 80.12 78.68 -1.3% -1.96* -1.48*%  -158%T 40277 -5.26%
Llama3.1 70B 79.97 80.26 -0.55% -0.21 +0.08 -0.36 0797 +1.45
GPT4o-mini - 8408" 0667 41187 0797  £007 £007 053
Sentiment - Classification (accuracy)
DeBERTa Orig 88.16 86.08 T -6.0% -13.91%* -1.98% -5.65% 0827  +0417
DeBERTa Simple 87.49 87.53 T -6.46% -12.57% -1.73* -3.8% -1.13 7 -1.247
AyaExpanse8B 68.4 68.76 1 -5.52% -17.33* +0.02 -6.47* 237" -4.127
Llama3.1 8B 68.17 68.56 -8.95% -20.57* -1.1 -14.39%  -7.01%  -6.5%"
Llama3.1 70B 78.23 78.76 -3.96* -10.1% -1.98% -5.97% 4.74%  _1.96"
GPT40-mini 80.84 80.72 F -4.09% -14.76* -1.01% -9.8% -3.197 -0.727
TL;DR - Classification (accuracy)
DeBERTa Orig 76.32 - -4.91%* -1.39 -15.37% -0.25 DA -1.01
DeBERTa Simple ~ 74.56 - -3.53% -0.13 -9.07* +0.25 -0.38 +0.13
AyaExpanse8B 58.19 - +0.63 -0.76 -0.13 +0.75 +1.51 +0.63
Llama3.1 8B 44.84 - -3.4% -1.26 -3.15 +0.75 +0.0 -3.91%
Llama3.1 70B 56.55 - -5.79%* -4.91%* -6.68* 227 -1.01 -1.13
GPT40-mini 65.74 - +0.0 +0.0 -2.39 -2.01 -0.75 -0.75
TL;DR - Summarization (rougeL)
AyaExpanse8B 23.09 - -2.04%* -5.95% -4.59%* 217 -0.88*%  -0.79%
Llama3.1 8B 23.89 - 317+ -6.4% -6.08* -2.34% -1.37%  -0.98*
Llama3.1 70B 27.04 - -2.81%* -7.43% -7.04% -2.9% -1.62* -0.76
GPT40-mini 25.86 - -2.67* -7.72% -6.3%* -1.99* -2.01* -0.02

Table 4: Changes in performance across all English datasets. For most of the models and simplifiers, the scores

decrease (

). Only a few combinations show improved performance (

). * statistically significant

change (p < 0.05), significant changes have a darker color, Tevaluated and compared only on the fixed subset

obvious explanation for this behavior would be that
the simplification systems alter the meaning of the
input samples. However, while the MILES simpli-
fier has the highest meaning preservation accord-
ing to the automated metrics (compare Table 3),
it is among the simplifiers with the strongest per-
formance drops for the classifiers. Therefore, we
reject the faithfulness alone as a simple explana-
tion of this behavior. Moreover, MILES is only a
lexical simplification system that performs mini-
mal changes, indicating that the choice of words in
simplified language is more relevant to the classi-
fiers than the sheer amount of edit operations. This
aligns with previous research by Anschiitz et al.
(2024), who find that the Levenshtein distance be-
tween original and simplified samples only has a
weak correlation with label changes in LLMs.

Table 5 and Table 6 show the results for German
and Russian respectively. First of all, we can see
that the FRE scores increase for all ATS systems, in-
dicating that the simplifiers successfully improved
the readability of the samples. Again, the GPT4o-
mini simplifications achieve a comparatively small

readability improvement. For Russian, we observe
hardly any statistically significant changes, except
for some strong improvements of Aya Expanse on
the classification task. In general, both Russian
models show an extremely weak summarization
performance in terms of rougeL score, even for the
original data. Therefore, the changes on simplified
data have only minor importance as the models
don’t seem to fulfill the task at all. For German,
we observe many improvements, especially for the
Gnad10 classification task. In addition, simplifica-
tions by GPT4o0 show the most significant improve-
ments and only one significant performance drop.
This is even the case in the summarization task.
Our results allow for two interpretations: Most of
the models are primarily trained on English data,
and they seem to overfit more to the standard lan-
guage style in their pre-training. Therefore, their
performance on English simplified language drops
significantly. However, for languages with weaker
LLM support, we assume less overfitting. Thus,
these models can benefit from simplifications, es-
pecially if they are of high, human-like quality, as



Model Orig. DEplain MILES OFPT4e
mini
Gnad10 - Classification (accuracy)

FRE 4641 6134 5996 5255
AyaExpanse8B  26.75 +7.1% +2.34%  +4.28*
Llama3.1 8B 50.78 -5.64* -3.7* +0.19
Llama3.1 70B  33.85 +7.4% -1.85 +7.88%*
GPT40-mini 58.95 -4.77* +3.21% +1.17

ML SUM DE - Classification (accuracy)

FRE 4884  61.06 6232 5325
AyaExpanse8B  49.74 +3.46 -1.73 +3.11
Llama3.1 8B 62.0 -1.9 -0.51 +2.42
Llama3.1 70B  61.14 + 0.0 -6.74* +5.18%*
GPT40-mini 77.72 -7.97* -2.07* -1.55

ML SUM DE - Summarization (rougeL)
AyaExpanse8B 17.46  -10.97* -3.05* -1.7%
Llama3.1 8B 14.78 -9.19% -1.99%* -0.71
Llama3.1 70B  15.63 -9.08* -1.43* +0.65
GPT40-mini 16.1 -9.98* -1.4* +0.24

Table 5: Accuracy changes on German data, * statisti-
cally significant change (p < 0.05)

Model Orig. Russian  ypyypg  GPTdo
simpl. mini
ML SUM RU - Classification (accuracy)
_FRE______ 4833 _ 5160 _ 7074 _ 49.01
AyaExpanse§B  32.02 +4.93 +8.37*  +14.29*
GPT40-mini 67.98 +1.97 -1.97 -0.49
ML SUM RU - Summarization (rougeL)
AyaExpanse8B  2.79 +0.16 -0.82 -0.82
GPT40-mini 0.99 -0.49 +0.0 +0.0

Table 6: Accuracy changes on Russian data, * statisti-
cally significant change (p < 0.05)

with GPT40-mini.

5 Limitations

We provide an extensive evaluation of the em-
ployed simplification models, evaluating them for
their simplicity gain, simplification quality, and
meaning preservation. However, we fully rely on
automatic metric scores and don’t extend the evalu-
ation with a human review. Alva-Manchego et al.
(2021) have shown that traditional metrics don’t
cover all aspects of simplification. Therefore, a
deeper analysis of the models’ strengths and short-
comings should be done in the future.

In addition to this, our investigation only covers
a limited set of NLP tasks. We selected the senti-
ment and classification tasks to avoid biases due to
automatic evaluation metrics and insufficient mean-
ing preservation of the simplification models. In
addition, we tested the performance on summariza-
tion as a generation task. Nevertheless, it would

be valuable to add further NLP tasks to draw a
broader picture of LLM behavior. Moreover, since
the results indicate that simplifications can improve
the performance of non-English languages, this re-
search should be extended to further languages.

Finally, we used the same prompts for all mod-
els and tested them in a zero-shot setting. This
could mean that the models could not unfold their
full potential and that the performances could be
improved further. However, we don’t evaluate the
models on an absolute scale; rather, we compare the
performance of simplified and original texts. All
experiments are conducted under the same setting,
and thus, the limitations of the zero-shot setting
should not affect our overall results.

6 Conclusion

Experiments across six datasets, eight ATS sys-
tems, and three languages show that English LLMs
exhibit a severe performance drop when switch-
ing from original to simplified language. How-
ever, simplified texts can enhance performance at
inference time for non-English languages. We thus
encourage content creators to prioritize using sim-
ple language online as a way to improve LLMs’
downstream performance and comprehension and
to open their models to a broader audience.

7 Ethical considerations

Our work uncovers novel insights into how LLMs
perform on simplified language. We don’t create
any new datasets or models, and thus, there is no
harm coming from our investigations. However, we
find some alarming behavior in most of the LLMs
as our results show that they decrease their perfor-
mance when using simplified language in English.
This can have severe implications for people with
low literacy or mental disabilities when using plat-
forms like ChatGPT: When a user asks the chatbot
for a summarization of a news snippet in plain lan-
guage, the models are more likely to make mistakes
in these interactions. These people are already a
vulnerable target group that struggles to verify in-
formation on the internet due to information barri-
ers of overly complicated texts. When easy-to-use
and trust-evoking platforms like chatbots show a
worse performance when interacting with those
people, this implies severe discrimination of users
of simplified language that we uncovered with this
work.
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Simplifications to augment context

Previous work by Van et al. (2021) experimented
with simplification as data augmentation. One of
their experiments was to concatenate the original
and simplified texts together. Our benchmarking
of LLMs is done in a zero-shot setting, so data
augmentation at training time is out-of-scope for
our work. However, we tested how the models
perform when they see the concatenated versions
during inference time. For this, we created two
additional versions of the data samples. First we
concatenated the simplified text to the original one
with just a whitespace in between. This version
is called orig+simp. To ablate whether the accu-
racy changes are based on the input length or the
additional context, we also created a version where
the original samples were concatenated to them-
selves (identified as orig+orig). Due to the shorter
context window of the DeBERTa models and their
fine-tuning to a specific input style and length, we
only ran these ablations on the LLMs. In addition,
we only tested these settings for the classification
tasks. Figure 3 shows the accuracy curves of the
original, simple, and the two combined versions.
For the larger models like GPT40-mini and LLama
70B (bottom two), the augmentations seem to make
no difference. Moreover, for Aya Expanse, the con-
catenations on the TL;DR dataset seem to worsen
the performance even further. In contrast to this,
for the smaller Llama 8B model, the orig+simple
versions can improve the performance by over 10
percentage points, matching the performance of the
larger Llama model. In contrast, we only see minor
improvements or even decreased performances of

11

the orig+orig concatenations. This implies that
the simplifications give additional context or ex-
planations to the original content that can improve
the zero-shot performance of some of the smaller
language models. This aligns with previous find-
ings that different LLM sizes perform in-context-
learning differently and that smaller models orient
themselves more on the task description, while
larger models rely on the knowledge they obtained
during pre-training (Shi et al., 2023). For our exper-
iments, this means that adding the simplifications
to the original samples has a higher impact on the
model performance of the smaller models.

A LLM simplification prompts

We used GPT40-mini to create high-quality sim-
plifications. We used the following prompt where
sample is replaced by the text to be predicted. For
German and Russian, the prompt is translated, re-
spectively.

Simplify (EN): {“role”: {“system”, “content”:
“You are a helpful assistant. You will be provided
with sentences from news articles. Your task is to
simplify the texts to enhance readability. You must
not alter the meaning and don’t provide reasoning.”

),

LR N3

{“role”: “user”, “content”: “{sample} - Simplifica-
tion: '}
Simplify DE: {“role”: {“system”, “content’:

“Du bist ein hilfreicher Assistent. Du bekommst
Sitze aus Nachrichtenartikeln. Deine Aufgabe
ist es, die Texte zu vereinfachen, um die Ver-
standlichkeit zu erhohen. Du darfst den Inhalt
nicht verdndern und brauchst keine Begriindungen

angeben.” },
{*“role”: “‘user”, “content”: “{sample} - Verein-
fachung: '}

Simplify RU: {“role”: {“system”, “content”:
“T'vl - OJIE3HBIN TOMOIHUK. Tebe Oy 1y T mpeso-
CTaBJIEHDI IIPEIOKEHHUS U3 HOBOCTHBIX CTATEM.
TBost 3a/1a4a - YIIPOCTUTD TEKCT, YTOOBI MTOBBI-
CUTh €ro YuTabeIbHOCTb. T'hl He JIO/IKEH U3Me-
HATH CMBICJI M TPUBOJIUTH apryMeHThI.” },

user”, “ {sample} - Ymporre-

9, <

{“role”:
nue: '}

99, ¢

content’:

B LLM Prediction prompts

We used the same system prompts for all four large
language models and prompted them in a zero-
shot manner. The prompts differ per dataset and
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Figure 3: Combining original and simplified texts as inputs. Accuracy difference by Aya Expanse 8B, Llama8B,
Llama70B, and GPT40 mini. We additionally plot the accuracy of the original data as a dashed grey line to enhance

comparability.

language. Below are example prompts for classi-
fication and summarization tasks where sample is
replaced by the text to be predicted. All remaining
prompts can be found in our Github repository.
AG News (EN): {“role”: {“system”, “content”:
“You are a helpful assistant. You will be provided
with sentences from news articles. Classify each
query into a news topic. There are four possible
topics: world, sports, business or sci/tech. You
must not choose another topic. Answer only with
one single word and do not provide reasoning.” },
{“role”: “user”, “content”: “{sample} - The topic
is”

Sentiment (EN): {“role”: {“system”, “content”:
“You are a helpful assistant. You will be provided
with sentences from articles. Classify the sentiment
of each query. There are three possible sentiments:
positive, neutral or negative. You must not choose
another sentiment. Answer only with one single
word and do not provide reasoning.”},

{“role”: “user”, “content”: “{sample} - The senti-
ment is”’}

99,

TL;DR (EN): {“role”: {“system”, “content”:
“You are a helpful assistant. You will be provided
with sentences from news articles. Classify each
query into a news topic. There are five possible
topics: *Sponsor’, *Big Tech & Startups’, *Science
& Futuristic Technology’, ’Programming & Design
& Data Science’ and *Miscellaneous’. You must
not choose another topic. Answer only with one
single word and do not provide reasoning.” },
{“role”: “user”, “content”: “{sample} - The topic
is”

Gnadl0 (DE): {“role”: {“system”, “content’:
“Du bist ein hilfreicher Assistent. Du bekommst
Sitze aus Nachrichtenartikeln. Ordne jede An-
frage einem Nachrichtenthema zu. Es gibt neun
mogliche Themen: Web, Panorama, International,
Wirtschaft, Sport, Inland, Etat, Wissenschaft und
Kultur. Du darfst kein anderes Thema wéhlen.
Antworte nur mit einem einzigen Wort und gib
keine Begriindung an.” },

“role”: “user”, “content”: “{sample} - Das Thema
ist”}
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ML SUM (DE): {“role”: {“system”, “con-
tent”: “Du bist ein hilfreicher Assistent. Du
bekommst Sétze aus Nachrichtenartikeln. Ordne
jede Anfrage einem Nachrichtenthema zu. Es gibt
zwolf mogliche Themen: politik, wirtschaft, geld,
panorama, sport, muenchen, digital, karriere, bil-
dung, reise, auto und stil. Du darfst kein anderes
Thema wihlen. Antworte nur mit einem einzigen
Wort und gib keine Begriindung an.” },

{“role”: “user”, “content”: “{sample} - Das Thema
ist”’}

ML SUM (RU): {“role”: {“system”,
“content”: “TwI - mosie3HBIN accucTeHT. Te-
6e OyIyT IpPeIOCTABICHBI IPEIJIOKEHNsT U3 HO-
BOCTHBIX crareil. Kiaccudunupyit Kaxbiii 3a-
IIPOC B COOTBETCTBUM C TeMOI HOBOCTHU. TeMbI
JaHbI Ha AHTJINHACKOM SI3BIKE, U €CTh JEBITH BO3-
MOXKHBIX TeM: science, politics, mosobl, culture,
social, incident, economics, sport, moscow. TbI
HE JOJI2KEH BhIOMpATh KaKyIO-JIu00 JIPYTryio Te-
My. OTBeuail TOJILKO OJIHUM CJIOBOM W HE 00b-
sicHd.” 3},

{“role”: “user”, “content”: “{sample} - Tema”}

Summarize (EN): {“role”: {“system”, “con-
tent”: “You are a helpful assistant. You will be
provided with sentences from news articles. Your
task is to create a headline that summarizes the
content. Answer only with one sentence and don’t
provide reasoning.” },

{“role”: “user”, “content”: “{sample} - The head-
line is™}

Summarize DE: {“role”: {“system”, “content”:
“Du bist ein hilfreicher Assistent. Du bekommst
Siatze aus Nachrichtenartikeln. Deine Aufgabe ist
es, einen Titel zu verfassen, der den Inhalt zusam-
menfasst. Antworte nur mit einem Satz und gib
keine Begriindung an.” },

{*“role”: “user”, “content”: “{sample} - Der Titel
ist”}

Summarize RU: {“role”: {“system”, “content”:
“T'vl - oJie3nbiit momornuuk. Tebe OyryT npeso-
CTaBJICHBI IIPEIJIOZKEeHNA N3 HOBOCTHBIX cTaTe.
TBos 3amaya - nNpUIyMaTh 3ar0J0BOK, KOTO-
pblii 0bo0IaeT cofepxxkanue crarbu. OTBedai
TOJILKO OJIHAM IIPEJIJIOYKEHUEM U HE HPUBOJIM
aprymeHTsl.” },

{“role”: “user”, “content”: “{sample} - 3aroJo-
BOK:”
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