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Abstract001

Simplified language enhances the accessibility002
and human understanding of texts. However,003
whether it also benefits large language models004
(LLMs) remains underexplored . This paper005
extensively studies whether LLM performance006
improves on simplified data compared to its007
original counterpart. Our experiments span six008
datasets and eight automatic simplification sys-009
tems across three languages. We show that En-010
glish models, including GPT-4o-mini, exhibit011
a significant performance drop on simplified012
data. This introduces an intriguing paradox:013
simplified data is helpful for humans but not014
for LLMs. At the same time, the performance015
in non-English languages sometimes improves,016
depending on the task and quality of the simpli-017
fier. Our findings offer a comprehensive view018
of the potential and limitations of simplified019
language for LLM performance and uncover020
severe implications for people depending on021
simple language.022

1 Introduction023

Automatic Text Simplification (ATS) is the task of024

rewriting a text using simpler vocabulary while025

preserving its original meaning. The goal is to026

increase readability and make information acces-027

sible to a broader audience. The primary target028

group of simplified language is people with low lit-029

eracy and mental disabilities, or language learners030

(Martin et al., 2022). However, previous work has031

shown that not only people from the target group032

but even the broad majority of people profit from033

simplified language (Javourey-Drevet et al., 2022;034

Murphy Odo, 2022). With this paper, we try to035

answer if the same holds true for Large Language036

Models (LLMs). Given that LLMs are approach-037

ing human-like capabilities (Dubey et al., 2024), it038

is reasonable to hypothesize that they might also039

perform better with simplified input.040

To answer this question, we select six labeled041

datasets across three distinct languages (English,042

Sentiment:
neutral   

“Currently , the plant
operates on full capacity .”

Ground-truth: neutral   

Currently, the plant
works on full capacity.

Llama3.1 70B

Simplifier

Llama3.1 70B

Sentiment:
positive   

Figure 1: Text sample from the Sentiment Analysis for
Financial News dataset (Malo et al., 2014). We test
the classification performance of LLMs like Llama3.1
70B on original and automatically simplified data. The
sentiment prediction on the original data sample is cor-
rect. However, if we use an automatic lexical simplifier
that replaced the word “operates” with “works”, Llama
misclassifies the sample as positive.

German, and Russian) and simplify their texts us- 043

ing eight different pre-trained simplification mod- 044

els and LLMs. Then, we benchmark and compare 045

five large language models, including Llama3.1 046

(Dubey et al., 2024), Aya Expanse (Dang et al., 047

2024), and GPT-4o-mini, on both the original and 048

simplified corpora. Our results show a significant 049

change in performance with a strong performance 050

drop for English. An example of such a deterio- 051

rated performance can be seen in Figure 1. This 052

drop introduces a severe risk for people who rely 053

on simplified language: If they input prompts or 054

samples in simple language, LLMs may show a 055

worse performance and make more mistakes than 056

with standard English. Especially for tasks with 057

high societal impact, like fake news classification 058

or news summarization, this increases discrimina- 059

tion for already vulnerable target groups. Overall, 060

our contributions can be summarized as follows: 061

• We present a large-scale multilingual bench- 062

mark of LLM performance on simplified data, 063

including s.o.t.a. models like Llama3.1, Aya 064

Expanse, and GPT-4o-mini. The simplifica- 065

tions are evaluated on a broad range of met- 066

1



rics, covering readability and meaning preser-067

vation.068

• Our results indicate a significant performance069

decline on English simplified data, but with070

promising improvements in non-English lan-071

guages.072

• All code, simplified data, and model predic-073

tions are publicly available for further investi-074

gation and experimentation1.075

2 Related work076

The impact of ATS on NLP tasks has been studied077

for many years and for different NLP tasks (Vick-078

rey and Koller, 2008; Schmidek and Barbosa, 2014;079

Štajner and Popovic, 2016). However, many of the080

older studies could not use transformers or even081

large language models and were based on statistical082

simplification. Among the more recent studies, we083

identify two research directions: text simplification084

as data augmentation for pre-training or fine-tuning085

and text simplification as a pre-processing step to086

improve inference performance. To investigate the087

first direction, Van et al. (2021) simplify the train-088

ing data for LSTM- and BERT-based classification089

models and evaluate the simplification quality with090

BLEU only. Results show that different setups of091

data augmentation with simplification can improve092

the classifiers. However, they also show that simpli-093

fying the data at inference time results in a weaker094

performance than the original data.095

These results are in contrast to other studies096

that benchmarked simplification as inference pre-097

processing. Miyata and Tatsumi (2019) tested098

Google Translator for Japanese to English transla-099

tions with sentence splitting and further rule-based100

simplifications. A human evaluation showed that101

the simplifications yielded strong improvements102

in the translation outputs. Similarly, Mehta et al.103

(2020) created an artificial simplification system104

through back translation and used this system to105

simplify the machine translation inputs of a low-106

resource-language translation system. They show107

improved translation quality across multiple lan-108

guages. However, the performance changes of the109

target systems depend on the quality of the ATS110

systems. As such, Agrawal and Carpuat (2024)111

investigated how well ATS systems preserve the112

meaning of the original texts. While human sim-113

plifications could improve the performance of a114

1URL removed for review

pre-trained question-answering model, automatic 115

simplifications worsened the performance. Our 116

work tries to shed light on the contradicting find- 117

ings of previous work. For this, we extend the ex- 118

isting research by covering more tasks, languages, 119

and simplifiers. We paint a broader picture of the 120

helpfulness of simplification as pre-processing, es- 121

pecially in times of flexible and powerful LLMs. 122

A different research direction was chosen by An- 123

schütz et al. (2024), who used human-supervised 124

simplification corpora to investigate how models 125

change their behavior when working on the orig- 126

inal and simplified data. They are the first ones 127

to include LLMs in their investigations and show 128

that models exhibit an incoherent behavior between 129

original and simplified data. However, they only 130

benchmarked GPT3.5-turbo as LLM, and their 131

datasets do not contain ground-truth labels. While 132

they assumed that the human-supervised datasets 133

contain correct simplifications, they cannot mea- 134

sure the actual performance of the classification 135

system without ground-truth labels. We try to over- 136

come this weakness by using labeled datasets and 137

benchmarking the performance of multiple LLMs 138

on these datasets. In addition, we extend the inves- 139

tigation to the task of summarization and not only 140

cover classification tasks. 141

3 Methodology 142

Our objective is to compare if the performance of 143

different LLMs changes when the input samples 144

are simplified. For this, we take labeled datasets 145

and simplify the input texts with pre-trained simpli- 146

fication models. Then, we use pre-trained classifi- 147

cation models or LLMs to predict the labels on the 148

original and on the simplified inputs. Finally, we 149

evaluate the predictions against the ground-truth la- 150

bels and examine whether text simplification as 151

pre-processing can improve the models’ perfor- 152

mance. An overview of our approach is shown 153

in Figure 2. Our investigations range across three 154

distinct languages with six different datasets, eight 155

simplifiers, and six models under test, including 156

LLMs like GPT4o and Llama3.1. All combina- 157

tions of settings were evaluated independently, and 158

the models did not know if the input text was the 159

original or the simplified version to avoid bias. The 160

different settings will be discussed further in the 161

following subsections. 162
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Figure 2: Structure of our investigations. We compare
the performance of the same model between the original
inputs and their simplified versions. Red boxes indicate
that these parts are investigated under different settings.

3.1 Datasets and tasks163

Our research covers the tasks of classification and164

summarization. In classification, the correctness165

of the label is unambiguous and independent from166

the chosen metric. In contrast to this, the evalua-167

tion of text generation is non-trivial since nuances168

of text and many language characteristics need to169

be covered. In addition, ATS systems sometimes170

struggle to preserve the exact meaning (Säuberli171

et al., 2024; Agrawal and Carpuat, 2024). Clas-172

sification tasks like reading comprehension and173

natural language inference focus on specific text174

details that can get lost during simplification, even175

though the simplification is of high overall qual-176

ity. To avoid depending on small details, we focus177

our experiments on more content-related tasks like178

topic and sentiment prediction. We assume that179

even if the simplifiers remove minor aspects, the180

overall content should not change significantly, and181

thus, the ground-truth labels are still correct for the182

simplified samples.183

The selected datasets are shown in Table 1. We184

experiment with data in English, German, and Rus-185

sian. All datasets are from the news domain, a186

general-purpose domain often targeted by ATS lit-187

erature (Ryan et al., 2023). For each of the datasets,188

we only worked with the test splits. To reduce the fi-189

nancial efforts of the OpenAI API, we created fixed190

subsets of the AG News and the sentiment dataset191

and only used these subsets when prompting this192

API. In the following, results that are based on193

these subsets are indicated with †. Each language194

contains a multi-task dataset that provides data for195

topic classification and summarization at the same196

time to enable a multi-task evaluation. The num-197

ber of classes and granularity of the classes differ198

among the languages and tasks. The AG News 199

dataset has four very general classes, while the 200

TL;DR dataset focuses more on technical news and 201

its subcategories. For the sentiment task, we pur- 202

posefully selected a dataset with only three classes 203

(positive, negative, and neutral) to avoid ambiguity 204

due to too fine-grained classes. The summariza- 205

tion task is headline generation, where the models 206

create a headline for the respective news snippet. 207

This task has a strongly abstractive nature and is 208

well-suited to evaluate how well the models can 209

retrieve the most important information from the 210

texts (Scialom et al., 2020). 211

3.2 Simplifiers 212

We used eight different pre-trained simplification 213

models for our experiments: two multilingual mod- 214

els for all languages and six language-specific mod- 215

els (four for English, one for German, and one 216

for Russian). Our model selection was limited 217

by the availability and reproducibility of existing 218

approaches. Especially unmaintained or weakly- 219

documented Github repositories make reusing pre- 220

trained models challenging (Stodden, 2024; Kew 221

et al., 2023). Nevertheless, the models that we 222

could run give a good variety of approaches, rang- 223

ing from lexical to paragraph-level simplification, 224

and are trained for general-purpose or specialized 225

domains. For all models, we used the default 226

configurations provided in their repositories or 227

model cards, and we did not add any further pre- 228

processing. We used these simplification models: 229

MILES (multiling.) is a lexical simplification 230

pipeline. It uses frequency-based complex word 231

identification and replaces the complex words with 232

a lexical simplifier similar to LSBert (Qiang et al., 233

2020). It is available in 22 languages, including 234

our investigated languages. 235

GPT4o mini (multiling.) is one of the state-of- 236

the-art LLMs by OpenAI and offers support for 237

all three languages. We prompted it in a zero-shot 238

manner to simplify the text samples. The simplifi- 239

cation prompts per language are presented in Ap- 240

pendix A. 241

MUSS (EN) stands for “Multilingual Unsuper- 242

vised Sentence Simplification” and is one of the 243

most popular pre-trained sentence simplification 244

models (Martin et al., 2022). We used the pre- 245

trained muss_en_mined checkpoint that utilizes 246

the BART architecture (Lewis et al., 2020). Even 247
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Language Dataset Dataset name Prediction Task #samples (sub-
set size)

#classes

EN AG News AG News (Zhang et al., 2015) topic 7600 (760) 4
Sentiment Sentiment Analysis for Financial

News (Malo et al., 2014)
sentiment 4846 (970) 3

TL;DR tldr_news topic,
summarization 794 5

DE Gnad10 10k German News Articles Datasets
(Schabus et al., 2017)

topic 1028 9

ML SUM Multilingual summarization (DE)
(Scialom et al., 2020)

topic, summarization 579 12

RU ML SUM Multilingual summarization (RU)
(Scialom et al., 2020)

topic, summarization 203 9

Table 1: Overview of all datasets and their classification tasks evaluated in this study.

though MUSS is multilingual, it does not support248

all the languages we investigate. Due to the long249

runtime of MUSS, we create simplifications only250

on the fixed subsets of the data.251

Cochrane and Medeasi (EN) are both based252

on the HuggingFace space simplification-model-253

app. Both are built upon a BART model fine-254

tuned for simplification in the medical domain. The255

Medeasi checkpoint uses the sentence-level MED-256

EASi dataset (Basu et al., 2023), while Cochrane is257

fine-tuned on the paragraph-level Cochrane dataset258

(Devaraj et al., 2021).259

SimplifyText (EN) uses the Keep it Simple (KiS)260

approach by Laban et al. (2021) and is a GPT2-261

based simplification model.262

DEplain (DE) is a German text simplification263

model based on mT5 (Stodden, 2024) and fine-264

tuned on the DEplain-APA corpus (Stodden et al.,265

2023).266

Russian simplification (RU) is a Russian sen-267

tence simplification model. It is based on268

ruT5 and was fine-tuned on the RuSimpleSentE-269

val (Sakhovskiy et al., 2021) and the RuAdapt270

(Dmitrieva and Tiedemann, 2021) datasets.271

3.3 Classifiers and LLMs272

We evaluate the behavior of different classification273

and summarization systems when exposed to orig-274

inal and simplified versions of text. Our models275

under test span from DeBERTa-based classification276

systems to the latest open- and closed-source large277

language models. Table 2 gives an overview of the278

models and settings that we investigated.279

For each English classification dataset, we fine-280

tuned two DeBERTaV3-base classifiers (He et al.,281

2023). The first classifier was trained on the origi- 282

nal data, while the other classifier was fine-tuned 283

on the data simplified with the SimplifyText model. 284

We selected this model for simplification because 285

it received the best scores among the open-source 286

models in our unsupervised simplification evalua- 287

tion (see subsection 3.4). Every training was con- 288

ducted for one epoch with a learning rate of 2·10−5. 289

We trained the models on the datasets’ training 290

splits, so the test splits used for our investigation 291

were still unseen for the models. With this training 292

setup, we can test how much the models adapt to 293

the specific style of simplification and if text sim- 294

plification as pre-processing or data augmentation 295

during training is beneficial for performance. 296

The second part of our study investigated the 297

performance of large language models. For this, 298

we selected four LLMs, three open-source models 299

from Meta’s Llama3.1 family (Dubey et al., 2024) 300

and Aya Expanse 8B from Cohere for AI (Dang 301

et al., 2024), and the closed-source GPT4o-mini 302

from OpenAI. Llama3.1 is a multilingual LLM 303

with a context length of 128k tokens. For our ex- 304

periments, we use the instruction-tuned versions 305

with 8B and 70B parameters to account for per- 306

formance differences due to model size. Llama3.1 307

70B is loaded with bitsandbytes’ 8-bit quantization. 308

Unfortunately, Llama is not available in Russian. 309

In contrast, Aya Expanse 8B exhibits powerful mul- 310

tilingual capacities and supports 23 languages, in- 311

cluding the three in our study. For GPT, we limited 312

our experiments to fixed subsets to reduce the fi- 313

nancial efforts. 314

For the predictions themselves, we used the same 315

zero-shot prompt for all four models. The prompts 316

per dataset are presented in Appendix B. A native 317

German or Russian speaker created each of the 318
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non-English prompts. Even if we told the models319

to only predict the topic and not provide any rea-320

soning, some of the outputs still contained more321

content than the topic. We tried to account for the322

most common phrases among them during post-323

processing. Therefore, we lower-cased all model324

outputs and removed phrases like “The topic of325

this snippet is”. In addition, some labels were a326

combination of multiple terms, e.g., sci/tech in327

AG News. If only one part, e.g., only sci, was pre-328

dicted, we considered this prediction correct and329

replaced it with the proper topic name.

Model Setting Language(s)

DeBERTaV3 FT Orig EN
DeBERTaV3 FT Simple EN
Llama3.1 8B Instruct Zero-shot EN, DE
Llama3.1 70B Instruct Zero-shot EN, DE
Aya Expanse 8B Zero-shot EN, DE, RU
GPT-4o-mini Zero-shot EN, DE, RU

Table 2: Overview of all models under test. Traditional
models are fine-tuned on either the original training data
or a simplified version of it. The LLMs are prompted in
a zero-shot manner.

330

3.4 Unsupervised simplification evaluation331

Previous work has investigated the impact of332

human-supervised simplifications (Anschütz et al.,333

2024), but for our datasets, human supervision is334

not feasible. In contrast, we investigate the im-335

pact of automatic text simplification, and thus, we336

need to evaluate the quality of the automatic sim-337

plifications. Our datasets are not targeted to sim-338

plification, and hence, no reference simplification339

exists. Therefore, we based our evaluation on un-340

supervised metrics that evaluate the simplification341

against the source instead of comparing it against a342

reference. While a human evaluation would be the343

best solution, this is infeasible for our large-scale344

study setup with multiple languages, datasets, and345

simplifiers. To still provide an insightful evalua-346

tion of the simplifications, we not only evaluate the347

overall simplification quality but also the readabil-348

ity of the texts and the meaning preservation inde-349

pendently. To measure the readability of the texts350

and the simplicity-gain through simplification, we351

used the Flesh-Reading-Ease (FRE) (Flesch, 1948).352

It is a statistical measure based on the number of353

words per sentence and the average word length. It354

can be adapted for many languages, including Ger-355

man and Russian. The score ranges from 0 to 100,356

with a higher score indicating a higher readability.357

We used the Python implementation of the text- 358

stat package and the German adaption by Amstad 359

(1978). 360

The second aspect of our evaluation is the over- 361

all simplification quality. For this, we use two 362

different scores, which are LENS_SALSA (Heine- 363

man et al., 2023) and REFeREE (Huang and 364

Kochmar, 2024). Both metrics are learned metrics 365

that were fine-tuned to mimic human annotation 366

scores. LENS_SALSA is working on the word- 367

and sentence-level and predicts and scores edit an- 368

notations that are performed during simplification. 369

In contrast to this, REFeREE employs a multi-step 370

fine-tuning process that aligns the metric scores 371

with traditional metrics like BLEU (Papineni et al., 372

2002) and performs a multi-aspect evaluation of the 373

fluency and simplicity of the generated text. While 374

LENS_SALSA ranges from 0 to 100, REFeREE 375

only ranges from -1 to 1. Therefore, we rescale the 376

REFeREE values to make them comparable with 377

the other metrics. 378

Finally, the third evaluation criterion is testing 379

if the simplification preserves the original text’s 380

meaning. This is especially important for content 381

classification tasks, as in our study. Again, we se- 382

lect two metrics to evaluate the factuality of the 383

simplifications. First, we use FactCC (Kryscinski 384

et al., 2020), which has shown the best human cor- 385

relation on factuality evaluations like the FRANK 386

dataset (Pagnoni et al., 2021). It was originally 387

designed for the evaluation of abstractive summa- 388

rization, but since some of our simplification sys- 389

tems perform complex operations close to summa- 390

rization, we consider this metric suitable. FactCC 391

employs a binary classification to predict whether 392

the summary is factually consistent with its source. 393

For our evaluation, we calculate the percentage of 394

samples that are deemed correct to end up with a 395

value between 0 and 100 again. The last metric is 396

MeaningBERT (Beauchemin et al., 2023), which is 397

specifically targeted toward meaning preservation 398

in text simplification. 399

We provide a detailed evaluation and correlation 400

analysis only for English, as FRE is the only unsu- 401

pervised metric that we could find for German and 402

Russian simplification. 403

4 Results and Discussion 404

4.1 Simplification evaluation 405

We evaluate the simplifications in English based on 406

three criteria: the readability of the texts, the over- 407
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Metric Original MILES Cochrane Medeasi SimplifyText MUSS GPT4o
mini

AG News
FRE 48.78 54.13 70.22 58.92 65.93 53.64 † 59.11 †

REFeREE - 36.08 72.48 67.19 71.0 65.35 † 87.84 †

LENS_SALSA - 53.0 66.56 62.41 64.66 60.74 † 70.65 †

FactCC - 91.63 52.37 85.04 60.39 84.87 † 85.53 †

Meaning_BERT - 91.56 67.41 85.62 83.29 90.06 † 82.72 †

Sentiment
FRE 55.43 61.76 73.34 65.73 65.52 58.97 † 61.76 †

REFeREE - 51.6 56.74 55.49 67.59 65.61 † 75.46 †

LENS_SALSA - 60.34 65.88 56.42 69.85 64.29 † 69.34 †

FactCC - 96.22 54.5 91.48 73.85 95.26 † 96.29 †

Meaning_BERT - 84.84 50.19 85.12 76.74 83.27 † 78.68 †

TL;DR
FRE 57.27 63.85 76.2 67.74 62.08 60.73 62.32
REFeREE - 39.88 75.25 76.0 79.93 79.48 84.64
LENS_SALSA - 60.54 72.05 72.9 73.95 72.84 75.74
FactCC - 90.93 49.75 87.03 66.37 86.23 88.92
Meaning_BERT - 89.11 67.89 70.18 84.22 88.76 87.77

Table 3: Unsupervised simplification evaluation of the English simplifiers. For all metrics, higher scores indicate
better simplification quality. The best scores per metric are bolded. †evaluated only on subset

all simplification quality, and the faithfulness of the408

simplifications. For this, we automatically score409

the simplifications with five different metrics (see410

subsection 3.4 for details). Table 3 shows the met-411

rics scores for the English simplifications. In terms412

of readability, the Cochrane simplifier achieves the413

highest scores, indicating the biggest simplicity414

gain. Interestingly, the FRE scores of GPT4o-mini415

are rather low compared to the other simplifiers, in-416

dicating that it performs rather conservative simpli-417

fication. Nevertheless, it achieves the best overall418

simplification quality across all datasets. This is419

probably due to its great fluency and overall capac-420

ities. In terms of faithfulness, MILES has the best421

scores across almost all datasets. This is expected422

since it is a lexical simplification system that does423

not rewrite the sentences but only replaces some424

complex words within. Overall, all simplification425

systems show a good performance and can be used426

for further experiments.427

4.2 Model performances428

To investigate if the model performances change429

when we simplify the input texts, we compare the430

accuracies of all classification tasks and the rougeL431

scores (Lin, 2004) for the summarization tasks as432

implemented in Huggingface evaluate. For each433

dataset, we report the results of the two fine-tuned434

DeBERTa classifiers and the four LLMs in a zero-435

shot setting. In addition, we tested whether the436

changes in accuracy were statistically significant.437

For this, we performed a related t-test with the hy- 438

pothesis that the average of the two distributions 439

was the same. If the p-value is smaller than 0.05, 440

we reject this hypothesis and can conclude that the 441

accuracy change is significant. The results for the 442

English classification task are presented in Table 4. 443

Overall, the fine-tuned classifiers (DeBERTa Orig 444

and DeBERTa Simple) show the best accuracies, 445

with GPT-4o-mini coming the closest. However, 446

nearly all models show a decreased classification 447

performance if the inputs are simplified. No per- 448

formance improvement is statistically significant. 449

However, the majority of the simplifications intro- 450

duce a severe performance drop of up to 20 per- 451

centage points. The sentiment dataset is the dataset 452

with the most significant performance changes, 453

even though it has the fewest and most distinct 454

classes. The performance decreases are especially 455

remarkable for the DeBERTa classifier, which was 456

fine-tuned on simplified data. This model exhibits 457

a drop in performance even when the same sim- 458

plifier is used for training and testing. A similar 459

problem can be observed with GPT4o-mini, which 460

exhibits a performance drop even when it is work- 461

ing on its own simplification outputs. However, 462

statistically significant performance changes of the 463

GPT4o-mini simplifications are scarce. 464

Our results show that all classifiers, even power- 465

ful LLMs like GPT-4o-mini, exhibit a performance 466

decrease when working with simplified inputs. An 467
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Model Original Original MILES Cochrane Medeasi Simplify MUSS GPT4o
(subset) Text mini

AG News - Classification (accuracy)
DeBERTa Orig 94.5 94.34 † -6.58* -1.07* -2.79* -3.71* -1.58 † -3.16*†

DeBERTa Simple 90.26 90.26 † -3.0* † -0.61* -0.83* -1.7* -1.05 † -1.32†

AyaExpanse8B 83.13 80.53 -0.14 -2.91* -1.43* -1.56* +0.39† -0.66 †

Llama3.1 8B 80.12 78.68 † -1.3* -1.96* -1.48* -1.58* † +0.27 † -5.26*†

Llama3.1 70B 79.97 80.26 † -0.55* -0.21 +0.08 -0.36 -0.79 † +1.45†

GPT4o-mini - 84.08 † -0.66 † +1.18 † -0.79 † ± 0.0 † ± 0.0 † -0.53†

Sentiment - Classification (accuracy)
DeBERTa Orig 88.16 86.08 † -6.0* -13.91* -1.98* -5.65* -0.82 † +0.41†

DeBERTa Simple 87.49 87.53 † -6.46* -12.57* -1.73* -3.8* -1.13 † -1.24†

AyaExpanse8B 68.4 68.76 † -5.52* -17.33* +0.02 -6.47* -2.37† -4.12†

Llama3.1 8B 68.17 68.56 † -8.95* -20.57* -1.1 -14.39* -7.01*† -6.5*†

Llama3.1 70B 78.23 78.76 † -3.96* -10.1* -1.98* -5.97* -4.74*† -1.96†

GPT4o-mini 80.84 80.72 † -4.09* -14.76* -1.01* -9.8* -3.19† -0.72†

TL;DR - Classification (accuracy)
DeBERTa Orig 76.32 - -4.91* -1.39 -15.37* -0.25 -2.27* -1.01
DeBERTa Simple 74.56 - -3.53* -0.13 -9.07* +0.25 -0.38 +0.13
AyaExpanse8B 58.19 - +0.63 -0.76 -0.13 +0.75 +1.51 +0.63
Llama3.1 8B 44.84 - -3.4* -1.26 -3.15 +0.75 ± 0.0 -3.91*
Llama3.1 70B 56.55 - -5.79* -4.91* -6.68* -2.27 -1.01 -1.13
GPT4o-mini 65.74 - ± 0.0 ± 0.0 -2.39 -2.01 -0.75 -0.75

TL;DR - Summarization (rougeL)
AyaExpanse8B 23.09 - -2.04* -5.95* -4.59* -2.17* -0.88* -0.79*
Llama3.1 8B 23.89 - -3.17* -6.4* -6.08* -2.34* -1.37* -0.98*
Llama3.1 70B 27.04 - -2.81* -7.43* -7.04* -2.9* -1.62* -0.76
GPT4o-mini 25.86 - -2.67* -7.72* -6.3* -1.99* -2.01* -0.02

Table 4: Changes in performance across all English datasets. For most of the models and simplifiers, the scores
decrease (red boxes). Only a few combinations show improved performance (blue boxes). * statistically significant
change (p < 0.05), significant changes have a darker color, †evaluated and compared only on the fixed subset

obvious explanation for this behavior would be that468

the simplification systems alter the meaning of the469

input samples. However, while the MILES simpli-470

fier has the highest meaning preservation accord-471

ing to the automated metrics (compare Table 3),472

it is among the simplifiers with the strongest per-473

formance drops for the classifiers. Therefore, we474

reject the faithfulness alone as a simple explana-475

tion of this behavior. Moreover, MILES is only a476

lexical simplification system that performs mini-477

mal changes, indicating that the choice of words in478

simplified language is more relevant to the classi-479

fiers than the sheer amount of edit operations. This480

aligns with previous research by Anschütz et al.481

(2024), who find that the Levenshtein distance be-482

tween original and simplified samples only has a483

weak correlation with label changes in LLMs.484

Table 5 and Table 6 show the results for German485

and Russian respectively. First of all, we can see486

that the FRE scores increase for all ATS systems, in-487

dicating that the simplifiers successfully improved488

the readability of the samples. Again, the GPT4o-489

mini simplifications achieve a comparatively small490

readability improvement. For Russian, we observe 491

hardly any statistically significant changes, except 492

for some strong improvements of Aya Expanse on 493

the classification task. In general, both Russian 494

models show an extremely weak summarization 495

performance in terms of rougeL score, even for the 496

original data. Therefore, the changes on simplified 497

data have only minor importance as the models 498

don’t seem to fulfill the task at all. For German, 499

we observe many improvements, especially for the 500

Gnad10 classification task. In addition, simplifica- 501

tions by GPT4o show the most significant improve- 502

ments and only one significant performance drop. 503

This is even the case in the summarization task. 504

Our results allow for two interpretations: Most of 505

the models are primarily trained on English data, 506

and they seem to overfit more to the standard lan- 507

guage style in their pre-training. Therefore, their 508

performance on English simplified language drops 509

significantly. However, for languages with weaker 510

LLM support, we assume less overfitting. Thus, 511

these models can benefit from simplifications, es- 512

pecially if they are of high, human-like quality, as 513
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Model Orig. DEplain MILES GPT4o
mini

Gnad10 - Classification (accuracy)
FRE 46.41 61.34 59.96 52.55
AyaExpanse8B 26.75 +7.1* +2.34* +4.28*
Llama3.1 8B 50.78 -5.64* -3.7* +0.19
Llama3.1 70B 33.85 +7.4* -1.85 +7.88*
GPT4o-mini 58.95 -4.77* +3.21* +1.17

ML SUM DE - Classification (accuracy)
FRE 48.84 61.06 62.32 53.25
AyaExpanse8B 49.74 +3.46 -1.73 +3.11
Llama3.1 8B 62.0 -1.9 -0.51 +2.42
Llama3.1 70B 61.14 ± 0.0 -6.74* +5.18*
GPT4o-mini 77.72 -7.77* -2.07* -1.55

ML SUM DE - Summarization (rougeL)
AyaExpanse8B 17.46 -10.97* -3.05* -1.7*
Llama3.1 8B 14.78 -9.19* -1.99* -0.71
Llama3.1 70B 15.63 -9.08* -1.43* +0.65
GPT4o-mini 16.1 -9.98* -1.4* +0.24

Table 5: Accuracy changes on German data, * statisti-
cally significant change (p < 0.05)

Model Orig. Russian MILES GPT4o
simpl. mini

ML SUM RU - Classification (accuracy)
FRE 48.33 51.66 70.74 49.01
AyaExpanse8B 32.02 +4.93 +8.37* +14.29*
GPT4o-mini 67.98 +1.97 -1.97 -0.49

ML SUM RU - Summarization (rougeL)
AyaExpanse8B 2.79 +0.16 -0.82 -0.82
GPT4o-mini 0.99 -0.49 ± 0.0 ± 0.0

Table 6: Accuracy changes on Russian data, * statisti-
cally significant change (p < 0.05)

with GPT4o-mini.514

5 Limitations515

We provide an extensive evaluation of the em-516

ployed simplification models, evaluating them for517

their simplicity gain, simplification quality, and518

meaning preservation. However, we fully rely on519

automatic metric scores and don’t extend the evalu-520

ation with a human review. Alva-Manchego et al.521

(2021) have shown that traditional metrics don’t522

cover all aspects of simplification. Therefore, a523

deeper analysis of the models’ strengths and short-524

comings should be done in the future.525

In addition to this, our investigation only covers526

a limited set of NLP tasks. We selected the senti-527

ment and classification tasks to avoid biases due to528

automatic evaluation metrics and insufficient mean-529

ing preservation of the simplification models. In530

addition, we tested the performance on summariza-531

tion as a generation task. Nevertheless, it would532

be valuable to add further NLP tasks to draw a 533

broader picture of LLM behavior. Moreover, since 534

the results indicate that simplifications can improve 535

the performance of non-English languages, this re- 536

search should be extended to further languages. 537

Finally, we used the same prompts for all mod- 538

els and tested them in a zero-shot setting. This 539

could mean that the models could not unfold their 540

full potential and that the performances could be 541

improved further. However, we don’t evaluate the 542

models on an absolute scale; rather, we compare the 543

performance of simplified and original texts. All 544

experiments are conducted under the same setting, 545

and thus, the limitations of the zero-shot setting 546

should not affect our overall results. 547

6 Conclusion 548

Experiments across six datasets, eight ATS sys- 549

tems, and three languages show that English LLMs 550

exhibit a severe performance drop when switch- 551

ing from original to simplified language. How- 552

ever, simplified texts can enhance performance at 553

inference time for non-English languages. We thus 554

encourage content creators to prioritize using sim- 555

ple language online as a way to improve LLMs’ 556

downstream performance and comprehension and 557

to open their models to a broader audience. 558

7 Ethical considerations 559

Our work uncovers novel insights into how LLMs 560

perform on simplified language. We don’t create 561

any new datasets or models, and thus, there is no 562

harm coming from our investigations. However, we 563

find some alarming behavior in most of the LLMs 564

as our results show that they decrease their perfor- 565

mance when using simplified language in English. 566

This can have severe implications for people with 567

low literacy or mental disabilities when using plat- 568

forms like ChatGPT: When a user asks the chatbot 569

for a summarization of a news snippet in plain lan- 570

guage, the models are more likely to make mistakes 571

in these interactions. These people are already a 572

vulnerable target group that struggles to verify in- 573

formation on the internet due to information barri- 574

ers of overly complicated texts. When easy-to-use 575

and trust-evoking platforms like chatbots show a 576

worse performance when interacting with those 577

people, this implies severe discrimination of users 578

of simplified language that we uncovered with this 579

work. 580
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Simplifications to augment context828

Previous work by Van et al. (2021) experimented829

with simplification as data augmentation. One of830

their experiments was to concatenate the original831

and simplified texts together. Our benchmarking832

of LLMs is done in a zero-shot setting, so data833

augmentation at training time is out-of-scope for834

our work. However, we tested how the models835

perform when they see the concatenated versions836

during inference time. For this, we created two837

additional versions of the data samples. First we838

concatenated the simplified text to the original one839

with just a whitespace in between. This version840

is called orig+simp. To ablate whether the accu-841

racy changes are based on the input length or the842

additional context, we also created a version where843

the original samples were concatenated to them-844

selves (identified as orig+orig). Due to the shorter845

context window of the DeBERTa models and their846

fine-tuning to a specific input style and length, we847

only ran these ablations on the LLMs. In addition,848

we only tested these settings for the classification849

tasks. Figure 3 shows the accuracy curves of the850

original, simple, and the two combined versions.851

For the larger models like GPT4o-mini and LLama852

70B (bottom two), the augmentations seem to make853

no difference. Moreover, for Aya Expanse, the con-854

catenations on the TL;DR dataset seem to worsen855

the performance even further. In contrast to this,856

for the smaller Llama 8B model, the orig+simple857

versions can improve the performance by over 10858

percentage points, matching the performance of the859

larger Llama model. In contrast, we only see minor860

improvements or even decreased performances of861

the orig+orig concatenations. This implies that 862

the simplifications give additional context or ex- 863

planations to the original content that can improve 864

the zero-shot performance of some of the smaller 865

language models. This aligns with previous find- 866

ings that different LLM sizes perform in-context- 867

learning differently and that smaller models orient 868

themselves more on the task description, while 869

larger models rely on the knowledge they obtained 870

during pre-training (Shi et al., 2023). For our exper- 871

iments, this means that adding the simplifications 872

to the original samples has a higher impact on the 873

model performance of the smaller models. 874

A LLM simplification prompts 875

We used GPT4o-mini to create high-quality sim- 876

plifications. We used the following prompt where 877

sample is replaced by the text to be predicted. For 878

German and Russian, the prompt is translated, re- 879

spectively. 880

Simplify (EN): {“role”: {“system”, “content”: 881

“You are a helpful assistant. You will be provided 882

with sentences from news articles. Your task is to 883

simplify the texts to enhance readability. You must 884

not alter the meaning and don’t provide reasoning.” 885

}, 886

{“role”: “user”, “content”: “{sample} - Simplifica- 887

tion: ”} 888

Simplify DE: {“role”: {“system”, “content”: 889

“Du bist ein hilfreicher Assistent. Du bekommst 890

Sätze aus Nachrichtenartikeln. Deine Aufgabe 891

ist es, die Texte zu vereinfachen, um die Ver- 892

ständlichkeit zu erhöhen. Du darfst den Inhalt 893

nicht verändern und brauchst keine Begründungen 894

angeben.” }, 895

{“role”: “user”, “content”: “{sample} - Verein- 896

fachung: ”} 897

Simplify RU: {“role”: {“system”, “content”: 898

“Ты - полезный помощник. Тебе будут предо- 899

ставлены предложения из новостных статей. 900

Твоя задача - упростить текст, чтобы повы- 901

сить его читабельность. Ты не должен изме- 902

нять смысл и приводить аргументы.” }, 903

{“role”: “user”, “content”: “{sample} - Упроще- 904

ние: ”} 905

B LLM Prediction prompts 906

We used the same system prompts for all four large 907

language models and prompted them in a zero- 908

shot manner. The prompts differ per dataset and 909
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Figure 3: Combining original and simplified texts as inputs. Accuracy difference by Aya Expanse 8B, Llama8B,
Llama70B, and GPT4o mini. We additionally plot the accuracy of the original data as a dashed grey line to enhance
comparability.

language. Below are example prompts for classi-910

fication and summarization tasks where sample is911

replaced by the text to be predicted. All remaining912

prompts can be found in our Github repository.913

AG News (EN): {“role”: {“system”, “content”:914

“You are a helpful assistant. You will be provided915

with sentences from news articles. Classify each916

query into a news topic. There are four possible917

topics: world, sports, business or sci/tech. You918

must not choose another topic. Answer only with919

one single word and do not provide reasoning.” },920

{“role”: “user”, “content”: “{sample} - The topic921

is”}922

Sentiment (EN): {“role”: {“system”, “content”:923

“You are a helpful assistant. You will be provided924

with sentences from articles. Classify the sentiment925

of each query. There are three possible sentiments:926

positive, neutral or negative. You must not choose927

another sentiment. Answer only with one single928

word and do not provide reasoning.”},929

{“role”: “user”, “content”: “{sample} - The senti-930

ment is”}931

TL;DR (EN): {“role”: {“system”, “content”: 932

“You are a helpful assistant. You will be provided 933

with sentences from news articles. Classify each 934

query into a news topic. There are five possible 935

topics: ’Sponsor’, ’Big Tech & Startups’, ’Science 936

& Futuristic Technology’, ’Programming & Design 937

& Data Science’ and ’Miscellaneous’. You must 938

not choose another topic. Answer only with one 939

single word and do not provide reasoning.” }, 940

{“role”: “user”, “content”: “{sample} - The topic 941

is”} 942

Gnad10 (DE): {“role”: {“system”, “content”: 943

“Du bist ein hilfreicher Assistent. Du bekommst 944

Sätze aus Nachrichtenartikeln. Ordne jede An- 945

frage einem Nachrichtenthema zu. Es gibt neun 946

mögliche Themen: Web, Panorama, International, 947

Wirtschaft, Sport, Inland, Etat, Wissenschaft und 948

Kultur. Du darfst kein anderes Thema wählen. 949

Antworte nur mit einem einzigen Wort und gib 950

keine Begründung an.” }, 951

“role”: “user”, “content”: “{sample} - Das Thema 952

ist”} 953
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ML SUM (DE): {“role”: {“system”, “con-954

tent”: “Du bist ein hilfreicher Assistent. Du955

bekommst Sätze aus Nachrichtenartikeln. Ordne956

jede Anfrage einem Nachrichtenthema zu. Es gibt957

zwölf mögliche Themen: politik, wirtschaft, geld,958

panorama, sport, muenchen, digital, karriere, bil-959

dung, reise, auto und stil. Du darfst kein anderes960

Thema wählen. Antworte nur mit einem einzigen961

Wort und gib keine Begründung an.” },962

{“role”: “user”, “content”: “{sample} - Das Thema963

ist”}964

ML SUM (RU): {“role”: {“system”,965

“content”: “Ты - полезный ассистент. Те-966

бе будут предоставлены предложения из но-967

востных статей. Классифицируй каждый за-968

прос в соответствии с темой новости. Темы969

даны на английском языке, и есть девять воз-970

можных тем: science, politics, mosobl, culture,971

social, incident, economics, sport, moscow. Ты972

не должен выбирать какую-либо другую те-973

му. Отвечай только одним словом и не объ-974

ясняй.” },975

{“role”: “user”, “content”: “{sample} - Тема”}976

Summarize (EN): {“role”: {“system”, “con-977

tent”: “You are a helpful assistant. You will be978

provided with sentences from news articles. Your979

task is to create a headline that summarizes the980

content. Answer only with one sentence and don’t981

provide reasoning.” },982

{“role”: “user”, “content”: “{sample} - The head-983

line is”}984

Summarize DE: {“role”: {“system”, “content”:985

“Du bist ein hilfreicher Assistent. Du bekommst986

Sätze aus Nachrichtenartikeln. Deine Aufgabe ist987

es, einen Titel zu verfassen, der den Inhalt zusam-988

menfasst. Antworte nur mit einem Satz und gib989

keine Begründung an.” },990

{“role”: “user”, “content”: “{sample} - Der Titel991

ist”}992

Summarize RU: {“role”: {“system”, “content”:993

“Ты - полезный помощник. Тебе будут предо-994

ставлены предложения из новостных статей.995

Твоя задача - придумать заголовок, кото-996

рый обобщает содержание статьи. Отвечай997

только одним предложением и не приводи998

аргументы.” },999

{“role”: “user”, “content”: “{sample} - Заголо-1000

вок:”}1001
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