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Abstract

Previous research has shown that humans are001
more receptive towards language models that002
that exhibit empathetic behavior. While empa-003
thy is essential for developing helpful dialogue004
agents, very few large corpora containing em-005
pathetic dialogues are available for fine-tune006
LLMs. The few existing corpora have largely007
relied on crowdsourcing to simulate empathetic008
conversations, a process that is expensive, time-009
consuming, and not scalable to larger datasets.010
We propose a data generation framework for011
developing SYNTHEMPATHY, a large corpus012
containing 105k empathetic responses to real-013
life situations compiled through LLM genera-014
tion. A base Mistral 7B model fine-tuned on015
our SYNTHEMPATHY corpus exhibits an in-016
crease in the average empathy score.017

1 Introduction018

Incorporating empathy into dialogue systems fos-019

ters trust and likability among users (Lucas et al.,020

2018). High-quality empathy corpora are crucial021

for training language models in empathy, as these022

models typically do not focus on empathy dur-023

ing pre-training and must be fine-tuned to develop024

empathetic capabilities. Despite their importance,025

high quality large scale empathy corpora are scarce026

due to challenges such as i) the scarcity of empa-027

thetic texts on the internet, in fact many hostile and028

anti-empathetic; ii) difficulty in accurately identi-029

fying empathetic text within internet data, which030

poses a ‘chicken or egg’ problem: training an effec-031

tive model to perform this task requires substantial032

amounts of empathetic data, which is itself scarce.033

To create such an empathetic dataset, researchers034

have either employed expert annotations (Chen035

et al., 2024) or crowdsourcing (Rashkin et al., 2019)036

for reliable labeling. However, crowdsourcing,037

while valuable, is not a scalable solution for devel-038

oping large corpora due to its resource intensity in039

terms of both time and financial investment (Webb040
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Figure 1: Corpus Construction Pipeline Overview

and Tangney, 2022) Additionally, the implementa- 041

tion of crowdsourcing presents practical challenges, 042

as workers on popular platforms like Amazon Me- 043

chanical Turk (MTurk) often lack domain expertise 044

in the targeted area and may struggle to overcome 045

language barriers necessary for complicated tasks, 046

such as responding empathetically to a distressed 047

person. Recent studies have even raised ethical con- 048

cerns about the using crowdsouring in academic 049

research settings (Moss et al., 2023). To the best of 050

our knowledge, all existing large empathy corpora 051

has involved at least one step of crowdsourcing, 052

which has limited their size and range of topics 053

covered by these corpora. 054

We propose a novel, self-sufficient framework 055

for constructing an empathy corpus without rely- 056

ing on crowdsourcing. We establish a step-by-step 057

pipeline using Large Language Models (LLMs) to 058

first brainstorm scenarios that warrant empathetic 059

responses and eventually generating such responses 060

through a special prompting method grounded in 061

psychotherapy theories. This approach fully lever- 062

ages the creative potential of LLMs that can surpass 063

human performance (Girotra et al., 2023). Interest- 064

ingly, the hallucinatory nature of LLMs is actually 065

helpful here, since it enables the generation of a 066

large repertoire of unique scenarios. A key advan- 067

tage of this method lies in its scalability, allowing 068

for the creation of a substantially larger corpus 069

without the financial and logistical constraints as- 070

sociated with crowdsourcing. The resulting SYN- 071

THEMPATHY corpus consists of 105,578 empa- 072

thetic single-turn dialogues generated using this 073

framework. 074
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Our main contributions are: 1) a novel, step-by-075

step framework for generating a corpus of empa-076

thetic dialogues without any crowdsourcing or web077

crawling, 2) a large SYNTHEMPATHY corpus con-078

taining 105,578 empathetic explanation-response079

pairs, each grounded in a distinct real-life scenario,080

and 3) a Mistral 7B model, fine-tuned on the SYN-081

THEMPATHY corpus to demonstrate a measurable082

enhancement in empathetic capabilities1.083

2 Related Work084

Small hand annotated corpora (Chen et al., 2024)085

provides useful insights into empathy expression;086

however, their limited size may not be sufficient087

for fine-tuning LLMs. We focus on large-scale,088

textual corpora that are suitable for training and089

fine-tuning most LMs in use today.090

2.1 Empathy Corpora091

Table 1 provides a comprehensive comparison of092

key metrics and characteristics of existing empathy093

corpora as well as SYNTHEMPATHY.094

Earlier efforts in empathetic dataset collection095

and annotation, such as the EmpatheticDialogues096

(ED) (Rashkin et al., 2019) and EPITOME (Sharma097

et al., 2020) have predominantly relied on crowd-098

sourcing. Specifically, ED is a multi-turn empa-099

thy corpus, assembled by engaging 810 Amazon100

MTurk workers to chat in pairs, each conversation101

prompted by one of 32 assigned emotion labels.102

The EPITOME empathy corpus (Sharma et al.,103

2020) was created by web crawling from Red-104

dit and the online mental health forum TalkLife,105

and subsequently annotated through crowdsourc-106

ing, which required fewer crowdsourced workers.107

Eight crowdsourced workers evaluated the post-108

response pairs by scoring each each based on how109

well it expressed emotional reaction (ER), interpre-110

tation (IP), and exploration (EX). ER is a crucial111

indicator of empathy as revealing one’s own emo-112

tions can foster empathetic rapport with the origi-113

nal poster. IP signals understanding of the poster’s114

struggles, paving the way for deeper empathetic115

connections. Lastly, EX suggests new perspectives116

on the seeker’s experience, crucial for conveying117

empathy-driven interest. These three empathetic118

metrics are similar to practices used in psychother-119

apy (Fuller et al., 2021; Jani et al., 2012; Chen et al.,120

2024).121

1The code and dataset will be made publicly available upon
release of the final version of this paper.

More recently, researchers have combined 122

crowdsourcing with further extrapolation using 123

LLMs to expand dataset sizes. Welivita et al. (2020) 124

developed the OpenSubtitles Emotional Dialogue 125

(OSED) by extracting 1M dialogues from movie 126

subtitles. Each dialogue contains utterance-level 127

labels for emotion and empathetic intent, assigned 128

by a BERT-based classifier fine-tuned on a de- 129

velopment set of 9k dialogues, which had been 130

manually corrected by Amazon MTurk workers. 131

Due to the high cost of scaling crowdsourcing, 132

only about 0.91% of the dialogues were manually 133

checked, underscoring the challenge of expanding 134

manual checks in large datasets. The SoulChat- 135

Corpus (Chen et al., 2023) was built by initially 136

collecting 215,813 question-answer pairs through 137

crowdsourcing, followed by utilizing ChatGPT as 138

a rewriting tool to transform each pair into a multi- 139

turn dialogue. Each dialogue ranges from 8 to 20 140

turns, resulting in approximately 2M utterances. 141

Both SoulChatCorpus and OSED are limited by 142

their reliance on crowdsourced workers to create 143

an initial high-quality subset of the corpus. 144

2.2 Empathy Generation 145

Previous efforts to generate empathetic responses 146

from LLMs have involved modifying the under- 147

lying model architecture, fine-tuning on empathy 148

corpora, or employing meticulous prompting to 149

improve empathy levels of the outputs. Adding 150

emotion tags or emotional embeddings (Rashkin 151

et al., 2019; Goel et al., 2021) improves response 152

generation. Lee et al. (2022a) attached a normal dis- 153

tribution random sampler right before the decoder 154

in order to inject more stochasticity into empathetic 155

dialogue agents making its empathetic responses 156

sound personalized. Due to the lack of large empa- 157

thy corpora, very few studies focus on fine-tuning. 158

Chen et al. (2023) fine-tuned ChatGLM-6B on the 159

SoulChatCorpus corpus to determine how much 160

the base model improves. 161

Prompt engineering, especially Chain of 162

Thought prompting, is increasingly popular in en- 163

hancing LLMs for downstream tasks in zero-shot 164

or few-shot settings (Wei et al., 2022). LLMs gen- 165

erate more empathetic responses when the prompts 166

incorporate psychotherapy approaches used by pro- 167

fessional therapists, that is the Chain of Empa- 168

thy (CoE) prompting (Lee et al., 2023). This ap- 169

proach involves step-by-step prompts that not only 170

describe a client’s situation but also include rea- 171

soning for why empathy is needed, modeled af- 172
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ED EPITOME OSED SoulChatCorpus SYNTHEMPATHY
Num. Examples 24k 10k 1M 200k 105k
Utterances per Example 4.31 2.00 3.49 11.50 2.00
Crowdsourced ✓ ✓ ✓ ✓ ✗

Topics Evenly Distributed ✓ ✓ ✗ ✗ ✓

Table 1: Comparison of key metrics of empathy corpora. Our SYNTHEMPATHY dataset is the first large-scale
corpus that excludes crowdsourcing and balances the topic distributions.

“Use the following as reference to return a list containing 20 completely different specific 
stories about a fictional character struggling in the given scenario: ” + scenarioPrompt

SAD Sentences
“my extreme lower back pain”

“My baby is sick and I feel bad 
that he is less than comfortable 

due to his health."

...
“we have been really short-staffed 

at work recently.”...

With no IT support, Emma is stuck trying to troubleshoot 
technical issues and keep the company's systems running, 
despite having no technical expertise.

Due to budget cuts, Sarah is the only nurse on 
the night shift, forced to work double the hours 
and juggle patient care with administrative tasks.

…20 Stories 
Each

Figure 2: Story Brainstorming Step. Each sentence from
the SAD dataset (Mauriello et al., 2021) is prompted
into Llama 2 13B Chat to generate 20 stories.

ter various therapeutic styles including Cognitive173

Behavioral Therapy (CBT), Dialectical Behavior174

Therapy (DBT), Person-Centered Therapy (PCT),175

and Reality Therapy (RT). Further details on each176

therapy approach are available in Appendix A.1.177

Our pipeline incorporates Lee et al.’s (2023) CoE178

prompting as a crucial component.179

3 Corpus Construction Framework180

Our framework alternates between generation and181

deduplication steps in sequence (Figure 1). The182

SYNTHEMPATHY corpus is produced by a step-183

by-step process of story brainstorming, explanation184

rewriting, and empathetic response. We refer to185

these three steps as the generation steps. In this186

process, we run an assortment of LLMs, includ-187

ing Llama 2 13B Chat, Llama 3 8B, and Gemma188

7B, to enhance diversity and minimize repetition189

in the output texts used in the subsequent step. We190

maintain the corpus quality by implementing rou-191

tine deduplication steps in between each generation192

step. Furthermore, the last deduplication step in-193

cludes a manual keyword search to remove any194

examples with offensive language.195

3.1 Story Brainstorming196

The first step in our pipeline involves generating197

stories based on various scenarios. We apply the198

scenarios from English Stress Annotated Dataset 199

(SAD) (Mauriello et al., 2021), which contains 200

stress-inducing scenarios that are annotated with 201

many features including severity ratings. As shown 202

in Figure 2, Llama 2 13B Chat uses each of the 203

6,476 SAD scenarios as inspiration to generate 20 204

unique stories, and thus creating 129,520 stories in 205

total. The optimal values for the hyperparameters 206

temperature and top_p are determined empirically 207

through a simple grid search while setting the tem- 208

perature high to maximize randomness. Further 209

details on hyperparameter tuning can be found in 210

Appendix A.2. 211

3.2 Story Deduplication 212

We employ the ExactSubstr algorithm (Lee et al., 213

2022b), which uses a suffix array to efficiently iden- 214

tify and remove all substring matches across the 215

input data in mostly O(logN) operations. We set 216

the number of characters that must match before 217

the algorithm removes it, dup_length_threshold to 218

75. The algorithm trims our stories by 12%, re- 219

moving 14,863 duplicate stories and leaving us 220

with 114,657 unique stories suitable for rewriting 221

as first-person explanations in the next generation 222

step. 223

3.3 Explanation Rewriting 224

We use LLMs as text rewriting tools to convert 225

each story into a first-person explanation designed 226

to elicit empathetic responses. Given the four types 227

of Chain of Empathy (CoE) approaches (Lee et al., 228

2023), namely CBT, DBT, PCT, and RT, we divide 229

the stories into four equal bins and generate the 230

first-person explanations corresponding to one of 231

the therapy types by varying the system message. 232

Figure 3 shows the prompt and system message 233

input to the LLMs. 234

3.4 Explanation Deduplication 235

As the previous story deduplication, we run the Ex- 236

actSubstr algorithm, which removes 165,365 dupli- 237

cate characters across the first-person explanations. 238
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Generate a 25 words maximum first-person explanation for the story, indicating the start with 
Explanation:. Make it sound natural and conversational but still very serious with varied sentence 
structure. No need to introduce yourself. The story is: " + story

Stories A teenager wakes up to find the water from the overflowing toilet 
has flooded the entire first floor of their house....

Oh my gosh, you won't believe what just happened! I woke up to find 
my entire first floor completely flooded! Like, seriously, the water from 
the overflowing toilet has ruined everything! My…how do you even 
clean this up?! My life is a disaster!

CBT 
(Catastrophizing) 

Explanation

...

"You are in a bad situation and are overly catastrophizing your situation."

...

...

Figure 3: Explanation Rewriting Step. Each story is
rewritten into a first-person explanation. This figure
illustrates an example story being converted into a Cog-
nitive Behavioral Therapy (CBT) explanation.

3.5 Empathetic Response239

The final step in our pipeline involves feeding the240

deduplicated CoE explanations to an LLM to re-241

trieve empathetic responses. We use an even mix242

of Llama 2 13B Chat, Gemma 7B, Mistral 7B, and243

Llama 3 8B for a variety of response styles. Af-244

ter collecting all explanation-response pairs, we245

conduct one last deduplication step using Exact-246

Substr algorithm with dup_length_threshold=100247

characters. We then remove any offensive content248

using keyword searches. Ultimately, we obtain the249

SYNTHEMPATHY corpus of 105,578 explanation-250

response pairs. The explanations have a mean251

length of 95.5 words and a standard deviation of252

80.8 words, while the responses have a mean of253

153.7 words and a standard deviation of 69.8 words254

(See Appendix Figure 11).255

4 Results256

To explore the potential of the SYNTHEMPATHY257

corpus in improving LLMs, we fine-tune2 Mistral258

7B using this corpus (Fine-Tuned) and compare259

the responses it produces against those generated260

by the base Mistral 7B model (Base) in Table 2.261

We test both models on 4,666 sad tweets,262

crawled via hashtags (Saravia et al., 2018) to elicit263

responses and assess performance on unseen data.264

To evaluate the empathetic levels expressed by265

these responses, we use a RoBERTa-based scor-266

ing model (Sharma et al., 2020) that assigns a score267

between 0 and 2, inclusive, to each of the three268

ways of expressing empathy: emotional reaction269

(ER), interpretation (IP), and exploration (EX). We270

2adapted from a public Python notebook on unsloth.ai,
which provides kernel-level optimizations for LLM fine-tuning

Area Base Fine-Tuned
ER µ = 1.16, σ = 0.53 µ = 1.40, σ = 0.51
IP µ = 0.03, σ = 0.24 µ = 0.02, σ = 0.20
EX µ = 0.11, σ = 0.46 µ = 0.04, σ = 0.28

Table 2: Improvement in ER Empathy score of Mistral
7B after fine-tuning on SYNTHEMPATHY corpus. The
empathy areas are emotional reaction (ER), interpreta-
tion (IP), and exploration (EX).

examine the mean (µ) and standard deviation (σ) 271

of these responses. 272

The summary statistics for empathy scores are 273

shown in Table 2. While IP and EX remain low 274

for both models with and after fine-tuning, there is 275

a notable 21% increase in mean ER score accom- 276

panied by a 4% decrease in the standard deviation. 277

This indicates that fine-tuning on our corpus has 278

enabled the Mistral 7B model to produce empa- 279

thy more consistently in the form of appropriate 280

emotional reaction. Although the fine-tuned model 281

have lower means for IP and EX, these scores are 282

already very low for the base model. Interestingly, 283

similar trends were observed in CoE, as Lee et al. 284

(2023) reported a decrease in EX F1-score for all 285

four types of CoE prompting (CBT, DBT, PCT, and 286

RT), with an average drop of 12.53%. This pattern 287

suggests that a slight reduction in EX may be an 288

inevitable trade-off for enhanced emotional reac- 289

tion capabilities when employing our CoE-based 290

corpus. We have also manually inspected exam- 291

ples from the corpus and tracked the formation of 292

each example across the entire multi-step process 293

(examples in the Appendix Figures 7,8,9,10). 294

5 Conclusion and Future Work 295

We have created SYNTHEMPATHY, a novel, large- 296

scale empathy corpus of 105k dialogues based on 297

psychotherapy theories. We demonstrate that this 298

corpus can enhance the emotional empathetic abili- 299

ties of LLMs using an empathy scoring algorithm. 300

Beyond the corpus itself, we propose a step-by-step 301

framework for constructing specialized corpora, as 302

it can be generalized to downstream tasks beyond 303

empathy. The only components of our pipeline 304

specifically tailored to empathy are the initial SAD 305

dataset and CoE prompting. Given the availabil- 306

ity of many domain-specific open datasets, CoE 307

prompting can be substituted with domain-specific 308

prompting methods as needed. For our future work, 309

we plan to adapt our framework to low-resource 310

areas, such as social norms. 311
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Limitations312

Although our automatic corpus construction313

pipeline enables the creation of an entire empathy314

corpus internally, the trade-off involves replacing315

crowdsourcing with electricity consumption from316

a large amount of LLM inference. Most of the317

scenario brainstorming process was done by run-318

ning inference with locally downloaded Llama 2319

13B Chat on our machine with two NVIDIA L40320

GPUs. However, our Llama 2 13B Chat inference321

did not use the full 300W TDP avaiable on L40.322

The other LLMs were smaller 7B models and re-323

quired one GPU instead. During evaluation, we324

used one NVIDIA V100 GPU when fine-tuning325

Mistral 7B. The total GPU hours across all experi-326

ments spanned five days, with an average electricity327

consumption of 371.6W during the first three days328

and 152.4W for the remaining two days. This re-329

sulted in a total energy consumption of 34.1kWh,330

which is around the average person’s daily electric-331

ity usage in the United States (29kWh). Since it332

is a one-off cost for our pipeline, energy consump-333

tion does not pose a severe problem and presents334

a more efficient alternative to eliminating the need335

for crowdsourcing.336

Ethics Statement337

Although no unethical practices occurred during338

the construction of the SYNTHEMPATHY corpus,339

addressing its ethical implications is crucial given340

its connection to psychotherapy approaches and341

potential use in fine-tuning chatbots for individu-342

als with mental health concerns. Since the SYN-343

THEMPATHY corpus was built through an auto-344

mated pipeline, there is a risk of inappropriate or345

sensitive topics entering the dataset via LLM out-346

put. To mitigate this risk, we scan the entire corpus347

to rigorously review and check for any presence348

from a dictionary of any sensitive words. We re-349

moved 457 examples containing one or more of350

these sensitive words.351

All supplementary datasets we used throughout352

the paper are open-sourced and publicly available.353

The inference code we adapted from Meta’s Llama354

models are open source and our use aligns with355

their responsible use guide. The Unsloth3 code356

we adapt to fine-tune Mistral 7B is open sourced357

on their public GitHub4 repository and they state358

that their notebooks can be used to fine-tune at359

3https://unsloth.ai/
4https://github.com/unslothai/unsloth

no cost. SYNTHEMPATHY is an open-sourced 360

corpus created to advance research in the empathy 361

domain of LLMs ensuring full compliance with all 362

terms of use. 363
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A Appendix 475

A.1 Psychotherpy Theory Behind CoE 476

Prompting 477

CBT is a therapy style where the therapist tries 478

to correct any misconceptions or catastrophic 479

thoughts that the client has. Thus, CBT prompting 480

appends to the original explanation that the client 481

is overestimating the severity of the situation. This 482

urges the LLM to respond by defusing the cognitive 483

blind spot by empathetically suggesting alternative 484

ways of thinking. DBT prompting appends to the 485

original explanation that the client is having dif- 486

ficulties controlling their emotions. This in turn 487

makes the LLM gear its response towards provid- 488

ing as much empathy as possible so that the client 489

can become emotionally stable again. PCT prompt- 490

ing adds that the client is confused and unable to 491

understand themselves to the base prompt. Finally, 492

RT prompting adds that the client does not know 493

where the root of their problems hides which makes 494

the LLM focus on giving potential solutions while 495

still being empathetic. In short, all four prompting 496

methods are designed to maximize empathy by pin- 497

ning down on a specific way in which therapists 498

show empathy. 499

A.2 LLM Hyperparameter Tuning 500

We use a grid search with step size 0.05 to find 501

the optimal values of temperature and top_p. For 502

each combination of the two hyperparameters we 503

generate stories for 5 scenarios and compare the 504

outputs by inspection. For instance, for story brain- 505

storming with Llama 2 13B Chat, we find that a 506

relatively high temperature of 1.8 paired with a 507

low top_p value of 0.3 helps introduce as much 508

randomness into the corpus as possible while keep- 509

ing the LLM’s responses coherent. We administer 510

a similar grid search for explanation rewriting and 511

empathetic response. Furthermore, we also do this 512

for each of the other LLMs such as Gemma 7B and 513

Mistral 7B. Hyperparameters along with prompts 514

are shown in Figures 4,5,6. 515
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“Use the following as reference to return a list containing 20 completely different specific 
stories about a fictional character struggling in the given scenario: ” + scenarioPrompt

Story Brainstorming: Prompt + Hyperparameters

You are a creative brainstorming assistant.System 
Message

Hyperparameters
Temperature = 1.8
top_p = 0.3
max_seq_len = 4096
max_batch_size = 1

Figure 4: Prompts and Hyperparameters for First Step: Story Brainstorming

"Generate a 25 words maximum first-person explanation for the story, indicating the start with 
Explanation:. Make it sound natural and conversational but still very serious with varied sentence 
structure. No need to introduce yourself. The story is: " + story

Prompt

Explanation Rewriting: Prompt + Hyperparameters

You are in a bad situation and are overly catastrophizing your situation.CBT System 
Message

Hyperparameters

You are in a bad situation and are having difficulties controlling your emotions.
DBT System 
Message

You are in a bad situation and can't even understand the situation or how you should react.PCT System 
Message

You are in a bad situation and want to get to the root cause.RT System 
Message

Temperature = 1.9
top_p = 0.3
max_seq_len = 4096
max_batch_size = 1

Figure 5: Prompts and Hyperparameters for Second Step: Explanation Rewriting

"Respond with empathy to the following person by reminding them that it is not all over: " + explanationCBT Prompt

Empathetic Response: Prompt + Hyperparameters

You are giving an empathetic response to someone who is displaying catastrophic cognitive error in a difficult situation.CBT System 
Message

Hyperparameters

You are giving an empathetic response to someone who is struggling to control their emotions in a difficult situation.
DBT System 
Message

You are giving an empathetic response to someone who needs better self-awareness in a difficult situation.PCT System 
Message

You are giving empathetic response to someone who wants to get to the underlying cause of a difficult situation.RT System 
Message

"Respond with empathy to the following person by helping them control their emotions: " + explanationDBT Prompt

"Respond with empathy to the following person by raising their self-awareness: " + explanationPCT Prompt

"Respond with empathy to the following person by identifying the root cause of their problems: " + explanationRT Prompt

Temperature = 2.0
top_p = 0.2
max_seq_len = 4096
max_batch_size = 1

Figure 6: Prompts and Hyperparameters for Third Step: Empathetic Response
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oh not much. just miss my ex a lot more than i thoughtOriginal SAD Sentence

The character's ex's favorite song comes on the radio, making them feel sentimental and sadStory

Oh no, here we go again. My least favorite song is playing on the radio, and I can't help but feel a wave of sadness wash 
over me. It's my ex's favorite song…I feel like I'm stuck in a never-ending loop of heartache and longing, and I can't 
seem to escape. This song is like a punch to the gut, bringing back all the feelings I thought I had moved on from. Ugh, 
why does this have to be my theme song?

First-Person 
Explanation (CBT)

It sounds like you're feeling really overwhelmed and disappointed right now, and I can completely understand why. Taking a year-long 
journey around the world is an incredible accomplishment that requires a lot of courage and spirit of adventure. It's understandable that 
you may have prioritized experiences and personal growth over financial stability during your travels.  It's important to remember that 
you're not alone in feeling this way, and many people have found themselves in similar situations…I also want to acknowledge the
emotional impact of your situation. Returning from a life-changing journey to face financial difficulties can be incredibly challenging 
and may bring up feelings of frustration, disappointment, and anxiety. It's important to take care of yourself during this time and seek 
support from loved ones, friends, or a mental health professional if needed.  Remember, taking care of your financial well-being is an 
important aspect of self-care, and there are steps you can take to address your current situation. Let's work together to explore some 
options and come up with a plan that feels manageable and empowering for you.

Empathetic 
Response (CBT)

CBT (Catastrophizing) Example: All Steps

Figure 7: Random Sample for CBT

My grandma went to see a doctor this week because she's been having a lot of pain and swelling in her lower legs lately.Original SAD 
Sentence

A 60-year-old man is struggling to walk his dog due to pain and swelling in his legs, causing him 
to feel dependent on his family for assistance.

Story

I'm a 60-year-old man struggling to walk my dog due to pain and swelling in my legs. It's like my body's 
betraying me, making me feel dependent on my family for assistance. It's tough to accept this new reality 
and maintain my independence.

First-Person 
Explanation (DBT)

I'm truly sorry to hear that you're going through such a challenging time. It's normal to feel angry, frustrated, and maybe 
even sad about your changing circumstances. Dealing with pain and physical limitations can feel overwhelming, and it's 
utterly understandable why you're struggling with your emotions. This new reality can be difficult to accept, and it's 
okay to need support from your family during this period. Remember, that asking for help doesn't make you any less 
independent; it just means that you're allowing your loved ones to care for and contribute to your well-being. Please 
take some time to express your feelings and don't hesitate to reach out if you need someone to listen and understand.

Empathetic 
Response (DBT)

DBT (Controlling Emotions) Example: All Steps

Figure 8: Random Sample for DBT
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It is sad that I have allowed myself to get so upset over school, my parents, my friends, that I have become sick.
Original SAD 

Sentence

Charlie, a charismatic high school student, has always been the life of the party. But when he comes down with a mysterious 
illness, he finds himself struggling to connect with his friends and family, who seem to be disappearing one by one.Story

It's like, I was just living my best life, you know? Popular, outgoing, always the center of attention. But 
then, BAM! I come down with this weird illness and suddenly, everyone around me is just...gone. Like, 
literally vanished. It's like I'm the only one left in this desolate wasteland. What the heck is happening?!

First-Person 
Explanation (PCT)

I can sense the shock and bewilderment that's taken over your life. It sounds like you went from being the life of the party to 
feeling utterly isolated and abandoned overnight. I can only imagine how disorienting it must be to have your entire world 
turned upside down like that. Your circle of friends, the people who surrounded and energized you, just disappeared when 
you needed them most. That must feel like a huge abandonment, and it's no wonder you're feeling lost and abandoned in a 
wasteland. It's like, who are you without that validation and attention? It's almost as if your identity was tied to being the 
popular, outgoing one, and now that's been stripped away. You're probably wondering, ""Who am I now?"" and ""How do I 
reconcile this new reality with the old me?

Empathetic 
Response (PCT)

PCT (Lack of Self-Awareness) Example: All Steps

Figure 9: Random Sample for PCT

I need to practice every day to make sure I'm ready.
Original SAD 

Sentence

The performer who battles stage fright and must find ways to calm their nerves before each show.Story

I'm a performer plagued by stage fright, and I'm desperate to find a way to calm my nerves before 
each show. My heart races, my hands tremble, and my mind goes blank - it's a living nightmare. I've 
tried everything from deep breathing to chanting, but nothing seems to work. I'm at my wit's end, and 
I'm willing to try anything to overcome this debilitating fear.

First-Person 
Explanation (RT)

I can only imagine how truly challenging and frustrating it must be for you to cope with stage fright. It's essential to be 
patient with yourself, as conquering a fear like this can take time and determination. The fact that you are actively 
seeking solutions and did not give up shows your resolve to improve. It might be helpful to explore other methods and 
techniques, perhaps with the guidance of a professional, or to talk to others who have faced similar issues to find out 
what worked for them. Remember, you are not alone in this, and overcoming this fear will require dedication and a 
strong support system.

Empathetic 
Response (RT)

RT (Finding Root Cause of Issue) Example: All Steps

Figure 10: Random Sample for RT
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Explanations
Mean = 95.5 Words

Standard Deviation = 80.8 Words

Responses
Mean = 153.7 Words

Standard Deviation = 69.8 Words

Figure 11: Distribution and Summary Statistics for Explanation and Responses in SYNTHEMPATHY
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