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Abstract

The recent release of GPT-4o showcased the001
potential of end-to-end multimodal models, not002
just in terms of low latency but also in their003
ability to understand and generate expressive004
speech with rich emotions. While the details005
are unknown to the open research community,006
it likely involves significant amounts of cu-007
rated data and compute, neither of which is008
readily accessible. In this paper, we present009
BLSP-Emo (Bootstrapped Language-Speech010
Pretraining with Emotion support), a novel011
approach to developing an end-to-end speech-012
language model capable of understanding both013
semantics and emotions in speech and gener-014
ate empathetic responses. BLSP-Emo utilizes015
existing speech recognition (ASR) and speech016
emotion recognition (SER) datasets through017
a two-stage process. The first stage focuses018
on semantic alignment, following recent work019
on pretraining speech-language models using020
ASR data. The second stage performs emotion021
alignment with the pretrained speech-language022
model on an emotion-aware continuation task023
constructed from SER data. Our experiments024
demonstrate that the BLSP-Emo model excels025
in comprehending speech and delivering empa-026
thetic responses, both in instruction-following027
tasks and conversations.1028

1 Introduction029

Large Language Models (LLMs) have demon-030

strated remarkable capabilities in intent understand-031

ing (Lu et al., 2023), instruction following (Chung032

et al., 2022), and problem-solving (Achiam et al.,033

2023; Touvron et al., 2023), revolutionizing human-034

machine interaction. Speech, as the primary mode035

of human communication, conveys rich paralin-036

guistic features related to emotions, tones, and in-037

tentions that cannot be fully captured in text. Fig-038

ure 1 illustrates that LLMs equipped with the ability039

1Visit https://anonymous4blsp.github.io/
blsp-emo.github.io/ for demo.

That's wonderful news! Congratulations on your 
upcoming graduation! Graduating is a significant 
achievement and a major milestone in your life ...Cheerful

I'm sorry to hear that you're feeling sad about 
graduating soon. It's natural to feel a mix of 
emotions when it comes to leaving behind the ...

🔊🔊 I'm graduating soon.

🔊🔊 I'm graduating soon.

Sad

Figure 1: Illustrative example of an empathetic large
language model responding to speeches with identical
linguistic content but different emotional tones.

to understand both linguistic content and emotion 040

cues in speech can enhance interaction experiences 041

by providing empathetic responses. 042

Recent work on end-to-end modeling of speech 043

inputs with LLMs falls into two categories. The 044

first category focuses on adapting LLMs for a 045

wide range of speech and audio-related tasks, such 046

as speech recognition, translation, and emotion 047

recognition (Rubenstein et al., 2023; Chen et al., 048

2023). However, these models lack the ability to 049

retain the general instruction-following capabili- 050

ties of LLMs and cannot engage in conversations 051

with speech inputs. The second category aims to 052

extend LLMs’ instruction-following capability to 053

speech inputs, enabling direct speech interaction 054

with LLMs (Zhang et al., 2023; Wang et al., 2023a). 055

Nevertheless, these approaches primarily focus on 056

the semantics in speech and fail to capture paralin- 057

guistic cues related to emotions. Some studies have 058

attempted to train models to understand emotions 059

in speech and respond empathetically (Xue et al., 060

2023; Lin et al., 2024). However, these efforts 061

rely on speech instruction data constructed with 062

expressive text-to-speech synthesis tools, which 063

limits their generalization capability with natural 064

human speech. Annotating large quantities of new 065

emotion-sensitive instruction or conversation data 066

for natural speech would be costly. 067

In this paper, we present the BLSP-Emo ap- 068
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proach, which aims to develop an end-to-end069

speech-language model capable of understanding070

semantics and emotions in speech and generating071

empathetic responses, using only existing speech072

recognition (ASR) and speech emotion recogni-073

tion (SER) datasets. BLSP-Emo builds upon re-074

cent work on speech-language models developed075

with the BLSP method (Wang et al., 2023a, 2024),076

which are bootstrapped from and aligned at the se-077

mantic level with an LLM using ASR data. These078

speech-language models exhibit generation behav-079

iors consistent with the LLM when presented with080

speech input containing the same linguistic content.081

We propose to perform emotion alignment to082

understand emotions, in addition to semantics, in083

speech and generate empathetic responses. Specifi-084

cally, we first prompt an LLM to generate emotion-085

aware continuations of transcripts in the SER data086

given the reference emotion label. We then adapt087

a speech-language model bootstrapped from the088

same LLM to generate these continuations directly089

from speech. This adaptation step encourages the090

model to comprehend and react to both the lin-091

guistic content and paralinguistic emotion cues092

in speech, generating text continuations that are093

aligned with those the LLM would produce if pro-094

vided with the same linguistic content and emotion095

label.096

The contributions of our work are as follows:097

• We introduce a new empathetic large speech-098

language model, adapted from an instruction-099

following LLM, that can understand and re-100

spond to emotion cues in speech with empathy,101

while maintaining its ability to follow speech102

instructions and engage in conversations.103

• We develop a two-stage approach to adapt104

LLMs to empathetic large speech-language105

models, using existing ASR data for semantic106

alignment and SER data for emotion align-107

ment, aiming to ensure that responses to108

speech input align with those the LLMs would109

produce if provided with the same linguistic110

content and emotion label.111

• We conduct quantitative evaluations and pro-112

vide demonstrations to showcase that the113

BLSP-Emo approach enables LLMs with114

competitive capabilities to perform standalone115

speech emotion recognition, generate empa-116

thetic responses, and engage in empathetic117

conversations.118

2 Method 119

Our proposed approach, termed BLSP-Emo, aims 120

to develop an end-to-end speech-language model 121

that understands both linguistic content and par- 122

alinguistic emotion cues in speech and generates 123

empathetic responses. BLSP-Emo builds upon 124

bootstrapped speech-language models developed 125

with the BLSP method (Wang et al., 2023a, 2024), 126

which are adapted from a text-only LLM using 127

ASR data. BLSP-Emo leverage SER data to enable 128

these bootstrapped speech-language models to also 129

comprehend and react to the paralinguistic emo- 130

tion cues. In what follows, we will describe the 131

model architecture and introduce how we achieve 132

semantic alignment and emotion alignment. 133

2.1 Architecture 134

BLSP-Emo models share a similar architecture as 135

those in BLSP, comprising three components: a 136

speech encoder (with parameters ψ), an instruction- 137

following LLM (with parameters ϕ), and a modal- 138

ity adapter (with parameters θ) between the speech 139

encoder and LLM. Figure 2 provides an overview 140

of our model. 141

2.2 Semantic Alignment Stage 142

To achieve speech-text alignment at the semantic 143

level and enable general instruction-following capa- 144

bilities for LLMs with speech inputs, we adopt the 145

behavior alignment approach used in BLSP (Wang 146

et al., 2023a). The core concept is that if speech 147

and text are well-aligned, the LLM’s text gener- 148

ation behavior given speech input should closely 149

match its behavior when given the corresponding 150

transcript. This alignment is accomplished by train- 151

ing on synthesized speech instruction data derived 152

from existing ASR datasets with a continuation 153

prompt as follows: 154

User: Continue the following sentence in a 155
coherent style: <transcript> 156
Assistant: 157

This process extends an ASR training sample 158

(s,x) into a tuple (s,x,y), where y is the LLM’s 159

response, representing a natural continuation of 160

the transcript x and the corresponding speech s. 161

The model is trained to generate the same contin- 162

uation when given speech input, using the same 163

continuation prompt. This is achieved by applying 164

a KL-divergence loss according to the knowledge 165

distillation framework described in (Wang et al., 166

2024), leading to the semantic alignment loss: 167
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User Instruction
Continue the following sentence that 
reflects a ‘sad’ emotion tone in a coherent 
style: so i was like wandering around 
before it takes forever to find her 
headstone i always lose it you know

Modality Adapter

I couldn’t help but feel a sense of loss
and sadness as I searched for her
headstone, my heart heavy with the
knowledge that I would never see her
again. It seemed like …

SER Data
transcript, emotion speech

FIRST STEP SECOND STEP

(Transcript: so i was … you know)
( Emotion: sad)

LLM LLM

Speech Encoder

I couldn’t help but feel a sense of loss
and sadness as I searched for her
headstone, my heart heavy with the
knowledge that I would never see her
again. It seemed like …

User Instruction
Continue the following sentence 
based on the conveyed emotion 
tone in a coherent style:

PLoRA

sad

Figure 2: Overview of the BLSP-Emo approach. In the first step, an LLM generates emotion-aware text continuations
using speech transcripts and emotion labels as inputs. These generated continuations serve as supervisions to train
the model in the second step, where the corresponding speech is used as input. Differences in the prompts used
during data construction and the training stage are highlighted in red font.

ℓSemantic(s,x,y) =168

−
∑
j,y

pϕ(y|x,y<j) log pψ,θ,ϕ(y|s,y<j) (1)169

In this semantic alignment stage, we focus on170

tuning the parameters θ of the modality adapter,171

keeping the parameters ψ and ϕ of the speech en-172

coder and LLM frozen.173

2.3 Emotion Alignment Stage174

As studied in Busso et al. (2008); Castro et al.175

(2019), humans convey emotions in speech through176

both linguistic and paralinguistic cues. A model177

trained with the BLSP approach captures the lin-178

guistic cues for emotion but lacks the ability to un-179

derstand paralinguistic cues, as it is aligned at the180

semantic level based on linguistic content. Ideally,181

an emotion-aware speech-language model should182

be pretrained on large amounts of speech-text data183

to understand the relationship between paralinguis-184

tic emotion cues and linguistic context, and then185

fine-tuned on emotion-aware speech instruction186

data, following the training paradigm used for text-187

only LLMs. However, this approach requires ex-188

tensive curated data and significant computational189

resources, neither of which is readily accessible.190

Our approach to emotion alignment builds upon191

and extends the behavior alignment method by cre-192

ating natural continuations of speech transcripts193

that reflect the emotional tones in the speech. This 194

is achieved by leveraging existing speech emo- 195

tion recognition (SER) datasets. Given a sample 196

(s,x, e) from a SER dataset, where e is the emotion 197

label annotated for speech s, we prompt the LLM 198

with the following instruction: 199

User: Continue the following sentence that reflects 200
a <emotion> emotion tone in a coherent style: 201
<transcript> 202
Assistant: 203

This generates a text continuation y of the 204

speech s that is consistent with the emotion label 205

e. We then initialize the BLSP-Emo model with 206

parameters of the BLSP model trained from the se- 207

mantic alignment stage and fine-tune it to generate 208

these continuations given only the speech as input, 209

as follows: 210

User: Continue the following sentence based on the 211
conveyed emotion tone in a coherent style: 212
<speech features> 213
Assistant: <text continuation> 214

This results in the primary emotion alignment 215

loss based on emotion-aware continuations: 216

ℓcont
Emotion(s,y) = −

∑
j

log pψ,θ,ϕ(yj |s,y<j) (2) 217

We also introduce an auxiliary speech emotion 218

recognition loss by directly predicting the emotion 219

label e from the hidden states output by the modal- 220

ity adapter, using pooling and a classification layer 221
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(with additional parameters η):222

ℓser
Emotion(s, e) = − log pψ,θ,η(e|s) (3)223

In this emotion alignment stage, we unfreeze the224

parameters ψ of the speech encoder and parameters225

ϕ of the LLM, in addition to the parameters θ of the226

modality adapter and η of the classification layer.227

This allows the speech encoder to capture paralin-228

guistic emotion cues and provides additional mod-229

eling power in the LLM to address the discrepancy230

between speech and text. We follow the PLoRA231

approach proposed in (Dong et al., 2024; Wang232

et al., 2024) to adapt parameters ϕ of the LLM.233

The LoRA module is selectively applied only to234

speech tokens, preserving the LLM’s ability to en-235

code text instructions and generate text.236

3 Experiment Setup237

3.1 Datasets238

We use publicly available ASR datasets in the se-239

mantic alignment stage and SER datasets in the240

emotion alignment stage.241

The ASR datasets include LibriSpeech (Panay-242

otov et al., 2015), CommonVoice 13.0 (Ardila et al.,243

2019), and the GigaSpeech M set (Chen et al.,244

2021), totaling approximately 1.9 million English245

(speech, transcript) pairs, along with a compara-246

ble number of Chinese ASR samples randomly247

selected from WeNetSpeech (Zhang et al., 2022).248

The details of the SER datasets and train/test249

splits can be found in Appendix B. In summary,250

we train on IEMOCAP, MELD, CMU MOSEI,251

MEAD, and ESD, covering approximately 70k252

utterances in English and Chinese, and evaluate253

SER performance on IEMOCAP and MELD as254

in-domain test sets, on RAVDESS and MerBench255

as out-of-domain test sets, as well as on three lan-256

guages not seen in training: AESDD for Greek,257

CaFE for French, and RESD for Russian. We fo-258

cus on five emotion categories: neutral, happy, sad,259

angry, and surprise across all datasets.260

We conduct evaluations on emotion-aware261

speech instruction capabilities based on a synthe-262

sized version of Alpaca-52k (Taori et al., 2023),263

and emotion-aware multi-turn conversation based264

on IEMOCAP (Busso et al., 2008), with details265

presented in Section 4.266

3.2 Training Details267

We utilize the encoder part of Whisper-large-268

v2 (Radford et al., 2022) as the speech encoder,269

convolution-based subsampler as the modality 270

adapter, and Qwen-7B-Chat (Bai et al., 2023) as the 271

LLM. More details can be found in Appendix C. 272

3.3 Baselines 273

We compare with the following baselines: 274

Text|Whisper+LLM These are cascaded sys- 275

tems where the LLM input is either the ground- 276

truth transcript or the recognition output from 277

Whisper-large-v2, which includes a speech encoder, 278

as used in BLSP-Emo, and a speech decoder. 279

BLSP This model undergoes the semantic align- 280

ment stage described in Section 2.2 and initializes 281

BLSP-Emo before the emotion alignment stage. 282

BLSP-SER This model is initialized from BLSP 283

and fine-tuned directly on the SER task. The 284

only difference between BLSP-SER and BLSP- 285

Emo is that the former is fine-tuned to predict the 286

ground-truth emotion label, while the latter gen- 287

erates emotion-aware continuations, both utilizing 288

the same SER training datasets. 289

HuBERT|wav2vec2|WavLM+Whisper+LLM 290

These are cascaded systems composed of a 291

standalone SER module in addition to the 292

Whisper+LLM pipeline. The SER component 293

is fine-tuned on the SER training datasets from 294

respective speech encoder models, including 295

HuBERT large (Hsu et al., 2021), Wav2Vec 2.0 296

large (Baevski et al., 2020), or WavLM large (Chen 297

et al., 2022), with the addition of an average 298

pooling layer and a linear classifier to predict the 299

ground-truth emotion label. During evaluation, 300

we directly report the performance of the SER 301

module for the SER task. For other tasks, we 302

first use the SER module and the Whisper model 303

to respectively predict the emotion label and 304

transcript, and then use the following prompt to 305

generate responses: 306

User: The user's speech instruction, transcribed as 307
"<transcript>", conveys a <emotion> emotion tone. 308
Please provide a response. 309
Assistant: 310

4 Experiments 311

Although BLSP-Emo is trained only on continua- 312

tion tasks, we have found that the resulting model 313

has the ability to comprehend both linguistic con- 314

tent and paralinguistic emotion cues in speech and 315

respond accordingly. This enables the model to 316

4



Method
Tunable Speech Emotion Recognition (Acc%)

Speech Modality LLM IEMOCAP MELD RAVDESS MerBench MerBench
Encoder Adapter test1 test2

LLM-based Generative Models

Text+LLM 54.8 54.0 11.1 n/a n/a
Whisper+LLM 57.1 53.8 13.7 49.4 46.9
BLSP ✓ 52.8 53.1 11.1 44.9 45.3
BLSP-SER ✓ ✓ ✓ 78.6 56.4 70.5 51.5 56.0
BLSP-Emo ✓ ✓ ✓ 76.0 57.3 72.0 60.0 54.7

Encoder-based Classification Models

HuBERT-Large ✓ ✓ 64.6 53.2 70.5 55.6 45.3
wav2vec2-Large ✓ ✓ 69.3 54.8 64.0 41.2 40.6
WavLM-Large ✓ ✓ 68.9 54.6 70.3 48.3 42.8

SALMONN-7B ✓ ✓ 67.0 32.9 38.8 45.8 41.7

Table 1: SER results on various datasets. "n/a" used for Text+LLM when reference transcripts are not available.

not only follow task instructions but also demon-317

strate empathy toward the emotional tone conveyed318

in the speech. Next, we will present results on319

speech emotion recognition, instruction-following320

with empathetic responses, multi-turn conversation,321

and generalization to other languages.322

4.1 Main Results323

Speech Emotion Recognition To prompt the324

LLM-based generative models to perform the SER325

task, we use the following prompt:326

User: Please identify the emotion tone of the327
sentence provided below. Select from the following328
options: neutral, sad, angry, happy, or surprise.329
\n\nSentence: <transcript|speech>330
Assistant:331

where <transcript|speech> represents the transcript332

for cascaded systems or speech features for end-to-333

end systems. Results are shown in Table 1.334

The BLSP-Emo model achieves the highest over-335

all recognition accuracy across five test sets, along336

with the BLSP-SER model, which is fine-tuned337

from the same BLSP model but specifically for the338

SER task. BLSP-Emo significantly outperforms339

all other models, including SALMONN-7B (Tang340

et al., 2023), which adapts a large language model341

to various speech tasks, including speech emotion342

recognition.343

The Text|Whisper+LLM cascaded systems344

achieve comparable or better results than the345

encoder-based classification models on the MELD346

and MerBench test sets, but they perform the worst347

on the IEMOCAP and RAVDESS test sets. This348

suggests that while an LLM can capture linguis-349

tic cues for emotions, the text-only mode limits350

its ability for comprehensive emotion recognition.351

The BLSP model can process speech input but can-352

not pick up paralinguistic cues for emotion as it is353

Method SER Empathetic Response

Quality Empathy

Text+LLM 40.0 8.9 7.4
Whisper+LLM 40.1 8.9 7.4
BLSP 36.8 8.6 7.1
BLSP-SER 80.3 1.9 2.1
BLSP-Emo 83.8 8.8 7.7

HuBERT+Whisper+LLM 76.3 8.9 7.6
wav2vec2+Whisper+LLM 83.3 9.0 7.7
WavLM+Whisper+LLM 80.8 8.9 7.8

SALMONN-7B 43.8 2.4 1.9

Table 2: Results on SpeechAlpaca.

only trained with semantic alignment. Conversely, 354

the encoder-based classification models can cap- 355

ture paralinguistic cues but lack a semantic under- 356

standing of emotion. In contrast, BLSP-Emo can 357

simultaneously model linguistic and paralinguistic 358

emotion cues in speech, thanks to its end-to-end 359

modeling and two-stage alignment process. 360

Empathetic Response Beyond speech emotion 361

recognition, our primary concern is whether the 362

model can understand both the semantic content 363

and paralinguistic emotion cues in speech and gen- 364

erate high-quality, empathetic responses. To eval- 365

uate this, we construct a synthetic emotion-aware 366

speech instruction dataset named SpeechAlpaca, 367

derived from the open-source instruction dataset 368

Alpaca-52k (Taori et al., 2023). Additionally, we 369

use a modified system prompt2 that emphasizes 370

both quality and empathy for all systems. We then 371

employ GPT-4 as an evaluator to independently 372

score the responses generated by different systems 373

in terms of quality and empathy on a scale from 374

0 to 10. For details on test set construction and 375

2System prompt: You are a helpful assistant. Your re-
sponse should fulfill requests with empathy toward the user’s
emotional tone.
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evaluation prompts, please refer to Appendix D.376

The results are shown in Table 2.377

Consistent with findings in the SER evaluation378

on natural speech, BLSP-Emo achieves the highest379

emotion recognition accuracy of 83.8% on syn-380

thetic speech. Additionally, BLSP-Emo scores381

competitively in both quality (8.8) and empathy382

(7.7) as measured by GPT-4. In contrast, the BLSP-383

SER model, fine-tuned specifically for the SER384

task, achieves a lower performance in SER (80.3%)385

and performs poorly in empathetic response (qual-386

ity: 1.9, empathy: 2.1), as it loses the ability to387

follow speech instructions learned during semantic388

alignment.389

The BLSP model, despite having a significantly390

lower SER score (36.8%), achieves decent ratings391

in quality (8.6) and empathy (7.1), as it is able392

to comprehend semantics and linguistic emotion393

cues thanks to semantic alignment. The improve-394

ments from BLSP to BLSP-Emo in all three met-395

rics—SER (36.8% to 83.8%), quality (8.6 to 8.8),396

and empathy (7.1 to 7.7)—suggest that the BLSP-397

Emo approach effectively understands both linguis-398

tic and paralinguistic emotion cues in speech while399

maintaining its instruction-following capability, re-400

sulting in overall better responses.401

The Text|Whisper+LLM systems achieve a402

slightly higher quality score (8.9 vs. 8.8) than403

BLSP-Emo but a lower empathy score (7.4 vs.404

7.7) and significantly lower SER scores (40.0%405

vs. 83.8%). This signifies that while LLMs have406

a strong capability to capture linguistic emotion407

cues, they are limited by their inability to under-408

stand paralinguistic emotion cues. As the examples409

in Appendix D show, a text-only LLM can provide410

an empathetic response to the instruction "Suggest411

the best way to avoid a traffic jam" based on the412

semantic content alone. However, it cannot pro-413

vide empathetic responses to a neutral instruction414

"Come up with a 5-step process for making a deci-415

sion" stated in an angry voice.416

The HuBERT|wav2vec2|WavLM+Whisper+LLM417

systems with standalone SER modules418

achieve comparable quality ratings to the419

Text|Whisper+LLM systems but higher empathy420

ratings (7.6∼7.8 vs 7.4), further underlining the421

importance of capturing paralinguistic emotion422

cues in generating empathetic responses. It is423

worth noting that these cascaded systems also have424

slightly higher ratings in quality than BLSP-Emo.425

We attribute this to the room for improvement426

in semantic alignment for BLSP pretraining, as427

0 20 40 60 80 100

BLSP-Emo vs. 
WavLM+Whisper

+LLM

BLSP-Emo vs.
BLSP

BLSP-Emo vs.
Whisper+LLM

31.9 47.5 20.6

29.2 50.0 20.8

31.4 47.5 21.1

Emotion-BLSP Wins Tie BLSP Loses

Figure 3: Results on multi-turn conversation.

the Whisper model contains a separate speech 428

decoder that is trained on significantly more speech 429

data (Wang et al., 2023a, 2024). Additionally, 430

despite being trained on various speech tasks, large 431

speech-language models like SALMONN (Tang 432

et al., 2023) exhibit limitations in following 433

general speech instructions. 434

Multi-Turn Conversation We next evaluate 435

multi-turn conversations, an important applica- 436

tion scenario for empathetic large speech-language 437

models. This evaluation allows us to determine 438

if the emotion understanding capability of BLSP- 439

Emo, learned from a simple emotion-aware con- 440

tinuation task, can generalize to scenarios with ex- 441

tended conversational context. Following a setup 442

similar to Lin et al. (2024), whose test set is not 443

publicly available, we extract 3-turn dialogues be- 444

tween two speakers from IEMOCAP (Busso et al., 445

2008), treating the first speaker as the user and the 446

second as the assistant. The conversation history 447

consists of the reference dialog transcripts from the 448

first two turns, plus the current input—either a tran- 449

script for a cascaded system or speech features for 450

an end-to-end model—from the user, along with 451

the predicted emotion label if the system has a stan- 452

dalone SER module. The LLM is then prompted 453

to generate a response. For examples, please refer 454

to Appendix E. 455

Given that typical user inputs in conversations 456

are not specific task instructions, we found it dif- 457

ficult for GPT-4 to separately assess quality and 458

empathy as done on SpeechAlpaca. Instead, we 459

employ GPT-4 as an evaluator to determine which 460

system’s output is better, based on reference tran- 461

scripts in the conversation history and the emotion 462

label of the user’s most recent input. For details, 463

please refer to Appendix E. 464

As shown in Figure 3, BLSP-Emo demonstrates 465
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Method AESDD CaFE RESD Avg.(Gr) (Fr) (Ru)

Whisper+LLM 25.3 16.2 35.4 25.6
BLSP 6.8 17.3 27.2 17.1
BLSP-SER 68.9 76.7 41.4 62.3
BLSP-Emo 68.8 75.3 46.2 63.4

HuBERT-Large 53.9 66.5 43.0 54.5
wav2vec2-Large 31.2 61.7 39.2 44.0
WavLM-Large 47.0 70.7 37.3 51.7

SALMONN-7B 31.4 36.3 39.2 35.6

Table 3: SER results on other languages.

higher win rates compared to Whisper+LLM,466

BLSP, and WavLM+Whisper+LLM. This advan-467

tage mirrors BLSP-Emo’s comparative perfor-468

mance on SpeechAlpaca, highlighting its capability469

to understand and respond to paralinguistic emo-470

tion cues in speech. Notably, BLSP-Emo’s supe-471

riority over WavLM+Whisper+LLM is somewhat472

unexpected, given that the latter performed com-473

parably or slightly better on SpeechAlpaca in both474

quality and empathy ratings. We speculate that475

this discrepancy may be attributed to the specific476

prompt used, which incorporates both the transcript477

and the recognized emotion tone for the user’s last478

speech input (as illustrated in Appendix E). This479

could introduce inconsistency compared to the sim-480

pler transcript representation of the conversation481

history. In contrast, BLSP-Emo does not necessi-482

tate special prompting for speech input, as it implic-483

itly captures emotion cues in the speech features.484

While prompt engineering could potentially en-485

hance the performance of WavLM+Whisper+LLM,486

this also underscores the simplicity and advantage487

of the BLSP-Emo approach.488

Language Generalization To explore whether489

the knowledge learned about emotion cues can gen-490

eralize across languages, we evaluate zero-shot491

SER performance on three languages not included492

during training. As shown in Table 3, BLSP-Emo493

achieves the best overall performance across the494

languages, performing comparably or better than495

BLSP-SER and significantly better than the other496

models.497

4.2 Ablation Study498

We conduct ablation studies to understand the im-499

pact of two training strategies within the BLSP-500

Emo approach, with results presented in Table 4.501

Directly applying emotion alignment without first502

performing BLSP semantic alignment leads to a sig-503

nificant drop in both standalone SER performance504

and quality/empathy ratings in empathetic response. 505

This underscores the importance of having a boot- 506

strapped speech-language model that is aligned at 507

the semantic level before attending to paralinguistic 508

cues. 509

Furthermore, incorporating the auxiliary SER 510

classification task proves beneficial for achieving 511

higher performance in speech emotion recognition 512

on natural speech, even though it does not lead 513

to any noticeable differences on the SpeechAlpaca 514

test set or in the evaluation of empathetic responses. 515

4.3 Analysis 516

We perform additional analysis comparing our 517

training strategies against two recent approaches 518

in the literature of speech-language models with 519

emotion-aware capabilities. 520

First, we compare our approach to the method 521

of E-chat (Xue et al., 2023) and Spoken-LLM (Lin 522

et al., 2024), which constructed synthesized 523

emotion-aware speech instruction data using ex- 524

pressive text-to-speech tools and ChatGPT. As 525

noted previously and found in our preliminary stud- 526

ies, models trained on synthesized speech fail to 527

generalize to natural human speech. Given that our 528

approach also requires constructing synthesized 529

emotion-aware continuation data for natural speech, 530

a critical question arises: is it better to use ChatGPT 531

for data construction, as commonly done in the lit- 532

erature, or to use the same LLM that BLSP-Emo is 533

adapted from? 534

To address this, we trained a new model named 535

BLSP-ChatGPT, utilizing ChatGPT to generate 536

emotion-aware continuations for emotion align- 537

ment, starting from the same pretrained BLSP 538

model as BLSP-Emo. As shown in Table 5, while 539

BLSP-ChatGPT achieves higher SER performance 540

than BLSP, its quality and empathy ratings in empa- 541

thetic responses are notably lower. BLSP-ChatGPT 542

performs worse than BLSP-Emo across all metrics. 543

We hypothesize that the emotion-aware continua- 544

tions generated by ChatGPT may not align well 545

with the likely responses generated by the internal 546

LLM in BLSP-Emo. Consequently, the alignment 547

process may focus on narrowing the distribution 548

gap between ChatGPT and the internal LLM, rather 549

than learning to capture the paralinguistic emotion 550

cues in speech to fit into the aligned semantic space 551

established during semantic alignment. 552

Next, we compare our approach against 553

the multi-task learning strategy employed by 554

other large speech-language models, such as 555
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Method SER Empathetic Response

IEMOCAP RAVDESS SpeechAlpaca Quality Empathy

BLSP-Emo 76.0 72.0 83.8 8.8 7.7
w/o pretraining 68.5 68.6 80.3 6.7 7.0
w/o SER 72.2 66.6 83.3 8.8 7.7

Table 4: Ablation study on the BLSP pretraining stage for semantic alignment and the auxiliary SER loss.

Method Training Task Data Construction SER Empathetic Response

IEMOCAP RAVDESS SpeechAlpaca Quality Empathy

BLSP continuation same LLM 57.1 11.1 36.8 8.6 7.1
BLSP-SER SER Human 78.6 70.5 80.3 1.9 2.1
BLSP-Emo emotion-aware continuation same LLM 76.0 72.0 83.8 8.8 7.7

BLSP-ChatGPT emotion-aware continuation GPT-3.5-turbo 68.9 54.2 68.0 6.1 6.0
BLSP-MultiTask continuation + SER same LLM + Human 75.3 71.5 77.8 8.3 7.2

Table 5: Comparison with ChatGPT data construction and multi-task learning.

SALMONN (Tang et al., 2023), which aims to556

understand semantic content and various paralin-557

guistic cues. As demonstrated in previous sessions,558

BLSP-Emo significantly outperforms SALMONN-559

7B in both standalone emotion recognition and560

emotion-aware instruction following. However,561

a question remains: can we replace the emotion-562

aware continuation task employed in the emotion563

alignment stage with a multi-task framework in-564

volving two tasks: emotion-agnostic continuation565

and speech emotion recognition?566

To answer this, we use the SER training datasets567

to construct two tasks: one for standalone SER and568

another for emotion-agnostic continuation. The569

resulting model is named BLSP-MultiTask. As570

shown in Table 5, while BLSP-MultiTask signif-571

icantly improves the SER accuracy of the BLSP572

model, its response quality is lower than that of573

BLSP. BLSP-MultiTask also performs worse than574

BLSP-Emo across all metrics. This comparison575

highlights the importance of the emotion-aware576

continuation task in developing effective empa-577

thetic speech-language models.578

5 Related Works579

See Appendix A for a discussion on related works.580

6 Conclusion581

In summary, this paper presents BLSP-Emo, a582

novel approach to build empathetic large speech-583

language models by utilizing existing speech recog-584

nition and speech emotion recognition datasets,585

through a two stage alignment process: semantic586

alignment and emotion alignment. Through quanti-587

tative evaluations, we demonstrate that the BLSP-588

Emo approach extends instruction-following LLMs 589

with competitive abilities to understand both seman- 590

tics and emotions in speech and perform standalone 591

speech emotion recognition, generate empathetic 592

responses, and engage in multi-turn conversations. 593

Limitations 594

Evaluation of Empathy. While our methods for 595

assessing empathetic responses provide valuable 596

insights, there are several limitations. Synthesized 597

speech, as in SpeechAlpaca, lacks variations in 598

factors such as speaker ids and emotion expres- 599

sions, potentially limiting the accuracy of model 600

performance evaluation on natural human speech. 601

Additionally, in the evaluation of multi-turn conver- 602

sations on IEMOCAP, we only assess a single-turn 603

response within a multi-turn context. This may not 604

fully capture the model’s performance in continu- 605

ous conversations and how empathetic responses, 606

sometimes repetitive, are perceived from a user 607

experience perspective. 608

Broader Applicability. Our current approach 609

to modeling emotions in speech relies on a lim- 610

ited number of emotion states annotated in SER 611

datasets. However, human speech has rich expres- 612

sions of emotions that are more nuanced and may 613

include variations of emotion in lengthy speech 614

segments. Additionally, there are other types of 615

paralinguistic cues in human speech, such as tones 616

and intentions, that are important in communica- 617

tion but not addressed in this work. The two-stage 618

alignment approach, however, could be expanded 619

to achieve general modeling of paralinguistic cues 620

through end-to-end modeling on large speech-text 621

datasets, while retaining instruction-following ca- 622
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pabilities. We leave this to future work.623
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Dataset Source Language Emotion #Utts

Train Data

IEMOCAP Session 1-4 Act English
neutral, happy, sad, angry, excited, frustrated, fear, surprise,
disappointed 2610

MELD train Friends TV English
neutral, happy (joy), sad (sadness), angry (anger), surprise,
disgust, fear 5920

ESD Act English&Chinese neutral, happy, sad, angry, surprise 33443

CMU MOSEI YouTube English
neutral, happy (happiness), sad (sadness), angry (anger), sur-
prise, disgust, fear 13557

MEAD Act English neutral, happy, sad, angry, surprise, contempt, disgust, fear 15345

Test Data

IEMOCAP Session 5 Act English
neutral, happy, sad, angry, excited, frustrated, fear, surprise,
disappointed 942

MELD test Friends TV English
neutral, happy (joy), sad (sadness), angry (anger), surprise,
disgust, fear 1577

RAVDESS Act English neutral, happy, sad, angry, surprise, calm, fearful, disgust 864
SpeechAlpaca Microsoft TTS English neutral, happy (cheerful), sad, angry 400

MerBench test1 Movies&TV series Chinese
neutral, happy (happiness), sad (sadness), angry (anger), sur-
prise, worried 354

MerBench test2 Movies&TV series Chinese
neutral, happy (happiness), sad (sadness), angry (anger), sur-
prise, worried 360

AESDD Act Greek happy (happiness), sad (sadness), angry (anger), disgust, fear 724

CaFE Act French
neutral, happy (happiness), sad (sadness), angry (anger), sur-
prise, disgust, fear 648

RESD test Act Russian
neutral, happy (happiness), sad (sadness), angry (anger), fear,
enthusiasm, disgust 158

Table 6: Overview of SER datasets. Emotion categories in parentheses indicate original labels that are renamed for
consistency, while struck-out labels signify emotion categories not considered in our experiment.

processing abilities using textual instructions, still843

struggle with following general speech instructions.844

Other efforts focus on generalized cross-modal845

instruction-following capabilities through end-to-846

end frameworks, enabling direct interaction with847

LLMs via speech, such as SpeechGPT (Zhang et al.,848

2023), LLaSM (Shu et al., 2023), and BLSP (Wang849

et al., 2023a, 2024). However, these models primar-850

ily base responses on linguistic content and cannot851

utilize paralinguistic features.852

Interact with LLMs through Emotional Speech853

Recent advancements in GPT-4o underscore the854

significance of integrating paralinguistic emotion855

cues from user speech into LLM interactions.856

There are multiple efforts to train LLMs to com-857

prehend emotions in speech and deliver empathetic858

responses. For instance, E-chat (Xue et al., 2023)859

developed an emotion-aware speech instruction860

dataset for training models in this domain. Sim-861

ilarly, Spoken-GPT (Lin et al., 2024) introduced862

a dataset covering various speech styles, facilitat-863

ing speech-to-speech conversations in a cascaded864

manner. However, these approaches rely on TTS-865

synthesized speech for training, posing challenges866

in generalizing to natural human speech.867

B SER Datasets 868

A summary of the SER datasets employed in our ex- 869

periments is presented in Table 6, with each dataset 870

categorized based on the following attributes: 871

• Source: The origin of the collected samples. 872

• Language: The language of the transcript. 873

• Emotion: The labeled emotion categories. 874

• #Utts: The number of utterances. 875

The SER datasets used during emotion align- 876

ment consist of sessions 1-4 of IEMOCAP (Busso 877

et al., 2008), the training set of MELD (Poria 878

et al., 2018), CMU MOSEI (Zadeh et al., 2018), 879

MEAD (Wang et al., 2020), and ESD (Zhou et al., 880

2022). Together, these datasets contribute to a cor- 881

pus of approximately 70k utterances in English and 882

Chinese. It’s worth noting that CMU MOSEI is a 883

multi-emotion-labeled dataset, meaning a speech 884

segment could be annotated with multiple emotions. 885

However, we only utilize the single-label samples 886

from this dataset. In this work, we focus on the 887

five emotion categories that are widely annotated 888

across datasets: neutral, happy, sad, angry, and sur- 889

prise3. To ensure the transcripts provide sufficient 890

semantic content for LLMs to generate meaningful 891

continuations, we filter out samples whose tran- 892

3Due to the scarcity of the "surprise" category in the IEMO-
CAP dataset, we also excluded samples of this category.
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script contains fewer than 5 words in English or893

fewer than 5 characters in Chinese.894

We evaluate SER performance on both in-895

domain datasets (IEMOCAP session 5, MELD test896

set) and out-of-domain datasets (RAVDESS (Liv-897

ingstone and Russo, 2018), MerBench (Lian et al.,898

2024)). Additionally, we report the generaliz-899

ability of SER performance on three other lan-900

guages: AESDD (Vryzas et al., 2018) for Greek,901

CaFE (Gournay et al., 2018) for French, and902

RESD (Vryzas et al., 2018) for Russian.903

C Training Details904

We utilize the encoder part of Whisper-large-905

v2 (Radford et al., 2022) as the speech encoder906

and employ Qwen-7B-Chat (Bai et al., 2023) as907

the LLM. The modality adapter is composed of908

three 1-dimensional convolution layers followed909

by a bottleneck layer with a hidden dimension of910

512. The convolution layers are designed to reduce911

the length of the speech features by a factor of 8,912

with each layer having a stride size of 2, a kernel913

size of 5, and a padding of 2.914

During the semantic alignment stage, we freeze915

the speech encoder and LLM, and fine-tune the916

modality adapter for 1 epoch with a batch size917

of 768. This process takes about 2.5 days on 4918

A100 GPUs. During the emotion alignment stage,919

we fine-tune the speech encoder, modality adapter,920

LLM4, and SER classifier for 3 epochs with a batch921

size of 128. This process takes about 3 hours on 4922

A100 GPUs.923

D Evaluation on Empathetic Responses924

Due to the lack of publicly available emotion-aware925

speech instruction datasets to evaluate performance926

on empathetic responses, we construct a test set927

named SpeechAlpaca from the open-source instruc-928

tion dataset Alpaca-52k (Taori et al., 2023). Specifi-929

cally, we employ GPT-4 to deduce a set of plausible930

emotional tones from a text instruction in Alpaca-931

52k, focusing on four distinct emotions (neutral,932

cheerful, sad, and angry) that are supported by Mi-933

crosoft’s Text-to-Speech (TTS) API5. On average,934

GPT-4 suggests 1.4 plausible emotions per utter-935

ance due to ambiguities in determining the emotion936

state from linguistic content alone. From these, we937

4Using Partial LoRA with hyperparameters R = 16 and
α = 16 for the key, query, value, and output projection matri-
ces that are activated only for speech tokens.

5https://azure.microsoft.com/en-us/products/
ai-services/text-to-speech

randomly select one as the emotion label for the 938

instruction. This process is used to select 100 in- 939

structions for each of the four emotion categories. 940

Subsequently, we synthesize expressive speech us- 941

ing the selected emotion label with Microsoft’s 942

TTS API. 943

We present examples of model outputs on the 944

SpeechAlpaca test set in Table 7. To evaluate the 945

empathetic responses, we use GPT-4 to assess the 946

quality of responses with the prompt in Listing 1 947

and the empathy of responses with the prompt in 948

Listing 2. 949

Listing 1: Prompt for response quality evaluation on
SpeechAlpaca
Given the original instruction provided
by the user , the user 's emotion tone
when delivering the instruction , and the
model 's response to the instruction.

You are a helpful and precise assistant
for checking the quality of the response
.
<instruction >
{instruction}
</instruction >
<emotion >
{emotion}
</emotion >
<response >
{response}
</response >
Please evaluate the response with your
justification having less than three
sentences , and provided a score ranging
from 0 to 10 after your justification.
When evaluate the response , you should
consider the helpfulness , harmlessness ,
honesty of the response.
The score should be wrapped by <score >
and </score >.

E Evaluation on Multi-turn Conversation 950

We present examples in Table 8 to illustrate the dif- 951

ferences in responses among various systems. To 952

assess the comparative quality, we employ GPT-4 953

with the prompt specified in Listing 3 for pairwise 954

evaluation. To mitigate the order bias of the GPT-4 955

evaluator, we conduct two evaluations for the out- 956

puts of models A and B for the same sample: one in 957

the AB sequence and the other in the BA sequence. 958

Model A is deemed the winner only if it is consis- 959

tently judged as better than B in both evaluations, 960

while a loss is assigned only if B is consistently 961

superior in both. Otherwise, it is considered a tie. 962
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Example 1 User: <speech>Suggest the best way to avoid a traffic jam.<sad/></speech>

Whisper+LLM Assistant: I’m sorry to hear that you’re experiencing traffic congestion. Here are some tips that may help you avoid a traffic jam: ...
WavLM+Whisper+LLM Assistant: I’m sorry to hear that you’re feeling sad about the possibility of getting stuck in a traffic jam. Here are some tips that

may help you avoid one: ...
BLSP-Emo Assistant: I’m sorry to hear that you’re feeling sad about the traffic jam. It can be really frustrating and stressful to be stuck in traffic

for an extended period of time. Here are a few suggestions that might help you avoid traffic jams in the future: ...

Example 2 User: <speech>Come up with a 5-step process for making a decision.<angry/></speech>

Whisper+LLM Assistant: Sure, I’d be happy to help you come up with a five-step process for making a decision. Here are the steps: ...
WavLM+Whisper+LLM Assistant: I’m sorry to hear that you’re feeling angry. It’s understandable that making decisions can be frustrating and overwhelming

at times. Here’s a five-step process that may help you make a decision:\n\n1. Define the problem: ... 2. Gather information: ... 3.
Consider your options: ... 4. Make a decision: ... 5. Take action: ...

BLSP-Emo Assistant: I’m sorry to hear that you’re feeling angry. It’s important to take the time to process your emotions and make a decision
that feels right for you. Here’s a five-step process that you can use to make a decision when you’re feeling angry:\n\n 1. Take a
deep breath and allow yourself to feel your anger. ... 2. Identify the source of your anger. ... 3. Consider the potential consequences
of each option. ... 4. Seek advice from a trusted friend or mentor. ... 5. Make a decision and take action. ...

Table 7: Examples of model outputs on the SpeechAlpaca test set. Each user utterance, as enclosed in the <speech>
tag, is synthesized into a waveform using Microsoft’s TTS API with the indicated emotion label.

Previous two turns

User: yeah
Assistant: i don’t okay okay we can do this we can do this it’s okay we’ll make it work
User: yeah
Assistant: i love you

C
ur

re
nt

tu
rn

Whisper
+LLM

User: i love you i’m going to miss you so much sigh
Assistant: i love you too and i’ll miss you too

BLSP
User: <speech>i love you i’m going to miss you so much sigh<sad/></speech>
Assistant: i love you too and i’ll miss you too. but we can still stay in touch and talk whenever we want. and who knows, maybe we’ll even
be able to see each other again someday.

WavLM
+Whisper
+LLM

User: The user’s speech input, transcribed as "i love you i’m going to miss you so much sigh", conveys a "sad" emotion tone. Please provide
a response.
Assistant: I’m sorry to hear that. Is there anything I can do to help ease your sadness? Remember that you are not alone and that there are
people who care about you.

BLSP-Emo
User: <speech>i love you i’m going to miss you so much sigh<sad/></speech>
Assistant: i’m sorry to hear that you’re going to miss me. i’m here for you and i’ll always be here to support you. remember that even
though we may be apart, our love is still strong and real.

Table 8: Examples of model outputs in multi-turn conversation constructed from IEMOCAP. The user inputs
shown for the current turn is the predicted transcript for Whisper+LLM, extracted speech features for BLSP and
BLSP-Emo, and a constructed prompt for WavLM+Whisper+LLM in order to represent both transcript and emotion.
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Listing 2: The prompt used to evaluate the empathy of
response.
Given the original instruction provided
by the user , the user 's emotional tone
when delivering the instruction , and the
model 's response to the instruction.

You are a helpful and precise assistant
for checking the empathy of the response
.
<instruction >
{instruction}
</instruction >
<emotion >
{emotion}
</emotion >
<response >
{response}
</response >
Please evaluate the response with your
justification having less than three
sentences , and provided a score ranging
from 0 to 10 after your justification.
When evaluate the response , you should
consider whether it show empathy towards
the user 's emotional state.

The score should be wrapped by <score >
and </score >.

Listing 3: The prompt used to evaluate the win rate of
response.
Based on the dialogue history and the
emotional tone expressed by the user in
their last statement , you are tasked to
precisely evaluate two possible
responses (responses A and B) from
Assistants A and B, respectively. You
should act as a thorough and accurate
evaluator to determine which assistant 's
response better aligns with the

preceding context and the emotional tone
expressed.

<history >
User: {text_u1}
Assistant: {text_a1}
User: {text_u2}
Assistant: {text_a2}
User: {text_u3}
</history >
<emotion >
{emotion}
</emotion >
<response_A>
Assistant: {response_a}
</response_A>
<response_B>
Assistant: {response_b}
</response_B>
Provide a concise justification for your
choice in no more than three sentences

and conclude with a definitive selection
between Response A and Response B. Your
evaluation should reflect how well each
assistant 's response adheres to the

previous elements of the conversation ,
including the most recent emotional tone
presented by the user.

The choice should be wrapped by <choice >
and </choice >.

14


	Introduction
	Method
	Architecture
	Semantic Alignment Stage
	Emotion Alignment Stage

	Experiment Setup
	Datasets
	Training Details
	Baselines

	Experiments
	Main Results
	Ablation Study
	Analysis

	Related Works
	Conclusion
	Related Works
	SER Datasets
	Training Details
	Evaluation on Empathetic Responses
	Evaluation on Multi-turn Conversation

