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architecture trained over a large set of online job postings is
able to build a job-skill representation that is more predictive
of true job transitions than existing baseline methods.

In this work, we:
• Advocate for the adoption of an evaluation setting based

on job transitions from US Census data, allowing for
consistent comparison of job-skill representations.

• Introduce the same-job prediction task as a means of
modeling job-skill relationships.

• Train a transformer-based model via this prediction task
and show that its resultant job-skill representations better
predict real job transition data than existing baselines.

• Show that the proposed model more robustly handles
unseen skills and transfers across taxonomies.

II. RELATED WORK

In economics, jobs have long been seen as a cluster of tasks
which a worker must perform or a cluster of skills which the
worker provides [4], [5]. As such, skill-based representations
are often used to get a more granular picture of the labor
market than is found by simply examining jobs. Common skill
analysis methods include the examination of similarity within
an embedded space [6] or graph-based network analysis [7].
Common use cases include examining the impact of particular
changes in the labor market, such as the rise of information
technology [8]–[10], automation [5], [11], online labor markets
[12], or the gig economy [13]. Other work has explored how
skill demand changes over time, in terms of seasonal trends
[14], secular changes [15], and across occupation and wage
groups [16]–[18].

The most common use case of skill representations for
practical task completion is in job recommendation systems.
The goal of job recommendation work is to match job
seekers, often represented by résumé data, with employment
opportunities, often represented by job postings. In contrast
to the approach presented here, while skills are one important
set of features utilized by many of these methods, they are
typically not the sole data source. Most methods attempt to

Abstract—Learning never stops for successful workers, who 
must grow their careers while coping with the changing expecta-
tions of employers. Robust job-skill representations can empower 
workers by helping them to better decipher viable job changes 
given their current skill set and guide them toward skills they 
can learn to meet career goals. In this work we combine threads 
of research in economics and AI to improve upon existing job-
skill representation methodology and performance. We build a 
benchmark dataset of between-job transitions from US Census 
data and show that a representation trained on a large set of online 
job postings via a transformer-based architecture outperforms 
existing baselines. Further analysis demonstrates that this model 
is better able to transfer across taxonomies than existing models.

Index Terms—NLP, Big Data, Talent Management, Skill 
Similarity

I. INTRODUCTION

Workers’ skills grow and evolve over their lifetime, at the 
same time as employers’ demands for skills are also changing. 
Navigating a career in this dynamic environment is hard; it 
threatens to become harder if innovations in AI and robotics 
quicken the rate of change in skill demands.

While understanding and aiding in the alleviation of this 
skill pressure has been of interest to researchers in both AI 
and economics, the approaches to solving these issues have 
thus far been divergent. In this work we attempt to bring these 
threads together both in terms of methodology and evaluation. 
To do so, we establish a challenge to create skill-based job 
representations that can faithfully reproduce true job transition 
patterns—and provide a preliminary answer.

From economics, we draw on a body of work on skill 
similarity and skill space analysis, used to understand the 
impact of skill trends on the labor market [1]–[4]. From AI, 
we draw on methods from job recommendation system research 
and natural language processing to improve performance 
over the embedding space methods currently prevalent in 
the economics research. We show that a transformer-based
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Statisticians
Job Sample 1 Job Sample 2
Statistical Reporting Physics
Linear Algebra Oral Communication
Calculus Teamwork/Collaboration
Statistics MATLAB
Data Collection Systems Engineering
Algebra Statistics
Differential Equations Communication Skills
Surveys

TABLE I: Skill lists for 2 jobs with the same CPS job title.

build user models by employing multiple data sources such
as employment history, education history, and social media
links; for a review of the field see [19] or [20]. Even the most
skill-centric methods rely on additional data sources to improve
their models [21], [22].

III. METHODOLOGY

A. Data

For model development, we utilize a dataset of millions
of online job postings from Lightcast1, collected over the
period 2010 to 2020. Job postings in the Lightcast data have
been supplemented by a variety of extracted or inferred meta
information. For the purposes of this work we are concerned
with three pieces of extracted information: the skills each job
posting requires, the title of each job posting, and the job code
which links each posting to a normalized job from an ontology.
The Lightcast data links to O*NET-SOC codes2, a variation
of the US Bureau of Labor Statistics Standard Occupation
Classification coding schema which is further augmented by
the O*NET ontology. The Lightcast skill taxonomy consists
of 15,305 separate skills3.

For evaluation, we follow previous work [23], [24] in
constructing historical counts of transitions between pairs of
jobs documented by the US Census’ Current Population Survey
(CPS) over the past decade. In the CPS, survey respondents
are asked their occupation over a sequence of multiple months.
When their response changes, it is counted as an occupation
change. CPS occupations are coded using the US Census
Occupational Classification System (OCC), a set of 516 job
codes. For this work, January 2010 to March 2021 CPS
microdata files are accessed using IPUMS-CPS [25], which
provides some additional data harmonization and cleaning.

B. Task

To discover relationships between skill sets and associated
jobs from job posting data, we model the relationship as a
same-job prediction task. That is, given two sets of skills, each
associated with a single job posting, we train a model to predict
whether they refer to the same normalized job. There are many
skills in the taxonomy, and an individual posting will have a
comparatively small number of them that it requires; jobs in

1https://www.lightcast.io/
2https://www.onetcenter.org/taxonomy.html
3Our data use a legacy skill taxonomy from Burning Glass Technologies,

which merged with Emsi in 2021 to form Lightcast.

NDCG@k
k 5 10 20

Word2vec 0.368 0.432 0.471
O*NET 0.360 0.429 0.486
Transformer - Job title jobs 0.411 0.469 0.501
Transformer - CPS jobs 0.435 0.496 0.532

TABLE II: Job transition prediction results.

the dataset required slightly over 9 skills on average. As shown
in the example Statisticians job in Table I, different postings
linked to the same normalized job will often require sets of
skills with little to no overlap between them. Thus, this task
setting allows for the mining of skill relationships that may be
non-apparent from strictly overlap-based methods.

What constitutes “same job” is variable depending on the
job classification system employed. As job classifications in
the wild are often not linked with an existing job taxonomy,
we consider two task settings. In one, we consider two job
postings to be of the same job if they share the same assigned
CPS job ID, converted from the O*NET-SOC code provided
within the dataset using a crosswalk provided by the Census
Bureau4. To examine the fidelity of our task design when job
taxonomy linking is not present, we also examine a narrower
definition in which two postings are considered to be the same
job only when they have the exact same job title.

C. Model

We adopt a transformer-based deep learning architecture
[26] to perform the same-job prediction task. Transfer learning
from popular transformer-based models such as BERT [27] has
led to advances in the state of the art on many NLP tasks. Skill
representations share some similarities to natural language, and
as such have the potential to benefit from fine-tuning on top
of pretrained language models in the same way.

We employ the standard BERT model with a task setting
similar to the next sentence prediction task performed in the
original BERT paper, but modified for the prediction of skill
representations. Skill representations of two job postings are fed
concurrently into the model, separated by a separator token. At
the end of the architecture, a classifier performs the prediction
over the class (CLS) token, which encapsulates an embedding of
the two skill representations together. Due to space constraints,
we refer the reader to the original transformer [26] and BERT
[27] papers for further detail.

The following settings were used in all experiments in this
paper. The transformer architecture consisted of 12 total layers
with 12 total attention heads. The hidden layer size was 512,
dropout probability was 0.1, and the Adam optimizer was used
with β1 = 0.9 and β2 = 0.999. Fine-tuning was performed
on 5,341,226 sampled job posting pairs from 2020, balanced
to have an even number of positive and negative examples.
Experiments were performed on a Unix architecture system
with 2 Tesla V100 GPUs with 32 GB of memory apiece.

4https://www2.census.gov/programs-surveys/demo/guidance/industry-
occupation/2010-occ-codes-with-crosswalk-from-2002-2011.xls
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D. Baselines

To evaluate the performance of our model we compare it to
two existing baseline methods: (1) a word2vec-based model
[28] and (2) a replication of the O*NET Career Changers
Matrix [29]. The word2vec method uses a single layer network
and a masked language model style objective to embed each
skill in a vector space. The word2vec method is commonly
used in existing labor market analysis work for extrapolation of
skill data to labor trends [8], [30] and as a skill embedding in
job recommendation systems [31], [32]. The word2vec model
is trained over the entire corpus of job postings from 2010 to
2020, using the skipgram model setting and an embedding size
of 200. We perform mean pooling over the individual tokens
which make up a job to produce a job-level embedding, which
is then compared against other jobs via cosine similarity.

The Career Changers Matrix is a component of O*NET,
intended to help job seekers with work experience find
related work requiring minimal retraining [29]. It powers My
Skills My Future5, a U.S. Department of Labor-sponsored
recommendation engine used in public employment offices.
For each occupation in O*NET, expert voters have scored the
importance of around 250 aspects of work (e.g., the importance
of "Repairing and Maintaining Mechanical Equipment"). The
Career Changers Matrix is calculated using the Euclidean
distance between a subset of the 250 dimensions, after which
human scorers remove some comparison occupations using
expert judgement. The rank-ordered 10 nearest neighbors are
published for each occupation. As the experiments performed
here require more than just the 10 nearest occupations, we
replicate the algorithmic portion of the process as a baseline
for this exercise.

IV. RESULTS

To assess the performance of the proposed job-skill repre-
sentation model, we examine its ability to predict job transition
data from the CPS survey. Job transitions were discovered by
extracting month-over-month job changes reported by individ-
uals in the survey and aggregated over the entire dataset. To
eliminate skews from frequently occurring jobs, job transitions
were normalized by dividing by their frequency within the
dataset. To minimize noise from infrequently occurring data,
jobs that appear less than 100 times as the origin and job-to-job
transitions that occurred less than 10 times are excluded from
the dataset. After these data cleaning steps are performed, a
ranked list of the most likely job transitions from a given job
(and associated transition probabilities) can be extracted.

To compare predicted job transitions to the true transitions,
we employ the normalized discounted cumulative gain at k
(NDCG@k) metric commonly used in job recommendation
system evaluation. In this context, NDCG@k measures the
proportion of predicted transitions in the top k predictions that
are also in the top k true transitions. However, unlike similar
metrics such as Precision@k, NDCG@k weighs predictions

5https://www.myskillsmyfuture.org/

Model Average Rank
Word2vec 81.8
Transformer - BERT 17.3

TABLE III: Taxonomy transfer results. Average rank of correct
representation when comparing same job represented by 2
different taxonomies.

based on their relative importance in the ranking. Discounted
cumulative gain (DCG@k) is defined as:

DCG =

k∑
i=1

2reli − 1

log2(i+ 1)
(1)

where reli is the relevance of a transition, defined here as
the normalized transition probability from the CPS ranking.
Once DCG is computed, NDCG can be calculated by dividing
the computed DCG by the ideal discounted cumulative gain,
the highest possible gain at the current value of k.

For both the proposed model and the word2vec baseline,
predicted relevance for a job pair is calculated over represen-
tations comprising the top 10 most frequent skills associated
with that job in the Lightcast data. Word2vec transitions are
ranked via the cosine similarity of their embedding vectors,
while the prediction confidence is used in the proposed model.
The O*NET baseline uses Euclidean distance between expert-
assigned ratings on a vector of job characteristics to rank
predictions.

Table II shows the results of the transformer model relative
to the baselines. Results are given at k = 5, 10, 20. As shown,
all versions of the proposed model outperform both baselines
on all values of k. Training with same job defined using the
CPS taxonomy was more effective than using job titles, but the
job title based version still outperformed the baseline models.

To further examine the utility of each model, we conduct
experiments on taxonomy transfer. Because there is no agreed
upon standard skill taxonomy, and because job posting and
other free text data may not use predefined skill terms, a model
that is better able to handle unseen skill representations will be
more robust. To examine this, we compare job representations
comprised of skills from the Lightcast taxonomy to those
comprised of skills and tasks from the O*NET ontology. Both
skills and tasks were used due to the representation method
used in O*NET, which uses a small set of pure skills and
supplements this with other categories. O*NET provides a
representation for each job; Lightcast skill representations were
generated in the same manner as the previous experiment.

All CPS jobs were represented by skill clusters from both
representations. The models were then asked to predict which
O*NET based representation corresponded to each Lightcast
based representation. Answers were returned as a ranked
list and models were scored by the ranking position of the
correct representation (lower rank is preferred). Results for the
word2vec baseline and the proposed model are shown in Table
III. Because the Career Changer’s matrix is an O*NET-centric
representation, a Lightcast based representation could not be
produced and it was excluded from this experiment. As shown,
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the BERT-based transformer substantially outperformed the
baseline.

V. CONCLUSION

Robust job-skill representations can reveal similarities in
the skills needed for different jobs, empowering workers to
navigate their careers and learning. In this work we built upon
advances in natural language processing to produce a new
job-skill representation model. To do so, we introduced the
same-job prediction task, which can be run over associated skill
pairs found in a large corpus of job posting data without the
need for further data annotation. To test the performance of the
introduced model and to encourage further research on job-skill
representations, we provide a dataset of job transitions in the
labor market mined from US Census Bureau data. We show
that such a dataset can be used for assessment of skill-based
job predictions regardless of the method, dataset, or taxonomy
employed to create them. Results suggest that the transformer-
based model introduced here is better able to predict job
transitions than existing baseline models. Additionally, using a
pretrained language model as a basis for the skill representation
was shown to allow for more robust transfer of the model
between skill taxonomies.
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