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ABSTRACT

Large Language Models (LLMs) have demonstrated remarkable capabilities
through pretraining and alignment. However, superior short-context LLMs may
underperform in long-context scenarios due to insufficient long-context align-
ment. This alignment process remains challenging due to the impracticality of
human annotation for extended contexts and the difficulty in balancing short- and
long-context performance. To address these challenges, we introduce LongPO,
that enables short-context LLMs to self-evolve to excel on long-context tasks by
internally transfer short-context capabilities. LongPO harnesses LLMs to learn
from self-generated short-to-long preference data, comprising paired responses
generated for identical instructions with long-context inputs and their compressed
short-context counterparts, respectively. This preference reveals capabilities and
potentials of LLMs cultivated during short-context alignment that may be dimin-
ished in under-aligned long-context scenarios. Additionally, LongPO incorporates
a short-to-long KL constraint to mitigate short-context performance decline dur-
ing long-context alignment. When applied to Mistral-7B-Instruct-v0.2 from 128K
to 256K context length, LongPO fully retaining short-context performance and
largely outperforms naive SFT and DPO in both long- and short-context tasks.
Specifically, LongPO-trained models can achieve results on long-context bench-
marks comparable to, or even surpassing, those of superior LLMs (e.g., GPT-4-
128K) that involve extensive long-context annotation and larger parameter scales.

1 INTRODUCTION

Recent advancements in Large Language Models (LLMs) have revealed remarkable capabilities
through extensive pretraining and subsequent alignment with human intentions. The alignment pro-
cess, including methods such as Supervised Fine-Tuning (SFT) (Wei et al., 2022), Direct Preference
Optimization (DPO) (Rafailov et al., 2023), and Reinforcement Learning from Human Feedback
(RLHF) (Christiano et al., 2017; Ouyang et al., 2022; Stiennon et al., 2020), has effectively un-
leashed the potential of LLMs acquired during pretraining to achieve desired behaviors.

Although off-the-shelf alignment methods have made significant strides in short-context settings,
their application to long-context situations remains challenging (Bai et al., 2024). First, the scarcity
of high-quality, long-context annotated data poses a significant hurdle. Human annotation becomes
impractical and less-reliable as context length increases (Dubey et al., 2024), while synthetic data
generation using advanced LLMs lacks scalability and remains resource-intensive. Moreover, sim-
ply concatenating existing short-context datasets has been shown to yield unsatisfactory long-context
performance (Liu et al., 2024b). Second, long-context alignment methods grapple with the balance
between preserving short-context proficiency and cultivating long-context capabilities (Liu et al.,
2024b). For instance, the LLaMA-3.1 series incorporate merely 0.1% long-context data with over
99% short-context data during alignment to maintain the short-context performance (Liu et al.,
2024b). This limited exposure to natural long-context data may result in insufficient alignment,
potentially blocking the intrinsic long-context capabilities in LLMs.

The challenges of long-context alignment suggest that the full potential of LLMs may remain un-
tapped for long-context tasks. As illustrated in Figure 1, even superior models such as GPT-4,
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Figure 1: The comparison of long-context (InfiniteBench) and short-context (MMLU) performance
among GPT-4-128K and smaller LLMs.

which excel in short-context tasks, unexpectedly underperform in long-context scenarios. Interest-
ingly, despite the much stronger short-context capabilities, GPT-4 is still inferior to LLaMA3.1-8B
on long-context tasks. This disparity underscores the need for more effective long-context alignment
methods to fully unleash the intrinsic power of LLMs across variable context lengths.

In this work, we posit that the capabilities, deeply ingrained during short-context pretraining and
alignment, can be effectively transferred to longer contexts without external guidance. To this end,
we introduce Short-to-Long Preference Optimization (LongPO), to steer long-context alignment
by injecting internal short-context preferences into long-context scenarios. Specifically, we propose
to construct the preference data pairs by prompting the short-context LLM (e.g., Mistral-Instruct)
with two inputs: (1) a long input comprising an instruction over a long document and, (2) a short
input with the identical instruction over the relevant shortened chunk within the same document.
We then designate the responses to short and long inputs as chosen and rejected responses, respec-
tively. The short-to-long preference, i.e., the discrepancies between each paired response, reveal
the capabilities and potentials cultivated during short-context alignment that may be diminished in
under-aligned long-context scenarios. In order to bring forward the established capabilities, LongPO
is utilized to optimize the model towards short-to-long preferences using DPO-style objectives upon
long contexts. Furthermore, to maintain the short-context performance, we incorporate a short-to-
long constraint in LongPO by applying Kullback-Leibler (KL) divergence between the response
distributions to short and long inputs, respectively. This constraint, inspired by the KL constraint in
RLHF (Ouyang et al., 2022; Stiennon et al., 2020), guides the policy model to minimize the deviation
from its short-context output distribution when giving the long context during training. We found
that this straightforward constraint largely enhances the retention of short-context performance after
the long-context alignment.

We apply LongPO to Mistral-7B-Instruct-v0.2 (Jiang et al., 2023) and iteratively extend its context
length from 32K to 256K, with the self-generated short-to-long preference data only. The experi-
mental results demonstrate that LongPO, as a long-context alignment method, surpasses naive SFT
and DPO by large margins (over 10 points) in both long- and short-context tasks. Notably, LongPO
fully retains the performance of short-context LLMs after long-context alignment, whereas SFT and
DPO yield substantial performance degradation (10∼20 points on most tasks). In terms of long-
context performance, LongPO largely improves the Mistral-7B-Instruct-v0.2 by 25.45 points on
InfiniteBench. Specifically, as depicted in Figure 1, the resulting model is comparable with superior
long-context LLMs at various scales (e.g., Mistral-7B-LongPO-128K of 39.27 vs. GPT-4-128K of
34.81 on InfiniteBench), despite the latter often involving extensive continual training on hundreds
of billions of tokens (Dubey et al., 2024) or labor-intensive long-context data annotation (Zeng
et al., 2024). These findings underscore the efficacy of our proposed method in addressing the
challenges of long-context alignment while simultaneously preserving short-context capabilities,
offering a more efficient and balanced approach to the development of long-context LLMs.

2



108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161

Under review as a conference paper at ICLR 2025

2 PRELIMINARIES

In this section, we introduce two key methods for aligning language models with human preferences:
Reinforcement Learning from Human Feedback (RLHF, §2.1) and Direct Preference Optimization
(DPO, §2.2).

2.1 RLHF

Reinforcement Learning from Human Feedback (RLHF) (Ouyang et al., 2022; Stiennon et al., 2020)
aims to optimize the policy model πθ to maximize rewards while maintaining proximity to a refer-
ence policy πref. Formally, the objective is

max
πθ

Ex∼D,y∼πθ(y∣x)[rϕ(x, y)] − βDKL[πθ(y ∣ x) ∣∣ πref(y ∣ x)], (1)

where rϕ is the reward model that has been trained on ranked responses to reflect human prefer-
ence, β is a hyper-parameter controlling the deviation from reference policy, and DKL denotes the
Kullback-Leibler divergence. Typically, both πθ and πref are initialized with identical model.

2.2 DPO

Considering the instability and difficulty of RLHF training, DPO (Rafailov et al., 2023) offers an
alternative approach by reparameterizing the reward function r that incorporates the optimal policy:

r(x, y) = β log
πθ(y ∣ x)
πref(y ∣ x)

+ β logZ(x), (2)

where Z(x) is the partition function. DPO assumes access to preference data D, which consists
of paired responses (yw, yl) to an instruction x. Specifically, the yw and yl represent the preferred
(winning) and dispreferred (losing) responses, respectively, based on human preference. Inspired by
the Bradley-Terry (BT) theory that models the preference distribution p∗ by

p∗(yw ≻ yl ∣ x) = σ(r(x, yw) − r(x, yl)), (3)

where σ is the sigmoid function. DPO derives the preference optimization objective for the policy
model πθ as

LDPO(πθ;πref) = −E(x,yw,yl)∼D
[σ(rθ(x, yw) − rθ(x, yl))]

= −E(x,yw,yl)∼D
[logσ (β log

πθ(yw ∣ x)
πref(yw ∣ x)

− β log
πθ(yl ∣ x)
πref(yl ∣ x)

)] .
(4)

3 LONGPO: SHORT-TO-LONG PREFERENCE OPTIMIZATION

Motivated by the challenges of data annotation and performance balance during long-context align-
ment, we introduce the Short-to-Long Preference Optimization (LongPO), to effectively empowers
a short-context LLM self-evolve to a long-context counterpart while preserving its original short-
context capabilities. The foundation of LongPO lies in the transfer of capabilities deeply ingrained
during short-context alignment to long-context scenarios by learning from short-to-long preference
(§3.1). Additionally, LongPO incorporates a short-to-long constraint based on the KL divergence
between short- and long-context models during training, to maintain the short-context performance
in a simple yet effective way (§3.2). In §3.3, we present the details of curating short-to-long prefer-
ence data without external guidance and self-evolving long context training process using LongPO.

3.1 LEARNING FROM SHORT-TO-LONG PREFERENCE

As outlined in §2, aligning LLMs with human preference typically relies on datasets comprising
ranked responses to identical prompts or instructions. However, in long-context scenarios, con-
structing such datasets becomes impractical due to the extensive effort required for annotation. To
circumvent the external data annotation, we leverage the short-to-long preference to internally trans-
fer capabilities well-established in the short-context alignment of LLMs to long-context counterpart.
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Concretely, we assume access solely to a short-context LLM πS that has been well aligned. Given
a long input xL = [CL; IL] where CL is the long context and IL is the instruction, we can acquire
the response yL ∼πS(y ∣ xL) by conditioning on the entire context. Due to the limitations of πS in
handling long contexts, yL is likely to be of lower quality.

We then hypothesize an ideal extractor F that can rigorously identify and extract all essential infor-
mation CS within CL relevant to addressing IL:

CS = F(CL, IL). (5)

By querying the instruction IL based on CS, we obtain a new answer yS ∼ πS(y ∣ xS), where
xS = [CS; IL]. As CS is a shortened context for IL, the well-aligned short-context model πS should
be capable of producing a high-quality answer that aligns with human preferences.

Intuitively, yS can serve as a high-quality answer even when giving the whole long context, as
its conditioned context is self-contained for instruction IL. Hence, we definite the short-to-long
preference distribution pSL based on Bradley-Terry (BT) model following Eq. (3):

pSL(yS ≻ yL ∣ xL) = σ(r(xL, yS) − r(xL, yL)). (6)

We now steer a policy model πθ (initialized with πS) to follow the preference distribution pSL,
forming the LongPO objective:

LLongPO(πθ;πref) = −E(xS,xL,yS,yL)∼DSL [σ(rθ(xL, yS) − rθ(xL, yL))] , (7)

whereDSL is the short-to-long preference data consisting of quadruples (xS, xL, yS, yL). This objec-
tive encourages the policy model to consistently accommodate the well-aligned short-context pref-
erence while deviating the under-aligned long-context preference. Therefore, LongPO internally
transfers preferences from short to long contexts without requiring external supervision, effectively
addressing the challenge of long-context data annotation.

3.2 SHORT-TO-LONG CONSTRAINT

Long-context alignment often leads to an imbalance between long- and short-context performance.
While this issue can be mitigated by carefully calibrating the scale and mixing proportion of long
and short data across various context lengths, such an approach is resource-intensive and time-
consuming. Moreover, an excessive incorporation of short-context data may inadvertently lead to
insufficient long-context alignment. In LongPO, we recognize that the degradation in short-context
performance during long-context alignment may be attributed to an improper (or missing) constraint
in current alignment methods.

Specifically, the RLHF and DPO objectives (implicitly) include a KL divergence term, βDKL[πθ(y ∣
x) ∣∣ πref(y ∣ x)], which serves as a constraint to prevent excessive deviation from the reference
model in Eq. (1). For a long input xL, this constraint C is expressed as:

C = βDKL[πθ(y ∣ xL) ∣∣ πref(y ∣ xL)]. (8)

However, the reference model is typically the short-context model πS itself, which is not adept at
handling long contexts. This results in a problematic reference distribution πref(y ∣ xL), leading to
undesired deviation from the short-context model distribution.

To address this issue, we propose a short-to-long constraint leveraging the quadruples introduced
in Eq. (7). Recall that xS contains all the essential information from xL required to generate a
satisfactory response, πS can serve as a proficient reference model conditioned on xS. While for an
ideal reference model π∗ref capable of handling context lengths from short to long, we should have:

DKL[π∗ref(y ∣ xL) ∣∣ π∗ref(y ∣ xS)] = DKL[π∗ref(y ∣ xS) ∣∣ πS(y ∣ xS)] = 0, (9)

namely π∗ref(y ∣ xL) and πS(y ∣ xS) are identical distribution following Gibbs’ inequality. We
hence derive an adjusted short-to-long constraint between short-context reference model and “long-
context” policy model given contexts of different lengths:

C′ = βDKL[πθ(y ∣ xL) ∣∣ πS(y ∣ xS)]. (10)
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Figure 2: The procedure of generating short-to-long preference data from step 1 to 7.

This refined constraint ensures that the policy model πθ operating on long contexts does not deviate
significantly from the short-context model πS when provided with the essential information. By
enforcing this constraint, we aim to preserve the short-context performance during long-context
alignment, thereby addressing the imbalance issue in a more principled manner.

By incorporating the short-to-long constraint in Eq. (2), we have a refined reward function for long
input xL (following derivation in Appx. §A.1):

rLongPO
θ (xL, y) = β log

πθ(y ∣ xL)
πS (y ∣ xS)

+ β logZ(xL, xS), (11)

where xS is extracted from xL as illustrated in Eq. (5). Hence we access the LongPO objective:

LLongPO(πθ;πS) = −E(xS,xL,yS,yL)∼DSL [σ(rLongPO
θ (xL, yS) − rLongPO

θ (xL, yL))]

= −E(xS,xL,yS,yL)∼DSL [logσ (β log
πθ(yS ∣ xL)
πS(yS ∣ xS)

− β log
πθ(yL ∣ xL)
πS(yL ∣ xS)

)] .
(12)

3.3 SELF-EVOLVING

Initialization. LongPO relies solely on access to a well-aligned short-context LLM, i.e., πS, in
conjunction with a long-context plain corpus. Note that the long-context corpus need not be metic-
ulously crafted, as it can be sampled and extracted from existing pretraining corpora of LLMs.

Construction of short-to-long preference data. The construction of short-to-long preference
data DSL introduced in §3.1 assumes an impractical extractor capable of retrieving essential in-
formation from long contexts for each instruction. To satisfy this hypothesis, we reversely prompt
πS to generate instructions for shortened chunks within long documents. This ensures that the short
context information is self-contained for instructions. Concretely, our data construction process
involves two steps as displayed in Figure 2:

1. Instruction Generation. For each long document CL, we randomly sample a shortened
chunk CS and prompt the πS to generate an instruction via the Self-Instruct (Wang et al.).
To ensure the diversity of instructions, the model is prompted to generate an instruction
pool first and then we randomly sample an instruction IL from this pool.

2. Response Generation. Using the generated instruction IL, we prompt πS to produce two
responses: a chosen response yS ∼πS(y ∣ xS) based on the short context xS, and a rejected
response yL∼πS(y ∣ xL) derived from the long context xL.

Iterative self-evolving training with LongPO. LongPO employs an iterative process to extend
LLM context length. Initially, a short-context LLM πS generates short-to-long preference data for
documents of length L1. The resulting model after LongPO training, now capable of handling L1

5
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contexts, then serves as the new “short-context LLM” for the next iteration, generating data for an
extended length L2. This process repeats, progressively increasing context length capacity.

As there are multiple short chunks CS = {Ci
S}ni=1 within a long document CL, we collect the

instruction-response triples (IiL, yiS, yiL) for each chunk within identical long document, to form a
multi-turn dataset D̂SL. We then aggregate the probabilities across all turns to produce a multi-turn
LongPO objective:

LMT
LongPO(πθ;πS) = −E(xS,xL,yS,yL)∼D̂SL [logσ (β log

∑n
i=1 πθ(yiS ∣ xi

L)
∑n

i=1 πS(yiS ∣ Ci
S)
− β log

∑n
i=1 πθ(yiL ∣ xi

L)
∑n

i=1 πS(yiL ∣ Ci
S)
)] ,
(13)

where xS = {[Ci
S; I

i
L]}ni=1, xL = {[CL; I

i
L]}ni=1, yS = {yiS}ni=1, and yL = {yiL}ni=1. LLMs trained with

LongPO do not necessarily involve continual training before, which may lead to instability when
processing long contexts. To address this issue and stabilize the training process, we incorporate
a continual training objective following Pang et al. (2024b). Specifically, we add the negative log-
likelihood (NLL) loss over entire long chosen sequences SL=[xL;{IiL; yiS}ni=1] to LongPO objective.
Thus, our final training objective is:

Lθ = λ ⋅LMT
LongPO(πθ;πS) +LNLL(πθ;SL) = λ ⋅LMT

LongPO(πθ;πS) +
πθ(SL)
∣SL∣

. (14)

4 EXPERIMENTAL SETUP

4.1 TRAINING SETUP

Data Curation Details. We curate the short-to-long preference data based on a long-context cor-
pus sampled from the Book and ArXiv subsets of Long-Data-Collection1, and the GitHub subset of
RedPajama (Computer, 2023). For a specific target length (e.g., 128K tokens), we filter the corpus
to include only documents that are shorter than this length but longer than 64K tokens. This process
yields a corpus of 45K documents of 128K tokens and 22K documents of 256K tokens. Each long
document is then segmented into chunks of up to 32K tokens, with a maximum of 4 randomly-
sampled chunks retained per document. For instruction generation, we prompt short-context models
to generate 4 instructions per document, from which we randomly select one for further use.

Training Details. We extend the context length of Mistral-7B-Instruct-v0.2 using our LongPO on
short-to-long preference data specifically generated by model itself. The training process involves
two iterations: (1) In the first iteration, we use Mistral-7B-Instruct-v0.2 to generate data with a length
of 128K and extend the context length to 128K; (2) In the second iteration, we utilize the resulting
model from first iteration to generate data with a length of 256K and further extend the context
length to 256K. We leverage Deepspeed-Ulysses (Jacobs et al., 2023) for sequence parallelism and
employ Flash Attention (Dao et al., 2022; Dao, 2023) for efficient computation. All models are
optimized using the Adam optimizer (Kingma & Ba, 2015) with a learning rate of 5e-7. We set the
margin β in Eq. (13) to 0.1 and the weighting factor λ in Eq. (14) to 0.01. The batch size is set as 8.

4.2 EVALUATION BENCHMARKS

We assess both the long- and short-context capabilities of our models against baselines. The long-
context evaluation utilizes the following benchmarks:

• InfiniteBench (Zhang et al.). We evaluate all models on three tasks in this bench-
mark: summarization (En.Sum), long-book question answering (En.QA), and multi-choice
question-answering (En.MC). The evaluation length is beyond 100K.

• RULER (Hsieh et al., 2024). This benchmark comprises four types of synthetic tasks
across variable sequence lengths (4K to 128K): Needle-in-a-haystack (NIAH) retrieval,
Multi-hop Tracing with Variable Tracking (VT), Aggregation, and Question Answering
(QA). We exclude the Aggregation tasks, which involve word frequency counting within
the context, since they present challenges in word counting beyond mere long-context ca-
pabilities that current LLMs still struggle in.

1https://huggingface.co/datasets/togethercomputer/Long-Data-Collections
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• LongBench-Chat (Bai et al., 2024). This benchmark assesses instruction-following abil-
ities over long contexts (10K to 100K tokens), employing GPT-4-128K as an impartial
judge to evaluate model-generated responses. We filter out the English samples for fair
comparison across different models.

For short-context evaluation, we employ MMLU (Hendrycks et al., 2021), ARC-C (Clark et al.,
2018), Hellaswag (Zellers et al., 2019) and Winogrande (Sakaguchi et al., 2019) for assessing the
general language understanding and reasoning capabilities, and MT-Bench (Zheng et al., 2023) for
assessing instruction-following capability.

4.3 BASELINES

We train our LongPO on Mistral-7B-Instruct-v0.2, comparing them against a range of powerful
LLMs including GPT-4-128K, Qwen2-72B-Instruct (Yang et al., 2024), LLaMA-3.1-70B, LLaMA-
3.1-8B, GLM-4-9B-Chat, GLM-4-9B-Chat-1M, LWM-Text-Chat-1M (Liu et al., 2024b), and Yarn-
Mistral-7b-128k (Peng et al., 2023). Additionally, we establish baselines using Mistral-7B-Instruct-
v0.2 trained with conventional SFT and DPO on the same dataset used for LongPO.

For short-context evaluation, we primarily compare the performance of naive LLMs against their
counterparts post-trained with SFT, DPO, and LongPO on our synthetic data. To provide a more
comprehensive comparison, we also include two series of open-source long-context language mod-
els: GLM-4-9B-Chat versus GLM-4-9B-Chat-1M, and LWM-Text-Chat-128k versus LWM-Text-
Chat-1M. This allows us to assess the effectiveness of our LongPO to maintain the short-context
performance during long-context alignment, comparing with baselines utilizing various strategies.

5 RESULTS AND ANALYSES

In this section, we demonstrate the exceptional effectiveness of LongPO through two types of com-
parisons: (1) comparison with naive SFT and DPO trained on identical models and datasets; (2)
comparison with SOTA long-context LLMs. Both comparisons are conducted on both long-context
and short-context benchmarks.

5.1 COMPARISON WITH SFT AND DPO

We first compare LongPO with conventional SFT and DPO using identical LLM (Mistral-7B-
Instruct-v0.2). All models are trained on equivalent self-generated datasets, as detailed in §4.1.
Given the inability of SFT to leverage preference data, we apply it to the instructions paired with
chosen responses.

LongPO exhibits superior performance over SFT and DPO. The experimental results, illus-
trated in Table 1, reveal consistent and substantial performance gains (10 to 20+ points) of LongPO
over SFT and DPO across a diverse range of long-context tasks. Crucially, as depicted in Figure 3,
LongPO maintains robust short-context performance compared with original short-context LLMs
(59.99 vs 59.15 on MMLU), whereas SFT and DPO exhibit notable degradation in short-context
scenarios after long-context alignment process.

The performance disparity between LongPO and SFT can be attributed to the explicit integration
of short-to-long preference in LongPO, which is either absent or merely implicit in the chosen re-
sponses utilized by SFT. While both LongPO and DPO leverage the proposed short-to-long prefer-
ence data, the pivotal difference lies in the short-to-long constraint introduced in §3.2. The marked
performance gaps between LongPO and DPO, observed across both long- and short-context tasks,
highlight the effectiveness of the proposed constraint for successfully mitigating the problematic
limitations in DPO and retaining the short-context performance during long-context training. More
ablations are detailed in §5.3.

5.2 COMPARISON WITH SOTA LONG-CONTEXT LLMS

To further substantiate the efficacy of LongPO, we conducted an extensive comparison between our
LongPO-trained Mistral-7B and leading long-context LLMs across varying model scales.
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Table 1: Long-Context Performance of our LongPO compared with baselines. Higher is better for
all metrics. Results marked with ♭ are evaluated by ourselves, while other results of baselines are
sourced from the original benchmarks.

Model Train/Claimed InfiniteBench RULER LongBench-
Length En.Sum En.QA En.MC AVG. NIAH VT QA AVG. Chat (EN)

GPT-4-128K 128K 14.73 22.44 67.25 34.81 95.4 99.9 70.3 88.53 8.40
Qwen2-72B 128K 24.32♭ 7.03♭ 72.05♭ 34.47♭ 88.6 95.7 66.7 83.67 7.72♭

LLaMA 3.1-70B 128K 33.55♭ 36.08♭ 69.00♭ 46.21♭ 96.1 93.2 67.8 85.7 6.67♭

LLaMA 3.1-8B 128K 28.06♭ 30.47♭ 58.08♭ 38.87♭ 97.93 91.4 64.7 84.68 6.22♭

GLM-4-9B 128K 14.84♭ 9.51♭ 67.25♭ 30.53♭ 96.51♭ 97.3♭ 64.8♭0 86.20♭ 5.67♭

GLM-4-9B-1M 1M 28.3 9.7 68.6 35.53 98.2 99.4 69.4 89.0 5.03♭

LWM-7B-1M 1M 4.33♭ 0.0♭ 3.06♭ 2.46♭ 87.20 57.5 56.4 67.03 1.25♭

YaRN-Mistral-7B 128K 9.09 9.55 27.95 15.53 63.4 36.1 25.9 41.8 -
Mistral-7B 32K 22.13 4.93 14.41 13.82 72.60 74.40 52.2 66.4 4.10
- SFT 128K 23.44 13.45 53.21 30.03 88.73 79.64 51.08 73.15 4.25
- DPO 128K 15.21 10.34 48.14 25.56 74.25 72.36 50.24 65.62 4.08
- LongPO (iter1) 128K 27.05 23.51 67.25 39.27 96.88 96.49 64.81 86.06 5.42
- LongPO (iter2) 256K 28.16 24.43 66.35 39.65 96.80 97.0 64.87 86.22 5.48
- LongPO (iter3) 512K 29.10 27.85 66.67 41.21 97.28 97.48 64.92 86.56 5.80
Qwen 2.5-7B 128K 22.89 6.08 52.4 27.12 83.82 81.31 53.14 72.76 5.80
- LongPO (iter1) 128K 32.06 17.32 72.05 40.48 96.08 92.24 64.4 84.24 5.75
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Figure 3: The margins of the short-context performance of LongPO and baselines relative to corre-
spond base model. GLM and LWM refer to the margins of GLM-9B-1M and LWM-7B-1M over
GLM-9B-128K and LWM-7B-128K, respectively. MT-Bench metrics (∈[0, 10]) are linearly scaled
to [0, 100] for better comparability across tasks.

LongPO demonstrates exceptional competitiveness at similar scale. As detailed in Table 1,
LongPO demonstrates formidable competitiveness in terms of models at similar scale. For exam-
ple, Mistral-7B-LongPO significantly outperforms some established long-context models, including
LWM-7B and YaRN-Mistral, across all long-context tasks in InfiniteBench and RULER. Remark-
ably, Mistral-7B-LongPO-128K surpass GLM-4-9B (39.27 vs. 30.53 on InfiniteBench and 86.06
vs. 86.20 on RULER), although the latter is training on manually annotated long-context data span-
ning up to 128K sequence length. Moreover, GLM-4-9B-1M, an extension of GLM-4-9B trained on
contexts up to 1M tokens, demonstrates slightly superior performance than LongPO on the RULER
benchmark. However, these performance gains come at the costs of degenerated short-context per-
formance (0.41 on MMLU) and long-context instruction-following capability (0.64 on LongBench-
Chat (EN)) as illustrated in Figure 3. Notably, our models still outperform GLM-4-9B-1M on In-
finiBench even trained with substantially shorter sequences.

This striking outcome underscores the exceptional efficiency of LongPO in transferring and am-
plifying performance from short to long contexts through the use of self-generated data, thereby
circumventing the need for extensive manual annotation and mitigating the trade-offs typically as-
sociated with extended context training.

Long-context annotation is not sufficient. The superiority of our approach is particularly evident
in the En.QA task within InfiniteBench, which involves complex free-form question answering over
extensive book-length contexts. In this challenging task, our models surpass both GLM-4-9B and
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Figure 4: Long- and short-context performance comparison among LongPO, SFT on chosen re-
sponses (SFT-Chosen), SFT on rejected responses (SFT-Rejected), DPO, and SFT on chosen re-
sponses with short-to-long constraint (SFT-Chosen-Constraint).

GLM-4-9B-1M by substantial margins (10+ points). The inherent difficulty of such task, which
poses challenges even for human annotators, highlights the limitations of relying solely on manually
annotated long-context data. By effectively transferring short-context capabilities to long-context
scenarios, LongPO demonstrates superior scalability and efficacy across diverse and intricate tasks.

Dominant LLMs Yet to Conquer Long-Context Scenarios When benchmarked against leading
models such as GPT-4-128K, our LongPO-trained models still exhibit comparable or even superior
long-context performance (e.g., Mistral-7B-LongPO-128K of 39.27 vs. GPT-4-128K of 34.81 on In-
finiteBench), despite being based on significantly smaller Mistral-7B. This observation reveals that
even the most advanced LLMs have not yet achieved the same level of dominance in long-context
scenarios as they have in short-context tasks. This performance gap can be attributed primarily to
the scarcity of high-quality, large-scale long-context training data. The dearth of such data is par-
ticularly impactful for larger LLMs, given the established scaling laws in language model training.
This finding underscores the potential of LongPO as a pivotal approach in advancing long-context
capabilities, offering a pathway to enhanced performance without the requirement for externally
annotated long-context datasets.

5.3 ABLATION STUDIES

We conduct comprehensive ablation studies to investigate the efficacy of components in LongPO:

Effectiveness of short-to-long preference. The core of LongPO is learning the short-to-long pref-
erence between chosen and rejected responses given short and long contexts, respectively. To evalu-
ate this component’s effectiveness, we compare LongPO with two baseline methods: SFT on chosen
responses (SFT-Chosen) and on rejected responses (SFT-Rejected). SFT-Chosen implicitly incor-
porates short-context preference, while SFT-Rejected entirely omits it. As illustrated in Figure 4,
LongPO consistently outperforms both SFT variants in long-context performance (RULER-NIAH)
throughout the training process. This substantial improvement underscores the efficacy of our short-
to-long preference approach in enhancing long-context capabilities.

Effectiveness of short-to-long constraint. To assess the impact of our short-to-long constraint,
we compare LongPO with DPO upon short-to-long preference that removes this constraint. As evi-
dent in Figure 4, the unconstrained DPO demonstrates markedly inferior performance throughout the
training process, both in long- and short-context tasks. Notably, short-context capabilities degrade
rapidly in DPO during the initial training. Conversely, when we apply our short-to-long constraint to
naive SFT without explicit short-to-long preference, the model maintains short-context performance
on par with the original LLMs, even after long-context alignment. These results demonstrate the
crucial role of our short-to-long constraint in preserving short-context capabilities while improving
long-context performance.

Impact of NLL loss. We investigate the effect of incorporating a negative log-likelihood (NLL)
loss over long context input and chosen response in Eq. (14) during LongPO training. As shown
in Figure 4, removing the NLL loss significantly degrades the long-context performance of LongPO
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across the training procedure. Specifically, the convergence of training for long-context performance
becomes slower. This demonstrates the crucial role of NLL loss in enhancing long-context capabil-
ities without resorting to continual training on long data.

6 RELATED WORK

Alignment of LLMs. Aligning Large Language Models (LLMs) with human preferences and val-
ues has been crucial to unlocking their full potential from large-scale pretraining. The typical align-
ment process begins with Supervised Finetuning (SFT) on annotated instruction-response pairs. This
is followed by Reinforcement Learning from Human Feedback (RLHF), which aligns LLMs more
closely with human intentions through reward model training and policy optimization (Christiano
et al., 2017; Ouyang et al., 2022; Bai et al., 2022; Stiennon et al., 2020). To streamline RLHF train-
ing, Direct Preference Optimization (DPO) (Rafailov et al., 2023) and its variants (Ethayarajh et al.,
2024; Azar et al., 2023; Pang et al., 2024a; Hong et al., 2024; Meng et al., 2024) have been pro-
posed, eliminating the need for explicit reward model training by learning preferences directly from
human-ranked response pairs. While these alignment methods have shown significant success, they
heavily rely on human-annotated data. This reliance becomes problematic for long-context data,
where human annotation is both challenging and potentially less reliable.

Long-context extending of LLMs. Extending the context length of LLMs has been approached
through various methods. Some techniques involve scaling the rotary position embedding (Su et al.,
2022) followed by continual training on a small corpus of long documents (Chen et al., 2023b; Peng
et al., 2023; Rozière et al., 2023; Chen et al., 2023a). Alternative approaches, such as those proposed
by Jin et al. (2024); An et al. (2024), introduce hierarchical or chunked attention mechanisms to ex-
tend context length without additional training. However, these methods often involve limitations in
practical applications. Recent advancements include the work of Dubey et al. (2024), who proposed
continual pretraining on a massive long-context corpus (800B tokens) and incorporating a small
fraction (0.1%) of long-context data during SFT to enhance long-context capabilities. Zeng et al.
(2024) utilizes human-annotated long-context data for SFT and DPO to align long-context LLMs.
Despite their effectiveness, these methods require either extensive training or human annotation of
long-context data, making them prohibitively expensive and lack scalability.

Self-Evolving LLMs. Recent works (Yuan et al., 2024; Liu et al., 2024a; Li et al., 2024) have
unveiled the remarkable capability of Large Language Models (LLMs) to evolve from relatively
weak to significantly stronger performance through self-augmented data. Yuan et al. (2024);
Liu et al. (2024a) leverage iterative training on model-generated responses, ranked by LLM-as-
a-Judge (Zheng et al., 2023) prompting, to enhance model itself. Li et al. (2024) introduces the
instruction backtranslation to produce self-augmenting data that further enhances model capabili-
ties. Our work first extends the self-evolution property to the context length, to develop long-context
LLMs without relying on external annotations.

7 CONCLUSION AND DISCUSSION

In this work, we propose LongPO, a novel long-context alignment method that enables LLMs to ef-
fectively transfer their short-context capabilities to long-context scenarios. Our approach addresses
key challenges in long-context alignment by leveraging intrinsic model knowledge, eliminating the
need for external long-context annotated data. LongPO is built on short-to-long preference data,
comprising paired responses for the same instruction given a long context and relevant shortened
chunk, respectively. By steering the policy model to learn from the discrepancies within these paired
responses, LongPO facilitates the transfer of established capabilities from short to long contexts. In
addition, LongPO incorporates a short-to-long constraint using KL divergence, that effectively pre-
serve short-context performance during training. Experimental results demonstrate that LongPO
significantly improves long-context performance across various tasks, outperforming existing align-
ment methods and even surpassing more sophisticated models. Importantly, this improvement is
achieved without sacrificing short-context proficiency. The success of LongPO highlights the poten-
tial of leveraging internal model knowledge for alignment tasks, opening new avenues for efficient
adaptation of LLMs to diverse context lengths.
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A MATHEMATICAL DERIVATIONS

A.1 DERIVING THE LONGPO OBJECTIVE

In this section, we will derive the reward function of our LongPO objective in Eq. (11) by incorporat-
ing short-to-long constraint in Eq. (10). Starting from RLHF objective in Eq. (1) with short-to-long
constraint, we have

max
π

ExL∼D,y∼π[r(xL, y)] − βDKL[π(y∣xL)∣∣πS(y∣xS)] (15)

Following the DPO derivation process (Rafailov et al., 2023), we have:

max
π

E
(xL,xS)∼D̂SL,y∼π(y∣xL)

[r(xL, y)] − βDKL[π(y∣xL) ∣∣ πS(y∣xS)]

=max
π

E
(xL,xS)∼D̂SLEy∼π(y∣xL) [r(xL, y) − β log

π(y∣xL)
πS(y∣xS)

]

=min
π

E
(xL,xS)∼D̂SLEy∼π(y∣xL) [log

π(y∣xL)
πS(y∣xS)

− 1

β
r(xL, y)]

=min
π

E
(xL,xS)∼D̂SLEy∼π(y∣xL)

⎡⎢⎢⎢⎢⎢⎣
log

π(y∣xL)
1

Z(xL,xS)
πS(y∣xS) exp ( 1β r(xL, y))

− logZ(xL, xS)
⎤⎥⎥⎥⎥⎥⎦
,

(16)

where we have partition function:

Z(xL, xS) =∑
y

πS(y∣xS) exp(
1

β
r(xL, y)) .

The partition function is only related to xL, xS, and original short-context LLM πS. Hence we have
the optimal solution following Rafailov et al. (2023):

π∗(y∣xL) =
1

Z(xL, xS)
πS(y∣xS) exp(

1

β
r(xL, y)) . (17)

The optimal reward function would be derived:

r∗(xL, y) = β log
π∗(y∣xL)
πS(y∣xS)

+ β logZ(xL, xS). (18)

We thus have:

p∗(y1 ≻ y2∣xL) =
exp (r∗(xL, y1))

exp (r∗(xL, y1)) + exp (r∗(xL, y2))

=
exp (β log π∗(y1∣xL)

πS(y1∣xS)
+ β logZ(xL, xS))

exp (β log π∗(y1∣xL)

πS(y1∣xS)
+ β logZ(xL, xS)) + exp (β log π∗(y2∣xL)

πS(y2∣xS)
+ β logZ(xL, xS))

= 1

1 + exp (β log π∗(y2∣xL)

πS(y2∣xS)
− β log π∗(y1∣xL)

πS(y1∣xS)
)

= σ (β log
π∗(y1∣xL)
πS(y1∣xS)

− β log
π∗(y2∣xL)
πS(y2∣xS)

) .

By optimizing the πθ towards the optimal policy π∗, we finally access the objective of LongPO
in Eq. (12).

B EXPERIMENTAL DETAILS

B.1 DATA CONSTRUCTION DETAILS

We prompt the Mistral-7B-Instruct-v0.2 to generate instructions with decode parameters of temper-
ature T = 0.7 and p = 0.9. The prompt of Self-Instruct to generate an instruction pool is shown
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Figure 5: The prompt for generating instruction pool.

in Figure 5. For generating the corresponding responses, we directly concatenate the short or long
context with corresponding instructions and adopt the greedy decoding to maintain the deterministic
behaviour of LLMs. As shown in Figure 6, the model would tend to prefer the high-quality chosen
response and deviate from the low-quality rejected response over long context, hence improve the
long-context capabilities.

B.2 EVALUATION DETAILS

On long-context benchmarks InfiniteBench and RULER, we evaluate our models and all baselines
following the settings in the original benchmarks. For short-context evaluation, we utilize the lm-
evaluaton-harness framework (Gao et al., 2024) and following the evaluation settings in (Beeching
et al., 2023): 5-shots for MMLU, 25-shots for ARC-C, 10-shots for Hellaswag, and 5-shots for
Winogrande. We use GPT-4-Turbo-1106-Preview as the judge for MT-Bench and LongBench-Chat
evaluation.

B.3 MORE TRAINING DETAILS

Leveraging the DeepSpeed-Ulysses sequence parallel framework, we train the Mistral-7B-
LongPOmodel with a sequence length of 128K on an 8xA800 80GB, achieving a throughput of
4,401 tokens per second. For sequence lengths of 256K and 512K, the models are trained on a
16xA800 80GB, yielding throughputs of 4,120 tokens per second and 2,744 tokens per second,
respectively. To facilitate a comparison with standard LLM alignment methods, we train Mistral-
7B-Instruct-v0.2 using SFT and DPO utilizing the same short-to-long preference data of LongPO.
For DPO training, we apply the same settings as LongPO outlined in §4.1, but excluding the short-
to-long constraint of LongPO introduced in §3.2. Since SFT cannot utilize paired responses within
preference data, we train it using only the chosen responses provided alongside long context inputs.
The hyperparameters for SFT remain unchanged, except for an increase in the learning rate to 2e-5.
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(a) The rewards for chosen response during training. (b) The rewards for rejected response during training.

Figure 6: The chosen and rejected rewards during the training of Mistral-7B-LongPO-128K.
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