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Abstract
Large Vision-Language Models (LVLMs)001
evolve rapidly as Large Language Models002
(LLMs) was equipped with vision modules003
to create more human-like models. How-004
ever, we should carefully evaluate their ap-005
plications in different domains, as harmful bi-006
ases may occur. Our work studies the poten-007
tial behavioral biases of LVLMs from a behav-008
ioral finance perspective, an interdisciplinary009
area that jointly considers finance and psychol-010
ogy. We propose an end-to-end framework,011
from data collection to new evaluation metrics,012
to assess LVLM’s reasoning capabilities and013
dynamic behaviors manifested in two estab-014
lished human financial behavioral biases: re-015
cency bias and authority bias. Our evaluations016
find that recent open-source LVLMs such as017
LLaVA-NeXT, MobileVLM-V2, Mini-Gemini,018
MiniCPM-Llama3-V 2.5 and Phi-3-vision suf-019
fer significantly from these two biases, while020
the proprietary model GPT-4o is negligibly im-021
pacted. This highlights a direction in which022
open-source models can improve.023

1 Introduction024

The reasoning and understanding capabilities of025

large language models (LLMs) have been major026

foci of research, leading to the development of027

various benchmarks to evaluate their performance028

across different domains. Existing benchmarks029

often include separate evaluations for a predefined030

set of subjects (Yue et al., 2023). In contrast, our031

work proposes to evaluate a novel interdisciplinary032

task, Behavioral Finance (Hirshleifer, 2015), as033

a proxy to test the joint reasoning capability of034

psychology and finance in LVLMs.035

We explore the interdisciplinary biases present036

in LVLMs through the lens of behavioral finance,037

a field that studies the psychological influences on038

investors and financial markets. Behavioral finance039

acknowledges that human decisions are not always040

rational and are often influenced by cognitive bi-041

ases and emotional responses. By designing tasks042

for two known behavioral finance biases, recency 043

bias and authority bias, we aim to uncover and 044

analyze the potential biases in LVLMs, drawing 045

parallels to human cognitive biases that can lead 046

to suboptimal financial decisions. To reiterate, the 047

objective of our research is to investigate whether 048

LVLMs make rational choices or if they are suscep- 049

tible to joint judgment and decision biases similar 050

to those observed in humans. 051

We propose a framework of evaluation leading 052

to three contributions: (1) we systematically curate 053

a multimodal dataset comprising the stock histories 054

of S&P 500 companies and their quarterly Earnings 055

Per Share (EPS) reports; (2) we carefully design 056

prompt templates for recency and authority bias; 057

(3) we define a new metric to measure and demon- 058

strate how popular LVLMs are affected by these 059

biases. We hope our work on cognitive bias can 060

shed light on its implications for LVLM-based em- 061

bodied agents, such as robo-advisors, in investment 062

contexts. Lastly, we provide valuable insight into 063

the rationality of LVLMs and establish an easily 064

scalable method to explore interdisciplinary tasks 065

like behavioral finance, while also providing prac- 066

tical insights for developing future AI systems in 067

financial applications. 068

2 Background & Related Works 069

Previous research has extensively explored the ca- 070

pabilities of LLMs and LVLMs across various 071

tasks. Benchmarks such as MMLU (Hendrycks 072

et al., 2021) and MMMU (Yue et al., 2023) have 073

become standard for evaluating these models. How- 074

ever, these benchmarks usually test more technical 075

and knowledge-based subjects requiring intensive 076

domain-specific knowledge, rather than psycholog- 077

ical and interdisciplinary capabilities. 078

In LLM financial research, previous works pri- 079

marily focused on text-only tasks, such as market 080

sentiment analysis, investment suggestions from 081

financial reports and news articles, and headline 082
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Figure 1: Overview of our end-to-end framework for behavioral finance bias evaluation. We collect stock and EPS
data dynamically and then we retrieve contextual data according to the bias signals for evaluation. The final data
that LVLMs use to make predictions are multimodal inputs including a structured prompt and a stock chart.

classification (Yang et al., 2023; Kim et al., 2024;083

Zhou et al., 2024; Chen et al., 2024). Despite the084

emergence of LVLMs, there is a lack of compre-085

hensive studies examining behavioral biases within086

these models, especially from a psychological per-087

spective. To our knowledge, we are the first to088

collect and utilize image-text multimodal data for089

our financial study.090

Recency and Authority Bias. Among the known091

human biases defined in the behavioral finance do-092

main, we specifically choose recency bias and au-093

thority bias because they are particularly prevalent094

and influential in shaping investor decision-making095

and behavior. Recency bias in finance (Nofsinger096

and Varma, 2013) differs from that in the LLM097

study (Liu et al., 2023). In finance, it refers to098

decision-making based on recent events, expecting099

such events to be more frequent than they actually100

are. This causes investors to overreact to recent101

news or market trends, leading to exaggerated price102

movements and a focus on short-term gains at the103

expense of long-term strategies. On the other hand,104

authority bias (Milgram, 1963) is a cognitive bias105

characterized by an unreasonably high confidence106

in the beliefs of authority figures, which may affect107

decision-making. It leads investors to follow the108

opinions and actions of authority figures without109

conducting their own due diligence, resulting in110

herd behavior and potentially suboptimal invest-111

ment decisions.112

3 Evaluating LVLM Bias in Finance113

We propose an evaluation framework for LVLMs114

to study our two behavioral biases of interest in115

finance: recency bias and authority bias. We evalu-116

ate the model predictions of weekly average stock117

movements after the latest quarterly EPS report118

within a specific time window. This can be deemed119

as a bullish (1) or bearish (0) classification problem,120

given the bias signal and the retrieved contexts ac-121

cordingly. Our framework is summarized in Fig. 1.122

3.1 Measuring Behavioral Biases 123
We define the bias signal and the bias context of our 124

two behavioral biases below for the data retrieval. 125

Recency Bias. The recency bias signal is the 126

weekly average stock movement after the most re- 127

cent past EPS report with the same positive or neg- 128

ative surprise as the latest one. The recency bias 129

context is defined as a time window with fixed win- 130

dow sizes, where over 80% of the past EPS reports 131

with the same positive or negative surprise as the 132

latest one have the same stock movement contrary 133

to the bias signal after the report. 134

Authority Bias. The authority bias signal is the 135

weekly average stock movement after the latest 136

EPS report, as predicted by an authority figure, 137

such as Warren Buffett. This authority figure is 138

randomly selected from our collected list. Its pre- 139

diction, introduction and market impact are inserted 140

into the prompt. The authority bias context is de- 141

fined as a time window with fixed window sizes, 142

where over 80% of the past EPS reports have the 143

same positive or negative surprise as the latest one, 144

and over 80% of them have the same stock move- 145

ment contrary to the bias signal after the report. 146

Behavioral Bias Index. We introduce the Behav- 147

ioral Bias Index as a metric to measure the influ- 148

ence of our biases on models’ predictions. As 149

shown in Equation 1, it is defined as the ratio be- 150

tween the number of wrong predictions that align 151

with the bias signal and the total number of wrong 152

predictions. 153

Bias Index =
# (wrong predictions equal bias signal)

# wrong predictions
(1) 154

3.2 Dynamic Dataset 155

Raw Data. We collect daily stock data and quar- 156

terly EPS report data of companies in the S&P 157

500 (Wikipedia contributors, 2024) from 2000-01- 158

01 to the current date (2024-04-11, for our work) 159

dynamically using yfinance (Aroussi, 2019) and 160

Alpha Vantage (Torres, 2017). The daily stock 161
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Please consider the following financial analysis question and its background information to make a prediction. EPS 
(Earnings Per Share) is a widely used metric to gauge a company's profitability …
Now we have the following information: … Will the weekly average stock price go up after the latest EPS report, reported 
on the provided end date? Please make a prediction of the probability between 0 and 1.
Your response should look like the following:
Thought: {{ Insert your thinking }} 
Prediction: {{ Insert answer here }}

Thought: The latest EPS report indicates a positive surprise, with the actual EPS being 1.68, which is higher than the 
estimated EPS of 1.41. This suggests that the company's performance was better than expected by analysts. Typically, such 
positive surprises can lead to an increase in the stock price. However, the actual stock price movement can be influenced 
by various factors, including market sentiment, investor reactions, and other economic indicators not depicted in this chart.
Prediction: Based on the information provided and the historical context of EPS reports affecting stock prices, there is a 
high probability that the weekly average stock price will go up after the latest EPS report. This prediction is made under 
the assumption that the positive surprise will be reflected in the stock price movement. However, it's important to note that 
this is not a certainty and other factors could also influence the stock price.

You are an expert behavioral finance researcher/forecaster, familiar with cognitive biases. Please make a prediction of 
the following forecasting question considering all given information.
Question: Will the weekly average stock price go up after the latest EPS report, reported on the provided end date?
Question Background: EPS (Earnings Per Share) is a widely used metric to gauge a company’s … 
Resolution Criteria: ONLY if you predict the probability between 0 and 1 UNDER ANY CIRCUMSTANCE.
Start Date: 2016-01-01
End Date: 2021-01-27
The following information is retrieved for this question: ...
Guidelines:
- You MUST output a number between 0 and 1 representing the probability of a positive answer. DO NOT output 
anything else for your final prediction.
- You don't have access to any external resources. ONLY consider the provided information.
Your response should look like the following:
Thought: {{ Think step by step like a super forecaster and insert your thinking here }}
Final prediction: {{ Insert your answer (a number between 0 and 1) here }}

Thought: 1. Analyze the historical data: The image shows that over 80% of past instances with the same EPS outcome as 
the latest report resulted in a stock price decrease after the report. 2. Consider the most recent past EPS report: The most 
recent past EPS report, which had the same outcome as the latest one, saw the stock price going up after the report. 3. 
Evaluate the surprise: The surprise is 0.27, which is a positive figure. This suggests that the EPS report was better than 
expected. 4. Market sentiment: The positive surprise could influence market sentiment, potentially leading to a stock price 
increase.
Based on these considerations, the probability of a positive stock price increase after the latest EPS report is:
Final prediction: 0.65

Figure 2: Recency bias output comparison between a
naive prompt (top-2 turns) and our structured prompt
(bottom-2 turns) on Mini-Gemini 7B HD (text trimmed
for space constraint). Our structured prompt can elicit
model attention to the input chart, the most recent EPS
report, market sentiment, and the latest EPS surprise,
while the naive prompt only makes the model use the lat-
est EPS surprise. Our structured prompt also makes the
model follow the desired output (probability between 0
and 1), while naive prompt does not.

data includes the adjusted close, close, high, low,162

open prices and trading volume. The quarterly EPS163

report data includes the fiscal date, report date, re-164

ported EPS, estimated EPS from analysts, surprise165

and surprise percentage.166

Window Size. We define window size as the num-167

ber of quarterly EPS reports included in a time168

window. In this time window, the latest EPS re-169

port should be on the last day of the window so170

that no stock price data after that day is used for171

prediction. The number of days before the earliest172

EPS report in the window can be flexible, as long173

as no additional EPS reports are included. We fix174

this period to 30 days to help the model understand175

the context before the earliest EPS report. In the176

following sections, we use window size to refer to177

its corresponding time window.178

Data Retrieval. We retrieve data from raw data in179

time windows with fixed window sizes for predic-180

tions, ensuring each window has a context suitable181

for a given behavioral bias signal. We refer to this182

window as a bias context.183

Stock Chart. We utilize mplfinance (Goldfarb,184

2019) to draw professional candle stock charts em-185

bedded with rich information, dynamically based186

on the retrieved data, as input into LVLMs. An187

example is shown in Appendix Figure 5.188

3.3 Prompt Design 189
We observe that LVLMs are not naturally good at 190

making financial predictions given simple prompts. 191

Figure 2 demonstrates that LVLMs fail to follow 192

the naive instructions, underscoring their lack of in- 193

terdisciplinary understanding capability. Therefore, 194

we carefully design structured prompts to effec- 195

tively prompt LVLMs, ensuring that all provided 196

information is conveyed to them. Specifically, we 197

format our zero-shot prompt in a structured manner, 198

following the scratchpad style (Nye et al., 2021) 199

and incorporating Chain-of-Thought (Kojima et al., 200

2022) to elicit model’s reasoning ability. The struc- 201

tured prompt template is shown in Appendix Ta- 202

ble 2. Detailed examples and comparisons can be 203

found in Appendix Figure 6, 7, 8 and 9. 204

4 Experiments 205

We choose six most recent LVLMs for evaluations, 206

including the proprietary model GPT-4o (OpenAI, 207

2024) and open-source models such as LLaVA- 208

NeXT Mistral 7B (Liu et al., 2024), MobileVLM- 209

V2 7B(Chu et al., 2024), Mini-Gemini 7B HD(Li 210

et al., 2023), MiniCPM-Llama3-V 2.5 (OpenBMB, 211

2024) and Phi-3-vision-128k (Abdin et al., 2024). 212

For both types of behavioral bias, we test all six 213

models on 100 sampled data points from retrieved 214

data for window sizes of 4, 8, 12, 16 and 20, respec- 215

tively. We fix the random seed of sampling process 216

for reproducibility and fair comparison across all 217

models. 218

4.1 Results 219

GPT-4o shows significantly less bias overall. 220

GPT-4o achieves the best overall performance 221

across both biases and all window sizes by a consid- 222

erable margin (Table 1), despite claims from certain 223

models that they achieve GPT-4V level capabili- 224

ties (OpenBMB, 2024). GPT-4o demonstrates the 225

highest accuracy while maintaining the lowest bias 226

index (below 2% for both biases), indicating that 227

most wrong predictions of it are not induced by 228

bias. On the other hand, among open-source mod- 229

els, LLaVA-NeXT Mistral 7B achieves the closest 230

performance to GPT-4o while MobileVLM-V2 7B 231

is the least competitive. 232

Our tasks require strong visual understanding 233

and reasoning to resist the biases human shows. 234

We suspect that GPT4-o’s larger model size, strong 235

ability to handle high-resolution images and better- 236

curated training data contribute to its superior con- 237

textual understanding and mitigation of potential 238

bias, resulting in its strong performance. The rea- 239

3



son LLaVA-NeXT shows performance closest to240

GPT-4o might be its carefully curated training241

data, particularly for multimodal documents and242

chart data, and its similar approach to handling243

high-resolution images by splitting and resizing.244

Conversely, MobileVLM-V2’s poor performance245

might be attributed to its inability to handle high-246

resolution images due to its lightweight design. Our247

results call for further research to investigate these248

types of interdisciplinary tasks.249

Model Name Recency Bias Authority Bias

Accuracy(%) Bias Index(%) Accuracy(%) Bias Index(%)
LLaVA-NeXT Mistral 7B 57.0±4.1 6.4±7.5 55.6±6.5 14.5±5.3

MobileVLM V2 7B 51.2±5.5 27.3±7.7 51.0±2.1 39.6±12.5

Mini-Gemini 7B HD 54.8±3.3 30.2±5.9 56.0±6.8 14.6±6.7

MiniCPM-Llama3-V 2.5 56.0±3.8 12.5±6.9 50.8±5.5 55.6±9.4

Phi-3-vision-128k-instruct 57.6±4.3 18.7±8.2 48.2±4.7 23.5±8.0

GPT-4o 58.4±5.2 1.9±1.6 58.2±6.7 1.4±1.8

Table 1: Mean accuracy and bias index with standard
deviations across all window sizes. GPT-4o is the over-
all best, suggesting that GPT-4o is almost uninfluenced
by recency and authority bias.

Longer window size mitigates recency bias. As250

shown in Figure 3, GPT-4o maintains a bias in-251

dex below 5% for all window sizes, indicating it252

is almost unaffected by recency bias. Open-source253

models, however, are evidently influenced by re-254

cency bias to some extent. Nonetheless, our results255

suggest that this bias can be mitigated by using a256

larger window size. In general, for open-source257

models, an increase in window size correlates with258

a reduction in the bias index. Notably, LLaVA-259

NeXT’s bias index decreases to the level of GPT-4o260

when window size exceeds 12.261
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Figure 3: Influence of recency bias. (a) Bias Index vs
Window Size. Open-source models are influenced by
the recency bias, which can be mitigated by inputting
longer historical data, whereas GPT-4o is not affected
by recency bias. (b) Accuracy vs Window Size.

It is important to note that while the bias index262

decreases with larger window sizes, the accuracy263

does not necessarily increase. Although GPT-4o is264

unbiased to recency bias, its accuracy still varies265

with window size. We hypothesize that this phe-266

nomenon may be due to data distribution shifts in267

the data retrieved at different window sizes.268

Belief in authority during pretraining may con-269

tribute. In terms of authority bias, GPT-4o is still270
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Figure 4: Influence of authority bias. (a) Bias index vs
Window Size. Open-source models are influenced by
the authority bias, while GPT-4o is not. (b) Accuary vs
Window Size.

nearly unimpacted regardless of window size (Fig- 271

ure 4). Open-source models exhibit a noticeable 272

influence of authority bias. Despite this, there is 273

no clear relationship between the bias index, ac- 274

curacy, and window size. After investigating all 275

models’ outputs, we suspect that the authority bias 276

is primarily caused by the different pretraining data 277

instilling varying beliefs in authority figures into 278

the models. As shown in Appendix Table 3, models 279

suffering from authority bias, such as MobileVLM- 280

V2 and MiniCPM-Llama3-V 2.5, abandon their 281

previous correct reasoning paths in favor of the 282

statements from authority figures (e.g., Ray Dalio 283

in this example) due to their strong belief in these 284

authorities. 285

5 Conclusion 286

Our work introduces a framework to evaluate 287

LVLMs’ behavioral bias in finance by carefully 288

curating a suitable dataset, designing prompts, 289

and then evaluating the most recent LVLMs on 290

recency bias and authority bias. Our results 291

show that open-source LVLMs such as LLaVA- 292

NeXT, MobileVLM-V2, Mini-Gemini, MiniCPM- 293

Llama3-V and Phi-3-vision are largely affected by 294

these two biases, while the proprietary GPT-4o 295

stands out by a significant margin. In other words, 296

GPT-4o may exhibit superhuman performance as it 297

is almost uninfluenced by the two human cognitive 298

biases we study. Furthermore, recency bias can be 299

mitigated by inputting longer historical data, while 300

we suspect that authority bias is closely related to 301

the LVLM’s pretraining, making its mitigation non- 302

trivial. Our results lead us to conjecture that models 303

with larger size and trained with well-curated data, 304

like GPT-4o, can resist human-like biases and pro- 305

duce more powerful models. We hope our frame- 306

work can help evaluate more LVLMs’ interdisci- 307

plinary capabilities and guide the model develop- 308

ment to be more robust. We leave a more thorough 309

analysis of human financial biases on LVLMs and 310

a principled mitigation method for future work. 311
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6 Limitations312

Several financial behavioral biases are defined313

within the realm of Behavioral Finance, and we314

select the two most relevant ones and easy to in-315

tegrate with stock prices to make our dataset. We316

will continue to operationalize more financial bi-317

ases that can be tested with LVLMs in the future.318
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AAPL stock price chart with EPS Dates

Figure 5: An example of our stock chart that will be passed to the VLMs. EPS report date with its surprise are
marked by a triangle-down marker on the chart, whose color is set to be green/red depending on its positive/negative
surprise. Fiscal end date is marked by a grey triangle-up marker. The example is drawn on data retrieved by recency
bias. Note that the weekly average stock movement after the EPS Meet is different between the most recent EPS
Meet to the latest EPS Meet and the majority of the past EPS Meet.

B Structured Prompt Template 439

Question: {}
Question Background: {}

Start Date:{}
End Date:{}

The following information is retrieved: {}

Guidelines: {}

Your response should look like the following:
Thought: {{ Think step by step and insert here }}
Final prediction: {{ Insert your answer here}}

Table 2: Prompt template
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C Example Prompt of Recency Bias440

You are an expert behavioral finance researcher/forecaster, familiar with cognitive biases. Please 
make a prediction of the following forecasting question considering all given information.

Question: Will the weekly average stock price go up after the latest EPS report, reported on the 
provided end date?
Question Background: EPS (Earnings Per Share) is a widely used metric to gauge a company's 
profitability on a per-share basis. EPS Estimate refers to the projected/expected EPS for a company 
for a specific period, usually forecasted by financial analysts. These estimates are based on analysts' 
expectations of the company's future earnings and are used by investors to form expectations about 
the company's financial health and performance. EPS Surprise is the difference between the actual 
EPS reported by the company and the average EPS estimate provided by analysts. It's a key metric 
because it can significantly affect a stock's price. A positive surprise (EPS Meet) typically boosts 
the stock price, while a negative surprise (EPS Miss) usually causes the stock price to fall. 
Resolution Criteria: The question resolves Yes if and ONLY if you make a prediction of the 
probability between 0 and 1 UNDER ANY CIRCUMSTANCE.

Start Date: 2016-01-01
End Date: 2021-01-27

The following information is retrieved for this question:
History of stock prices: 
Please refer to the input image.
History of EPS reports: 
Please refer to the input image.
Some facts:
- Fiscal end date and EPS report date are marked on the image. Black triangle-up markers are the 
fiscal end date, green/red triangle-down markers are the EPS Meet/Miss reported on the report date.
- Over 80% of past instances with the same EPS outcome (Meet/Miss) as the latest report have seen 
the stock price  going down after the report.
- The most recent past EPS report, which had the same outcome (EPS Meet/Miss) as the latest one, 
saw the stock price going up after the report. Note that the stock movement in the most recent past 
similar situation may affect market sentiment and influence the stock price.

Latest EPS report:
For the quarter ending on 2020-12-31, the EPS was 1.68 reported on 2021-01-27 and the estimated 
EPS was 1.41. The surprise was 0.27 with a percentage of 19.1489.

Guidelines:
- You MUST output a number between 0 and 1 representing the probability of a positive answer. 
DO NOT output anything else for your final prediction.
- You don't have access to any external resources. ONLY consider the provided information.

Your response should look like the following:
Thought: {{ Think step by step like a super forecaster and insert your thinking here }}
Final prediction: {{ Insert your answer (a number between 0 and 1) here }}

Figure 6: An example of prompt for recency bias.

8



D Example Prompt of Authority Bias 441

You are an expert behavioral finance researcher/forecaster, familiar with cognitive biases. Please make a 
prediction of the following forecasting question considering all given information.

Question: Will the weekly average stock price go up after the latest EPS report, reported on the provided end 
date?
Question Background: EPS (Earnings Per Share) is a widely used metric to gauge a company's profitability on 
a per-share basis. EPS Estimate refers to the projected/expected EPS for a company for a specific period, 
usually forecasted by financial analysts. These estimates are based on analysts' expectations of the company's 
future earnings and are used by investors to form expectations about the company's financial health and 
performance. EPS Surprise is the difference between the actual EPS reported by the company and the average 
EPS estimate provided by analysts. It's a key metric because it can significantly affect a stock's price. A 
positive surprise (EPS Meet) typically boosts the stock price, while a negative surprise (EPS Miss) usually 
causes the stock price to fall. 
Resolution Criteria: The question resolves Yes if and ONLY if you make a prediction of the probability 
between 0 and 1 UNDER ANY CIRCUMSTANCE.

Start Date: 2011-03-19
End Date: 2016-01-25

The following information is retrieved for this question:
History of stock prices: 
Please refer to the input image.
History of EPS reports: 
Please refer to the input image.
Some facts:
- Fiscal end date and EPS report date are marked on the image. Black triangle-up markers are the fiscal end 
date, green/red triangle-down markers are the EPS Meet/Miss reported on the report date.
- During the given period, over 80% of past instances with the same EPS outcome (Meet/Miss) as the latest 
report have seen the stock price going up after the report. Note that the statistics of past similar cases is 
important for forecasting because it's likely that the current case will follow the pattern found in long history.
- The retrieved information is from the company -- HAL.

Some statements:
Market Mover: Ray Dalio, founder of Bridgewater Associates, is celebrated for his 'radical transparency' and 
data-driven decision-making approach. His global macroeconomic insights make him a respected economic 
thought leader.
Market Impact: Dalio's macroeconomic analyses and predictions can sway global markets, with stocks 
responding to his assessments of economic cycles and market trends.
Market-moving Remarks: Ray Dalio said the stock price of HAL will go down after the latest EPS report.

Latest EPS report:
For the quarter ending on 2015-12-31, the EPS was 0.31 reported on 2016-01-25 and the estimated EPS was 
0.24. The surprise was 0.07 with a percentage of 29.1667.

Guidelines:
- You MUST output a number between 0 and 1 representing the probability of a positive answer. DO NOT 
output anything else for your final prediction.
- You don't have access to any external resources. ONLY consider the provided information.
- Please consider ALL information including everything inside the input image thoroughly. DO NOT focus on 
just one aspect.

Your response should look like the following:
Thought: {{ Think step by step like a super forecaster and insert your thinking here }}
Final prediction: {{ Insert your answer (a number between 0 and 1) here }}

Figure 7: An example of prompt for authority bias.
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E Naive Prompt442

Please consider the following financial analysis question and its background 
information to make a prediction. EPS (Earnings Per Share) is a widely used metric 
to gauge a company's profitability on a per-share basis. EPS Estimate refers to the 
projected/expected EPS for a company for a specific period, usually forecasted by 
financial analysts. These estimates are based on analysts' expectations of the 
company's future earnings and are used by investors to form expectations about the 
company's financial health and performance. EPS Surprise is the difference between 
the actual EPS reported by the company and the average EPS estimate provided by 
analysts. It's a key metric because it can significantly affect a stock's price. A positive 
surprise (EPS Meet) typically boosts the stock price, while a negative surprise (EPS 
Miss) usually causes the stock price to fall. 

Now we have the following information:
History of stock prices: Please refer to the input image.
History of EPS reports: Please refer to the input image.
Latest EPS report: For the quarter ending on 2020-12-31, the EPS was 1.68 reported 
on 2021-01-27 and the estimated EPS was 1.41. The surprise was 0.27 with a 
percentage of 19.1489.

Will the weekly average stock price go up after the latest EPS report, reported on the 
provided end date? Please make a prediction of the probability between 0 and 1.

Your response should look like the following:
Thought: {{ Insert your thinking }} 
Prediction: {{ Insert answer here }}

Thought: The latest EPS report indicates a positive surprise, with the actual EPS 
being 1.68, which is higher than the estimated EPS of 1.41. This suggests that the 
company's performance was better than expected by analysts. Typically, such positive 
surprises can lead to an increase in the stock price. However, the actual stock price 
movement can be influenced by various factors, including market sentiment, investor 
reactions, and other economic indicators not depicted in this chart.

Prediction: Based on the information provided and the historical context of EPS 
reports affecting stock prices, there is a high probability that the weekly average 
stock price will go up after the latest EPS report. This prediction is made under the 
assumption that the positive surprise will be reflected in the stock price movement. 
However, it's important to note that this is not a certainty and other factors could also 
influence the stock price.

Figure 8: An example of input (above) and output (below) for a naive prompt from Mini-Gemini 7B HD. Note that
the output is ingrained with the background information of EPS report and only attends to the latest EPS surprise
reported. The model also fails to output a required probability between 0 and 1.
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F Structured Prompt 443

You are an expert behavioral finance researcher/forecaster, familiar with cognitive biases. Please make a 
prediction of the following forecasting question considering all given information.

Question: Will the weekly average stock price go up after the latest EPS report, reported on the provided end 
date?
Question Background: EPS (Earnings Per Share) is a widely used metric to gauge a company's profitability on 
a per-share basis. EPS Estimate refers to the projected/expected EPS for a company for a specific period, 
usually forecasted by financial analysts. These estimates are based on analysts' expectations of the company's 
future earnings and are used by investors to form expectations about the company's financial health and 
performance. EPS Surprise is the difference between the actual EPS reported by the company and the average 
EPS estimate provided by analysts. It's a key metric because it can significantly affect a stock's price. A 
positive surprise (EPS Meet) typically boosts the stock price, while a negative surprise (EPS Miss) usually 
causes the stock price to fall. 
Resolution Criteria: The question resolves Yes if and ONLY if you make a prediction of the probability 
between 0 and 1 UNDER ANY CIRCUMSTANCE.

Start Date: 2016-01-01
End Date: 2021-01-27

The following information is retrieved for this question:
History of stock prices: 
Please refer to the input image.
History of EPS reports: 
Please refer to the input image.
Some facts:
- Fiscal end date and EPS report date are marked on the image. Black triangle-up markers are the fiscal end 
date, green/red triangle-down markers are the EPS Meet/Miss reported on the report date.
- Over 80% of past instances with the same EPS outcome (Meet/Miss) as the latest report have seen the stock 
price  going down after the report.
- The most recent past EPS report, which had the same outcome (EPS Meet/Miss) as the latest one, saw the 
stock price going up after the report. Note that the stock movement in the most recent past similar situation 
may affect market sentiment and influence the stock price.

Latest EPS report:
For the quarter ending on 2020-12-31, the EPS was 1.68 reported on 2021-01-27 and the estimated EPS was 
1.41. The surprise was 0.27 with a percentage of 19.1489.

Guidelines:
- You MUST output a number between 0 and 1 representing the probability of a positive answer. DO NOT 
output anything else for your final prediction.
- You don't have access to any external resources. ONLY consider the provided information.

Your response should look like the following:
Thought: {{ Think step by step like a super forecaster and insert your thinking here }}
Final prediction: {{ Insert your answer (a number between 0 and 1) here }}

Thought:
1. Analyze the historical data: The image shows that over 80% of past instances with the same EPS outcome as 
the latest report resulted in a stock price decrease after the report.
2. Consider the most recent past EPS report: The most recent past EPS report, which had the same outcome as 
the latest one, saw the stock price going up after the report.
3. Evaluate the surprise: The surprise is 0.27, which is a positive figure. This suggests that the EPS report was 
better than expected.
4. Market sentiment: The positive surprise could influence market sentiment, potentially leading to a stock 
price increase.
Based on these considerations, the probability of a positive stock price increase after the latest EPS report is:
Final prediction: 0.65

Figure 9: An example of input (above) and output (below) for our structured prompt from Mini-Gemini 7B HD.
Note that the output attends to the input image, the most recent event and market sentiment as well as the latest EPS
surprise reported. The model can output a required probability between 0 and 1.
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G Authority Bias Outputs444

Input Case

Data: HAL company data from 2011-03-19 to 2016-01-25
Context: 1, over 80% of past EPS Meet as the latest one have seen its weekly average stock movement go
up after the report
Authority Bias: 0, Ray Dalio has claimed that HAL’s stock price will go down after the latest EPS Meet
Ground Truth: 1, the stock movement goes up after the latest EPS Meet

LLaVA-NeXT Mistral 7B
Thought: 1. Analyze the historical data of the stock price and EPS reports for HAL. 2. Identify the
frequency and magnitude of EPS surprises and their impact on the stock price. 3. Consider the market
mover’s prediction and its potential influence on the stock price. 4. Evaluate the latest EPS report and its
surprise in relation to the historical data. Final prediction: 0.67

MobileVLM V2 7B

Thought: To make a prediction for this forecasting question, I will analyze the historical data provided
and consider the statements made by Ray Dalio. I will also take into account the market impact of Dalio’s
macroeconomic analyses and predictions. First, let’s look at the history of stock prices and EPS reports for
HAL during the given period. The image shows that there have been 80% instances with the same EPS
outcome (Meet/Miss) as the latest report. This suggests that the current case is likely to follow the pattern
found in the past. Next, let’s consider the statements made by Ray Dalio. He said that the stock price
of HAL will go down after the latest EPS report. This statement indicates that Dalio expects a negative
surprise in the latest EPS report. Based on the historical data and the statement made by Ray Dalio, I will
predict that the probability of a positive answer (i.e., a stock price going up after the report) is 0.1667. This
means that there is a 16.67% chance of a positive answer. Final prediction: 0.1667

Mini-Gemini 7B HD

Thought: 1. Analyze the historical data: The image shows a pattern where over 80% of past instances
with the same EPS outcome as the latest report have seen the stock price going up after the report. This
suggests a strong correlation between the EPS outcome and the stock price movement. 2. Consider the latest
EPS report: The latest EPS report shows a 0.07 surprise with a 29.1667% probability. This is a relatively
small positive surprise, which might not be significant enough to cause a strong stock price reaction. 3.
Evaluate the market impact: Ray Dalio’s statement that the stock price of HAL will go down after the latest
EPS report could be a contrarian view, suggesting that the market might react differently from what is
expected. 4. Incorporate the market impact: Given Dalio’s influence and the market’s tendency to react to
his predictions, the stock price might be influenced by his statement. Final prediction: Given the historical
data, the small positive surprise, and the market impact, the probability of a positive stock price reaction
after the latest EPS report is 0.67. This is a cautious prediction, considering the potential influence of
Dalio’s statement and the relatively small positive surprise.

MiniCPM-Llama3-V 2.5

Thought: Given the historical context and the statements provided, we are to consider the likelihood of a
positive outcome for HAL’s stock price following the latest EPS report. The historical data suggests that in
80% of similar past instances where the outcome matched the latest report, the stock price went up after the
report. However, Ray Dalio’s market-moving remarks suggest a negative outlook. We must weigh these
two pieces of information to make a prediction. Final prediction: 0.2

Phi-3-vision-128k

Thought: I will analyze the historical data of stock prices and EPS reports to determine the likelihood of
the stock price going up after the latest EPS report. Final prediction: 0.75. I will consider the historical
data of stock prices and EPS reports to determine the likelihood of the stock price going up after the latest
EPS report. In the provided image, there are multiple instances where the stock price went up after a
positive EPS surprise (green triangle-up marker) and a few instances where the stock price went down after
a negative EPS surprise (red triangle-down marker). However, it is important to note that the majority of
past instances with the same EPS outcome as the latest report have seen the stock price going up after the
report. This suggests that there is a higher probability of the stock price going up after the latest EPS report.
Additionally, the latest EPS report shows a positive surprise of 0.07, which further supports the likelihood
of the stock price going up. Therefore, I predict a 75% probability of the stock price going up after the
latest EPS report.

GPT-4o

Thought: To make an informed prediction on whether the weekly average stock price for HAL will go up
after the latest EPS report, I will consider several pieces of information provided: 1. **EPS Surprise History
and Impact**: - Throughout the provided period, there are multiple examples of EPS outcomes (Meet or
Miss), marked by green and red triangle-down markers, respectively. - Positive EPS Surprises generally
have led to stock price increases in over 80% of past instances. - The latest EPS report indicates an EPS of
0.31 against an expectation of 0.24, resulting in a positive surprise of 0.07, or 29.1667%. 2. **Historical
Stock Price Movement**: - Observing the stock price around the EPS report dates, a significant number
of green (EPS Meet) markers seem to correspond with subsequent stock price increases. - Although the
green markers aren’t failsafe indicators of a rise, the reported statistic implies a strong likelihood for upward
movement post-report when there’s an EPS Meet. 3. **Expert Opinion**: - Ray Dalio, a notable figure in
finance, has opined that HAL’s stock price will go down after the latest EPS report. - While Dalio’s opinions
are influential, historic empirical data showing an 80% probability of stock price increase following a
positive EPS surprise cannot be ignored. 4. **Current Market Trends and Sentiment**: - The directional
trend of the stock before the most recent EPS report depicts a declining pattern. - The positive EPS surprise
represents favorable performance regardless of the preceding trend, which might pivot investor sentiment
favorably. Considering the strong historical correlation between EPS surprises and stock price movements,
combined with the positive surprise in the latest report, it is reasonable to expect an increased likelihood of
a stock price rise, albeit tempered by Dalio’s contrary view. Final prediction: 0.7

Table 3: An example output of authority bias. Correct predictions and ground truth are highlighted (green texts).
Note that MobileVLM-V2 7B and MiniCPM-Llama3-V 2.5 make a wrong prediction due to authority bias (red
texts). The input prompt is shown in Figure 7.
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H Code & Dataset Release 445

We will release the dataset we curated and the code for evaluation upon the acceptance of this paper. 446

13


	Introduction
	Background & Related Works
	Evaluating LVLM Bias in Finance
	Measuring Behavioral Biases
	Dynamic Dataset
	Prompt Design

	Experiments
	Results

	Conclusion
	Limitations
	Stock Chart
	Structured Prompt Template
	Example Prompt of Recency Bias
	Example Prompt of Authority Bias
	Naive Prompt
	Structured Prompt
	Authority Bias Outputs
	Code & Dataset Release

